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RANK BASED APPROACH ON GRAPHS WITH STRUCTURED NEIGHBORHOOD

BENJAMIN BERGOUGNOUX AND MAMADOU MOUSTAPHA KANTÉ

Abstract. In this paper, we combine the rank-based approach with the notion of d-neighbor equivalence to obtain efficient algorithms for several connectivity problems such as Connected Dominating Set, Node Weighted Steiner Tree, Maximum Induced Tree, Longest Induced Path, and Feedback Vertex Set. For all these problems, we obtain $2^{O(k)} \cdot n^{O(1)}$, $2^{O(k \log k)} \cdot n^{O(1)}$, $2^{O(k^2)} \cdot n^{O(1)}$, and $n^{O(k)}$ time algorithms parameterized respectively by clique-width, Q-rank-width, rank-width and maximum induced matching width. Our approach simplifies and unifies the known algorithms for each of the parameters and match asymptotically also the best time complexity for Vertex Cover and Dominating Set.

1. Introduction

Connectivity problems such as Connected Dominating Set, Feedback Vertex Set or Hamiltonian Cycle were for a long time a curiosity in FPT world as they admit trivial $k^{O(k)} \cdot n^{O(1)}$ time algorithms parameterized by tree-width, but no lower-bounds were known. Indeed, for good reason, Cygan et al. presented in [9] Monte Carlo algorithms for a wide range of connectivity problems running in time $2^{O(k)} \cdot n^{O(1)}$ with $k$ the tree-width of the input graph. Later, Bodlaender et al. proposed in [4] a general toolkit called rank-based approach to design deterministic $2^{O(k)} \cdot n^{O(1)}$ time algorithms, with $k$ the tree-width of the input graph, to solve a wider range of connectivity problems. The idea is to boost up basic dynamic programming algorithms, by reducing at each step, the size of the set of partial solutions. For doing so, they associate each set of partial solutions with a binary matrix and then show that this matrix admits a basis of size $2^{O(k)}$ which represents the set of optimal solutions and is computable by a greedy algorithm. Informally, a set $S'$ represents a set of partial solutions $S$, if whenever there exits $S \in S$ that leads to an optimal solution, there exists $S' \in S'$ leading to an optimal solution.

Nevertheless, despite the broad interest on tree-width, only sparse graphs can have bounded tree-width. But, many NP-hard problems are tractable on dense graph classes. Most of the time, this tractability can be explained by the ability of these graphs to be recursively decomposed along vertex bipartitions $(A,B)$ where the adjacency between $A$ and $B$ is simple to describe, i.e., they have a structured neighborhood. A lot of graph parameters have been defined to characterize this ability, the most remarkable ones are certainly clique-width [8], rank-width [20], and maximum induced matching width (called mim-width) [25].

Introduced by Courcelle and Olariu [3], the modeling power of clique-width is strictly stronger than the modeling power of tree-width. In other words, if a graph class has bounded tree-width, then it has bounded clique-width [8], but the converse is false as cliques have clique-width at most 2 and unbounded tree-width. While rank-width has the same modeling power as clique-width, mim-width has the strongest one among all these complexity measures and is even bounded on interval graphs [1]. Despite their generality, a lot of NP-hard problems admit polynomial time algorithms when one of these parameters is fixed. But, dealing with these parameters is known to be harder than manipulating tree-width.

We obtain most of these parameters through the notion of layout. A layout of a graph $G$ is a tree $T$ whose leaves are in bijection with the vertices of $G$. Every edge $e$ of the layout is
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associated with a vertex bipartition of $G$ through the two connected components obtained by the removal of $e$. Given a symmetric function $f : 2^{V(G)} \times 2^{V(G)} \to \mathbb{N}$, one can associate with each layout $T$ a measure, called usually $f$-width, defined as the maximum $f(X, \overline{X})$ over all the vertex bipartitions $(X, \overline{X})$ associated with the edges of $T$. For instance, rank-width is defined from the function $f(X, \overline{X})$ which corresponds to the rank over $GF(2)$ of the adjacency matrix between the vertex sets $X$ and $\overline{X}$; if we take the rank over $Q$, we obtain a useful variant of rank-width introduced in [21], called $Q$-rank-with. For mim-width, $f(X, \overline{X})$ is the maximum size of an induced matching in a bipartite graph associated with $(X, \overline{X})$.

All the algorithms parameterized by clique-width (or mim-width) require that a layout of bounded clique-width (mim-width) is given as input. Indeed, it is not known whether the clique-width (respectively mim-width) of a graph can be approximated within a constant factor in time $f(k) \cdot n^{O(1)}$ (resp. $n^{f(k)}$) for some function $f$. The same assumption is not necessary for rank-width and $Q$-rank-width thanks to the following result of Oum and Seymour [22].

**Theorem 1.1** (Oum and Seymour [22]). There is a $2^{2k} \cdot n^{O(1)}$ time algorithm that, given a graph $G$ as input and $k \in \mathbb{N}$, either outputs a layout for $G$ of ($Q$-)rank-width at most $3k + 1$ or confirms that the ($Q$-)rank-width of $G$ is more than $k$.

Unlike tree-width, algorithms parameterized by clique-width, rank-width and mim-width for connectivity problems, were not investigated, except for some special cases such as [Feedback Vertex Set](https://doi.org/10.1016/j.ipl.2012.11.004) which is proved to admit a $2^{O(k)} \cdot n^{O(1)}$ time algorithm parameterized by clique-width in [2], a $2^{O(k^2)} \cdot n^{O(1)}$ time algorithm parameterized by rank-width [12], and an $n^{O(k)}$ time algorithm parameterized by mim-width [17].

One successful way to work with these different parameters is through the notion of d-neighbor equivalence introduced in [7]. A module of a graph is a subset of vertices $A \subseteq V(G)$ with the same neighbors in $V(G) \setminus A$. The notion of d-neighbor equivalence generalizes the module notion. Formally, given $A \subseteq V(G)$ and $d \in \mathbb{N} \setminus \{0\}$, two sets $X, Y \subseteq A$ are d-neighbor equivalent w.r.t. $A$ if for all $v \in V(G) \setminus A$, we have $\min(d, |N(v) \cap X|) = \min(d, |N(v) \cap Y|)$, where $N(v)$ is the set of neighbors of $v$ in $G$. One easily checks that it is an equivalence relation, and if $d = 1$, then it measures the number of subsets of $A$ with different neighborhoods in $V(G) \setminus A$. The d-neighbor equivalence relation was the key in the design of efficient algorithms to solve some well-studied and well-known difficult problems such as [Dominating Set](https://doi.org/10.1007/s00423-010-9204-z) or [Feedback Vertex Set](https://doi.org/10.1016/j.ipl.2012.11.004).

In this paper, we use a parameter related to the d-neighbor equivalence relation that we call d-neighbor-width. The d-neighbor-width of a layout is the maximum number of equivalence classes over the vertex bipartitions of the layout w.r.t. to the d-neighbor equivalence relation. It is worth noticing that the boolean-width of a layout introduced in [6] corresponds to the binary logarithm of the 1-neighbor-width.

**Our Contributions and approach.** One of our main contribution is the modification of the rank-based approach to fit with the d-neighbor-width (presented in Section 3) in order to get fast polynomial time algorithms for connectivity constraints problems. The resulting framework simplifies and generalizes the original rank-based approach from [1]. The rank-based approach is a general toolkit used for connectivity problems in order to reduce the size of the set of partial solutions at every step of a dynamic programming algorithm. In our case, the steps of our algorithms are associated with the vertex bipartitions $(S, \overline{S})$ induced by the edges of a layout and the sets of partial solutions are collections of subsets of $S$. Let us explain the idea of our framework with respect to a graph $G$ and a vertex partition $(S, \overline{S})$ of $G$ induced by an edge of a layout of $G$. One of the main differences with [14] is that our notion of representativity is defined with respect to a 1-neighbor equivalence class $C$ of $\overline{S}$. More precisely, a set of partial solutions $\mathcal{A}$ C-represents a set $A$, if for all sets $Y \subseteq C$, the best solution we get by the union of $Y$ and a set in $A$ has the same weight as the best solution we can get from the union of $Y$ and a set in $\mathcal{A}$.

The main tool of our framework is a function that, given a set of partial solutions $\mathcal{A}$ and a set $A$ C-represents a set $X$ and a set in $\mathcal{A}$ associated with $X$ and $\overline{X}$.
A of S and a 1-neighbor equivalence class C of \( \overline{S} \), outputs a subset of \( A \) that \( C \)-represents \( A \) and whose size is polynomial in the number of 1-neighbor equivalence classes of \( S \). As in [3], this function is obtained by computing a basis of optimum weight of the row space of a matrix associated with \( A \). In order to compute an optimum solution from the partial solutions of \( G[S] \), it is enough to keep, for each 1-neighbor equivalence class \( C \) of \( \overline{S} \), a set that \( C \)-represents the set of all the partial solutions of \( G[S] \). Consequently, for each vertex bipartition induced by an edge of a layout, it is enough to keep a set of partial solutions whose size is polynomial in the number of 1-neighbor equivalence classes of \( S \) and \( \overline{S} \).

In Section 4, we apply our framework to connectivity problems with locally checkable properties, such as Connected Dominating Set, Connected Vertex Cover or Node Weighted Steiner Tree. Each of this problem is a connected variant of a problem in the family of problems called \((\sigma, \rho)\)-Dominating Set problems. This family of problems was introduced in [24] and studied in graphs through the notion of \( d \)-neighbor equivalence in [7, 14, 21]. Given two non-empty finite or co-finite subsets of \( N \) and a graph \( G \), a \((\sigma, \rho)\)-dominating set of \( G \) is a subset \( D \) of \( V(G) \) such that, for each vertex \( x \in V(G) \), the number of neighbors of \( x \) in \( X \) is in \( \sigma \) if \( x \in X \) and in \( \rho \) otherwise. We provide an algorithm that, given an \( n \)-vertex graph \( G \) and a layout of \( G \), finds an optimum (minimum or maximum) \((\sigma, \rho)\)-dominating set which induces a connected graph. The running time of this algorithm is polynomial in \( n \) and the \( d \)-neighbor-width of the given layout, with \( d \) a constant depending on \( \sigma \) and \( \rho \). For doing so, we use our framework and the algorithm from [7] that finds an optimum \((\sigma, \rho)\)-dominating set. Let us explain how we modify this algorithm. Let \( G \) be a graph and \((S, \overline{S})\) a vertex bipartition of \( G \) induced by an edge of a layout of \( G \). In order to find an optimum \((\sigma, \rho)\)-dominating set, Bui-Xuan et al. [7] proved that it is enough to keep a partial solution \( X \) of optimum weight “coherent” with \((R, \overline{R}')\), for each pair \((R, \overline{R}')\) where \( R \) (resp. \( \overline{R}' \)) is a \( d \)-neighbor equivalence class of \( S \) (resp. \( \overline{S} \)). We say that a set \( X \subseteq S \) is coherent with \((R, \overline{R}')\) if \( X \) belongs to \( R \) and \( X \cup Y \) \((\sigma, \rho)\)-dominates \( S \) in the graph \( G \) for every \( Y \in \overline{R}' \). To solve the connected variant of the same problem, we prove that it is enough to keep, for each such pair \((R, \overline{R}')\), a set that \( \overline{R}' \)-represents the set of all the partial solutions that are coherent with \((R, \overline{R}')\). We, consequently, obtain, efficient algorithms to solve any Connected \((\sigma, \rho)\)-Dominating Set problem, with parameters clique-width, \((Q)\)-rank-width, and mim-width. The running times of these algorithms are given in Table 1. Up to a constant in the exponent, these running times match those known for basic problems such as Vertex Cover and Dominating Set [21]. Moreover, our algorithms simplify the known ones and highlight the importance of the \( d \)-neighbor equivalence relation for these parameters.

<table>
<thead>
<tr>
<th>Clique-width</th>
<th>Rank-width</th>
<th>Q-rank-width</th>
<th>Mim-width</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma O(k) \cdot n O(1) )</td>
<td>( \sigma O(k^2) \cdot n O(1) )</td>
<td>( \sigma O(k \log(k)) \cdot n O(1) )</td>
<td>( n O(k) )</td>
</tr>
</tbody>
</table>

Table 1. Running times of our algorithms for the different parameters, where \( n \) is the number of vertices of the given graph.

In Section 5, we integrate the notion of acyclicity to our framework. As a result, we obtain efficient algorithms for any acyclic variant of a Connected \((\sigma, \rho)\)-Dominating Set problem whose parameters and running times are exactly the same as those described in Table 1. Both Maximum Induced Tree (MIT for short) and Longest Induced Path are the acyclic variant of a Connected \((\sigma, \rho)\)-Dominating Set problem. We also obtain the same algorithmic results for any acyclic variant of a \((\sigma, \rho)\)-Dominating Set problem by polynomially reducing this latter problem to its connected variant. Consequently, we can use the algorithm for MIT to solve the Feedback Vertex Set problem. Let us explain the idea of our algorithm for MIT with respect to an \( n \)-vertex graph \( G \) and a vertex bipartition \((S, \overline{S})\) of \( V(G) \). In order to solve MIT, we need a new notion of representativity that takes into account the acyclicity. We define this new notion with respect to a 2-neighbor equivalence class \( C \) of \( \overline{S} \). We say that a set \( A' \) \( C \)-ac-represents a set \( A \), if for every \( Y \in C \), the maximum weight of a set \( X \in A \) such
that \(G[X \cup Y]\) is a tree equals the maximum weight of a set \(X' \in \mathcal{A}'\) such that \(G[X' \cup Y]\) is a tree. Similarly to Section 3, we provide a function that, given a set of partial solutions \(\mathcal{A}\) and a 2-neighbor equivalence class \(C\) of \(\mathcal{S}\), outputs a small subset \(\mathcal{A}'\) of \(\mathcal{A}\) that \(C\)-ac-represents \(\mathcal{A}\). However, we were not able to upper bound the size of \(\mathcal{A}'\) by a polynomial in the number of 2-neighbor equivalence classes and \(n\). Instead, we prove that, for clique-width, rank-width, \(\mathbb{Q}\)-rank-width, and mim-width, the size of \(\mathcal{A}'\) can be upper bounded by, respectively, \(2^O(k^2) \cdot n\), \(2^O(k^2) \cdot n\), \(2^O(k \log(k)) \cdot n\), and \(n^{O(k)}\). The key to compute \(\mathcal{A}'\) is to decompose \(\mathcal{A}\) into a small number of sets \(\mathcal{A}_1, \ldots, \mathcal{A}_t\), said \(C\)-consistent, where the notion of \(C\)-ac-representativity matches the notion of \(C\)-consistent. More precisely, any \(C\)-representative set of a \(C\)-consistent set is also a \(C\)-ac-representative set. To compute a \(C\)-ac-representative set of \(\mathcal{A}\) it is then enough to compute a \(C\)-representative set for each \(C\)-consistent set in the decomposition of \(\mathcal{A}\). The union of these \(C\)-representative sets is a \(C\)-ac-representative set of \(\mathcal{A}\). Besides the notion of representativity, the algorithm for MIT is very similar to the one for finding a connected \((\sigma, \rho)\)-dominating set.

Observe that we can not use the same trick as in [4] to ensure the acyclicity, that is counting the number of edges induced by the partial solutions. Indeed, we would need to differentiate at least \(n^k\) partial solutions (for any parameter \(k\) considered in Table 1) in order to update this information. We give more explanation on this statement at the beginning of Section 5.

**Relation to previous works.** This work follows a previous paper by the authors [2] where they have generalized the rank-based approach to clique-width in order to solve any CONNECTED \((\sigma, \rho)\)-DOMINATING SET problem and FEEDBACK VERTEX SET in time \(2^O(k^2) \cdot n\) given a clique-width \(k\)-expression. The algorithms parameterized by clique-width from [2] have a better running time than the algorithms from this paper. However, our approach generalizes and simplifies the results from [2], in particular for FEEDBACK VERTEX SET where the use of weighted partitions to represent the partial solutions implies to take care of many technical details concerning the acyclicity.

Moreover, the results we obtain for FEEDBACK VERTEX SET simplifies also the \(2^O(k^2) \cdot n^{O(1)}\) time algorithm parameterized by rank-width from [12], and the \(n^{O(k)}\) time algorithm parameterized by mim-width from [17].

Our algorithm for LONGEST INDUCED PATH generalizes and simplifies the \(n^{O(k)}\)-time algorithm parameterized by mim-width from [16].

Notice that our results generalize also the original rank-based approach of [3] and can be used to obtain \(2^O(k) \cdot n^{O(1)}\) time algorithms parameterized by tree-width for connectivity problems. This is due to the fact that if \(S\) is a vertex separator of size \(k\), then the number of different neighborhoods in \(S\) is upper-bounded by \(2^k\). Contrary to [4], we do not use weighted partitions to represent the partial solutions. Consequently, the definitions of the dynamic programming tables and the computational steps of our algorithms are simpler than those in [4].

It is worth noticing that the approach used in [9] called “cut and count” can also be generalized to the \(d\)-neighbor-width for any CONNECTED \((\sigma, \rho)\)-DOMINATING SET problem with more or less the same arguments used in this paper.

However, it is not clear how to generalize the “cut and count” approach to solve the acyclic variants of the CONNECTED \((\sigma, \rho)\)-DOMINATING SET problems, with parameters considered in this paper.

2. Preliminaries

The size of a set \(V\) is denoted by \(|V|\) and its power set is denoted by \(2^V\). We write \(A \setminus B\) for the set difference of \(A\) from \(B\). We often write \(x\) to denote the singleton set \(\{x\}\). We denote by \(\mathbb{N}\) the set of non-negative integers and by \(\mathbb{N}^+\) the set \(\mathbb{N} \setminus \{0\}\). We let \(\min(\emptyset) := +\infty\) and \(\max(\emptyset) := -\infty\). For two sets \(A\) and \(B\), we define the merging of \(A\) and \(B\), denoted by \(A \bigotimes B\),
Let $V$ be a finite set. A set function $f: 2^V \to \mathbb{N}$ is symmetric if for all $S \subseteq V$, we have $f(S) = f(V \setminus S)$.

**Graphs.** Our graph terminology is standard, and we refer to [10]. The vertex set of a graph $G$ is denoted by $V(G)$ and its edge set by $E(G)$. For every vertex set $X \subseteq V(G)$, when the underlying graph is clear from context, we denote by $X$, the set $V(G) \setminus X$. An edge between two vertices $x$ and $y$ is denoted by $xy$ or $yx$. The set of vertices that is adjacent to $x$ is denoted by $N_G(x)$. For a set $U \subseteq V(G)$, we define $N_G(U) := \bigcup_{x \in U} N_G(x)$. If the underlying graph is clear, then we may remove $G$ from the subscript.

The subgraph of $G$ induced by a subset $X$ of its vertex set is denoted by $G[X]$, and we write $G \setminus X$ to denote the induced subgraph $G[V(G) \setminus X]$. For $X, Y \subseteq V(G)$, we denote by $G[X, Y]$ the bipartite graph with vertex set $X \cup Y$ and edge set ${xy \in E(G) : x \in X$ and $y \in Y}$. Moreover, we denote by $M_{XY}$ the adjacency matrix between $X$ and $Y$, i.e., the $(X,Y)$-matrix such that $M_{XY}[x,y] = 1$ if $y \in N(x)$ and 0 otherwise.

For a graph $G$, we denote by $cc(G)$ the partition $\{V(C) : C \text{ is a connected component of } G\}$. Let $X \subseteq V(G)$. A consistent cut of $X$ is an ordered bipartition $(X_1, X_2)$ of $X$ such that $N(X_1) \cap X_2 = \emptyset$. We denote by $ccut(X)$ the set of all consistent cuts of $X$. In our proofs, we use the following facts.

**Fact 2.1.** Let $X \subseteq V(G)$. For every $C \in cc(G[X])$ and every $(X_1, X_2) \in ccut(X)$, we have either $C \subseteq X_1$ or $C \subseteq X_2$.

We deduce from the above fact that $|ccut(X)| = 2^{|cc(G[X])|}$.

**Fact 2.2.** Let $X$ and $Y$ be two disjoint subsets of $V(G)$. We have $(W_1, W_2) \in ccut(X \cup Y)$ if and only if the following conditions are satisfied

1. $(W_1 \cap X, W_2 \cap X) \in ccut(X),$
2. $(W_1 \cap Y, W_2 \cap Y) \in ccut(Y),$ and
3. $N(W_1 \cap X) \cap (W_2 \cap Y) = \emptyset$ and $N(W_2 \cap X) \cap (W_1 \cap Y) = \emptyset$.

**d-neighbor-equivalence.** Let $G$ be a graph. The following definition is from [7]. Let $A \subseteq V(G)$ and $d \in \mathbb{N}^+$. Two subsets $X$ and $Y$ of $A$ are $d$-neighbor equivalent w.r.t. $A$, denoted by $X \equiv^d_A Y$, if $\min(d, |X \cap N(u)|) = \min(d, |Y \cap N(u)|)$ for all $u \in \overline{A}$. It is not hard to check that $\equiv^d_A$ is an equivalence relation. See Figure 1 for an example of $2$-neighbor equivalent sets.

![Figure 1](image_url)

**Figure 1.** We have $X \equiv^2_A Y$, but it is not the case that $X \equiv^3_A Y$.

For all $d \in \mathbb{N}^+$, we let $\text{ nec}_d : 2^{V(G)} \to \mathbb{N}$ where for all $A \subseteq V(G)$, $\text{ nec}_d(A)$ is the number of equivalence classes of $\equiv^d_A$. Notice that while $\text{ nec}_1$ is a symmetric function [18, Theorem 1.2.3], $\text{ nec}_d$ is not necessarily symmetric for $d \geq 2$. For example, if a vertex $x$ of $G$ has $c$ neighbors, then for every $d \in \mathbb{N}^+$, we have $\text{ nec}_d(\{x\}) = 2$ and $\text{ nec}_d(\{x\}) = 1 + \min(d, c)$. It is worth noticing that, for every $d \in \mathbb{N}^+$, $\text{ nec}_d(A)$ and $\text{ nec}_d(\overline{A})$ are at most $\text{ nec}_1(A)^{\log_2(\text{ nec}_1(A))}$, for each $A \subseteq V(G)$ [7].
The following fact follows directly from the definition of the \( d \)-neighbor equivalence relation. We use it several times in our proofs.

**Fact 2.3.** Let \( A, B \subseteq V(G) \) such that \( A \subseteq B \), and let \( d \in \mathbb{N}^+ \). For all \( X, Y \subseteq A \), if \( X \equiv_A^d Y \), then \( X \equiv_B^d Y \).

In order to manipulate the equivalence classes of \( \equiv_A^d \), one needs to compute a representative for each equivalence class in polynomial time. This is achieved with the following notion of a representative. Let \( G \) be a graph with an arbitrary ordering of \( V(G) \) and let \( A \subseteq V(G) \). For each \( X \subseteq A \), let us denote by \( \text{rep}_A^d(X) \) the lexicographically smallest set \( R \subseteq A \) such that \( |R| \) is minimized and \( R \equiv_A^d X \). Moreover, we denote by \( \mathcal{R}_A^d \) the set \( \{ \text{rep}_A^d(X) : X \subseteq A \} \). It is worth noticing that the empty set always belongs to \( \mathcal{R}_A^d \), for all \( A \subseteq V(G) \) and \( d \in \mathbb{N}^+ \). Moreover, we have \( \mathcal{R}_V^d(G) = \mathcal{R}_G^d(\emptyset) = \{ \emptyset \} \) for all \( d \in \mathbb{N}^+ \). In order to compute \( \mathcal{R}_A^d \), we use the following lemma.

**Lemma 2.4** ([7]). For every \( A \subseteq V(G) \) and \( d \in \mathbb{N}^+ \), one can compute in time \( O(nec_d(A) \cdot \log(nec_d(A)) \cdot |V(G)|^2) \), the sets \( \mathcal{R}_A^d \) and a data structure, that given a set \( X \subseteq A \), computes \( \text{rep}_A^d(X) \) in time \( O(\log(nec_d(A)) \cdot |A| \cdot |V(G)|) \).

**Rooted Layout.** A rooted binary tree is a binary tree with a distinguished vertex called the root. Since we manipulate at the same time graphs and trees representing them, the vertices of trees will be called nodes.

A rooted layout of \( G \) is a pair \( \mathcal{L} = (T, \delta) \) of a rooted binary tree \( T \) and a bijective function \( \delta \) between \( V(G) \) and the leaves of \( T \). For each node \( x \) of \( T \), let \( L_x \) be the set of all the leaves \( l \) of \( T \) such that the path from the root of \( T \) to \( l \) contains \( x \). We denote by \( V^L_x \) the set of vertices that are in bijection with \( L_x \), i.e., \( V^L_x := \{ v \in V(G) : \delta(v) \in L_x \} \). When \( \mathcal{L} \) is clear from the context, we may remove \( \mathcal{L} \) from the superscript.

All the structural parameters dealt with in this paper are special cases of the following one, the difference being in each case the used set function. Given a set function \( f : 2^{V(G)} \to \mathbb{N} \) and a rooted layout \( \mathcal{L} = (T, \delta) \), the \( f \)-width of a node \( x \) of \( T \) is \( f(V^L_x) \) and the \( f \)-width of \( (T, \delta) \), denoted by \( f(T, \delta) \) (or \( f(\mathcal{L}) \)), is \( \max \{ f(V^L_x) : x \in V(T) \} \). Finally, the \( f \)-width of \( G \) is the minimum \( f \)-width over all rooted layouts of \( G \).

**\( d \)-neighbor-width.** For every graph \( G \) and \( d \in \mathbb{N}^+ \), the \( \textit{d-neighbor-width} \) is the parameter obtained through the symmetric function \( \textit{s-nec}_d : 2^{V(G)} \to \mathbb{N} \) such that

\[
\text{s-nec}_d(A) = \max(\text{nec}_d(A), \text{nec}_d(\overline{A}))
\]

**Clique-width / Module-width.** We won’t define \textit{clique-width}, but its equivalent measure \textit{module-width} [23]. The module-width of a graph \( G \) is the \( mw \)-width where \( mw(A) \) is the cardinal of \( \{ N(v) \cap \overline{A} : v \in A \} \) for all \( A \subseteq V(G) \). One also observes that \( mw(A) \) is the number of different rows in \( M_{A, \overline{A}} \). The following theorem shows the link between module-width and clique-width.

**Theorem 2.5** ([23, Theorem 6.6]). For every \( n \)-vertex graph \( G \), \( mw(G) \leq cw(G) \leq 2mw(G) \), where \( cw(G) \) denotes the clique-width of \( G \). One can moreover translate, in time at most \( O(n^2) \), a given decomposition into the other with width at most the given bounds.

**\( Q \)-Rank-width.** The rank-width and \( Q \)-rank-width are, respectively, the \( rw \)-width and \( rw_Q \)-width where \( rw(A) \) (resp. \( rw_Q(A) \)) is the rank over \( GF(2) \) (resp. \( Q \)) of the matrix \( M_{A, \overline{A}} \) for all \( A \subseteq V(G) \).

**Mim-width.** The mim-width of a graph \( G \) is the mim-width of \( G \) where \( mim(A) \) is the size of a maximum induced matching of the graph \( G[A, \overline{A}] \) for all \( A \subseteq V(G) \).

It is worth noticing that Module-width is the only parameter associated with a set function that is not symmetric.

The following lemma provides some upper bounds between mim-width and the other parameters that we use in Section 5. All of these upper bounds are proved in [23].

**Lemma 2.6** ([23]). Let \( G \) be a graph. For every \( A \subseteq V(G) \), \( mim(A) \) is upper bounded by \( rw(A), rw_Q(A) \) and \( \log_2(\text{nec}_1(A)) \).
Proof. Let $S$ be the vertex set of a maximum induced matching of the graph $G[A, \bar{A}]$. Observe that the restriction of the matrix $M_{A, \pi}$ to rows and columns in $S$ is the identity matrix. Hence, mim$(A)$ is upper bounded both by $rw(A)$ and $rw_Q(A)$. It is clear that every pair of subsets of $S \cap A$ have a different neighborhood in $\bar{A}$. Thus, we have $2^{\text{mim}(A)} \leq \text{nec}_1(A)$. We deduce that mim$(A) \leq \log_2(\text{nec}_1(A))$. □

The following lemma shows how the $d$-neighbor-width is upper bounded by the other parameters, most of the upper bounds were already proved in [1, 21].

**Lemma 2.7** ([1, 21, 25]). Let $G$ be a graph. For every $A \subseteq V(G)$ and $d \in \mathbb{N}^+$, we have the following upper bounds on nec$_d(A)$ and nec$_d(\bar{A})$:

- $(d + 1)^{\text{mw}(A)}$,
- $2^{d \cdot \text{rw}(A)^2}$,
- $2^{\text{rw}_Q(A) \log_2(d \cdot \text{rw}_Q(A)+1)}$,
- $\eta_d \cdot \text{mim}_d(A)$.

**Proof.** The first upper bound was proved in [25, Lemma 5.2.2]. The second upper bound was implicitly proved in [25] and is due to the fact that nec$_d(A) \leq \text{mw}(A)^{\text{mim}(A)}$ [25, Lemma 5.2.3]. Since mim$(A) \leq \text{rw}(A)$ by Theorem 2.6 and $\text{mw}(A) \leq 2^{\text{rw}(A)}$ [22], we deduce that nec$_d(A) \leq 2^{d \cdot \text{rw}(A)^2}$. The third upper bound was proved in [21, Theorem 4.2]. The fourth was proved in [1, Lemma 2]. □

We use the upper bounds of Lemma 2.7 to obtain from an $s$-nec$_c(T, \delta)^{O(1)} \cdot n^{O(1)}$ time algorithm, with $c$ a constant, the parameterized algorithms with parameters and running times given in Table 1.

In the following, we fix $G$ an $n$-vertex graph, $(T, \delta)$ a rooted layout of $G$, and $w : V(G) \rightarrow \mathbb{Q}$ a weight function over the vertices of $G$. We also assume that $V(G)$ is ordered.

### 3. Representative sets

In this section, we define a notion of representativity similar to the one defined in [1] and adapted to the notion of 1-neighbor-equivalence. Our notion of representativity is defined w.r.t. some node $x$ of $T$ and the 1-neighbor equivalence class of some set $R' \subseteq \overline{V}_x$. In our algorithm, $R'$ will always belong to $\mathcal{R}^d_{\overline{V}_x}$ for some $d \in \mathbb{N}^+$.

For the connectivity, $d = 1$ is enough but if we need more information for some reasons (for example the $(\sigma, \rho)$-domination or the acyclicity), we may take $d > 1$. This is not a problem as the $d$-neighbor equivalence class of $R'$ is included in the 1-neighbor equivalence class of $R'$. Hence, in this section, we fix a node $x$ of $T$ and a set $R' \subseteq \overline{V}_x$ to avoid to overload the statements by the sentence “let $x$ be a node of $T$ and $R' \subseteq \overline{V}_x$.”

We let $\text{opt} \in \{\min, \max\}$: if we want to solve a maximization (or minimization) problem, we use $\text{opt} = \max$ (or $\text{opt} = \min$).

**Definition 3.1** (($x$, $R'$)-representativity). For every $A \subseteq 2^{V(G)}$ and $Y \subseteq V(G)$, we define

$$\text{best}(A, Y) := \text{opt}\{w(X) : X \in A \text{ and } G[X \cup Y] \text{ is connected}\}.$$ 

Let $A, B \subseteq 2^{V_x}$. We say that $B$ ($x$, $R'$)-represents $A$ if for every $Y \subseteq \overline{V}_x$ such that $Y \equiv \frac{1}{\overline{V}_x} R'$, we have $\text{best}(A, Y) = \text{best}(B, Y)$.

Notice that the ($x$, $R'$)-representativity is an equivalence relation. The set $A$ is meant to represent a set of partial solutions of $G[\overline{V}_x]$ which have been computed. We expect to complete these partial solutions with partial solutions of $G[\overline{V}_x]$ which are equivalent to $R'$ w.r.t. $\equiv \frac{1}{\overline{V}_x}$. If $B$ ($x$, $R'$)-represents $A$, then we can safely substitute $B$ to $A$ because the quality of the output of the dynamic programming algorithm will remain the same. Indeed, for every subset $Y$ of $\overline{V}_x$ such that $Y \equiv \frac{1}{\overline{V}_x} R'$, the optimum solutions obtained by the union of a partial solution in $A$ and $Y$ will have the same weight as the optimum solution obtained from the union of a set in $B$ and $Y$.

We will show that given a set $A \subseteq 2^{V_x}$, we can compute efficiently a small subset of $A$ that ($x$, $R'$)-represents $A$. Similarly to [1], the small representative set we want to compute
corresponds to a basis of maximum weight of some matrix. To compute this basis, we use the following lemma. The constant $\omega$ denotes the matrix multiplication exponent, which is known to be strictly less than 2.3727 due to [20].

**Lemma 3.2 (H).** Let $M$ be a binary $n \times m$-matrix with $m \leq n$ and let $w : \{1, \ldots, n\} \to \mathbb{Q}$ be a weight function on the rows of $M$. Then, one can find a basis of maximum (or minimum) weight of the row space of $M$ in time $O(nm^{\omega-1})$.

In order to compute a small $(x, R')$-representative set of a set $A \subseteq 2^{V_x}$, the following theorem requires that the sets in $A$ be pairwise equivalent w.r.t. $\equiv_{V_x}$. This is useful since in our algorithm we classify our sets of partial solutions with respect to this property. However, if one wants to compute a small $(x, R')$-representative set of a set $A$ that does not respect this property, then it is enough to compute an $(x, R')$-representative set for each 1-neighbor equivalence class of $A$. The union of these $(x, R')$-representative sets is an $(x, R')$-representative set of $A$.

**Theorem 3.3.** Let $R \in R_{1, V_x}$. Then, there exists an algorithm reduce that, given $A \subseteq 2^{V_x}$ such that $X \equiv_{V_x}^1 R$ for all $X \in A$, outputs in time $O(|A| \cdot \text{necc}(V_x)^{2(\omega-1)} \cdot n^2)$ a subset $B \subseteq A$ such that $B$ $(x, R')$-represents $A$ and $|B| \leq \text{necc}(V_x)^2$.

Proof. We prove w.l.o.g. that $\text{opt} = \max$, the proof is symmetric for $\text{opt} = \min$. First, we suppose that $R' = \emptyset$. Observe that for every $Y \equiv_{V_x}^1 0$, we have $N(Y) \cap V_x = N(\emptyset) \cap V_x = \emptyset$. It follows that for every $Y \subseteq V_x$ such that $Y \equiv_{V_x}^1 Y$ and $Y \neq \emptyset$, we have $\text{best}(A, Y) = -\infty$. Moreover, by definition of best, we have $\text{best}(A, \emptyset) = \max\{w(X) : X \in A$ and $G[X]$ is connected$\}$. Hence, if $R' = \emptyset$, then it is sufficient to return $B = \{X\}$, where $X$ is an element of $A$ of maximum weight that induces a connected graph.

Assume from now that $R' \neq \emptyset$. Let $X \in A$. If there exists $C \in \text{cc}(G[X])$ such that $N(C) \cap R' = \emptyset$, then for all $Y \equiv_{V_x}^1 R'$, we have $N(Y) \cap R' = \emptyset$. Moreover, as $R' \neq \emptyset$, we have $Y \neq \emptyset$. Consequently, for every $Y \equiv_{V_x}^1 R'$, the graph $G[X \cup Y]$ is not connected. We can conclude that $A \setminus \{X\}$ $(x, R')$-represents $A$. Thus, we can safely remove from $A$ all such sets, and this can be done in time $|A| \cdot n^2$. From now on, we may assume that for all $X \in A$ and for all $C \in \text{cc}(G[X])$, we have $N(C) \cap R' = \emptyset$. It is worth noticing that if $R = \emptyset$ or more generally $N(R) \cap R' = \emptyset$, then by assumption, $A = \emptyset$.

Indeed, if $N(R) \cap R' = \emptyset$, then for every $X \in A$, we have $N(X) \cap R' = N(R) \cap R' = \emptyset$ and in particular, for every $C \in \text{cc}(G[X])$, we have $N(C) \cap R' = \emptyset$ (and we have assumed that no such set exists in $A$).

Symmetrically, if for some $Y \subseteq V_x$ there exists $C \in \text{cc}(G[Y])$ such that $N(C) \cap R = \emptyset$, then for every $X \in A$, the graph $G[X \cup Y]$ is not connected. Let $\mathcal{D}$ be the set of all subsets $Y$ of $V_x$ such that $Y \equiv_{V_x}^1 R'$ and, for all $C \in \text{cc}(G[Y])$, we have $N(C) \cap R = \emptyset$. Notice that the sets in $2^{V_x} \setminus \mathcal{D}$ do not matter for the $(x, R')$-representativity.

For every $Y \in \mathcal{D}$, let $v_Y$ be one fixed vertex of $Y$. In the following, we denote by $\mathcal{F}$ the set $\{(R_1', R_2') \in R_{1, V_x}^1 \times R_{1, V_x}^1\}$. Let $\mathcal{M}$, $\mathcal{C}$, and $\overline{\mathcal{C}}$ be, respectively, an $(A, \mathcal{D})$-matrix, an $(A, \mathcal{F})$-matrix, and an $(\mathcal{F}, \mathcal{D})$-matrix such that

\[
\mathcal{M}[X, Y] := \begin{cases} 1 & \text{if } G[X \cup Y] \text{ is connected}, \\ 0 & \text{otherwise}. \end{cases}
\]

\[
\mathcal{C}[X, (R_1', R_2')] := \begin{cases} 1 & \text{if } \exists (X_1, X_2) \in \text{ccut}(X) \text{ such that } N(X_1) \cap R' = \emptyset \text{ and } N(X_2) \cap R'_1 = \emptyset, \\ 0 & \text{otherwise}. \end{cases}
\]

\[
\overline{\mathcal{C}}[(R_1', R_2'), Y] := \begin{cases} 1 & \text{if } \exists (Y_1, Y_2) \in \text{ccut}(Y) \text{ such that } v_Y \in Y_1, Y_1 \equiv_{V_x}^1 R'_1, \text{ and } Y_2 \equiv_{V_x}^1 R'_2, \\ 0 & \text{otherwise}. \end{cases}
\]

Intuitively, $\mathcal{M}$ contains all the information we need. Indeed, it is easy to see that a basis of maximum weight of the row space of $\mathcal{M}$ in $GF(2)$ is an $(x, R')$-representative set of $A$. But,
\(M\) is too big to be computable efficiently. Instead, we prove that a basis of maximum weight of the row space of \(C\) is an \((x,R')\)-representative set of \(A\). This follows from the fact that \((C \cdot \overline{C})[X,Y]\) equals the number of consistent cuts \((W_1,W_2)\) in ccut\((X \cup Y)\) such that \(v_Y \in W_1\). That is \((C \cdot \overline{C})[X,Y] = 2^{\text{cc}(G[X \cup Y])} - 1\) and thus \((C \cdot \overline{C})[X,Y]\) is odd if and only if \(G[X \cup Y]\) is connected. We deduce the running time of reduce and the size of reduce\((A)\) from the size of \(C\) (i.e. \(|A| \cdot \text{nc}_1(V_2)^2\)) and the fact that \(C\) is easy to compute.

We start by proving that \(M =_2 C \cdot \overline{C}\), where \(=_2\) denotes the equality in \(GF(2)\). Let \(X \in A\) and \(Y \in D\). We want to prove the following equality

\[(C \cdot \overline{C})[X,Y] = \sum_{(R'_1,R'_2) \in F} C[X,(R'_1,R'_2)] \cdot \overline{C}[(R'_1,R'_2),Y] = 2^{\text{cc}(G[X \cup Y])} - 1.\]

We prove this equality with the following two claims.

**Claim 3.3.1.** We have \(C[X,(R'_1,R'_2)] \cdot \overline{C}[(R'_1,R'_2),Y] = 1\) if and only if there exists \((W_1,W_2) \in \text{ccut}(X \cup Y)\) such that \(v_Y \in W_1\), \(W_1 \cap Y \equiv \frac{1}{V_x} R'_1\) and \(W_2 \cap Y \equiv \frac{1}{V_x} R'_2\).

**Proof.** By definition, we have \(C[X,(R'_1,R'_2)] \cdot \overline{C}[(R'_1,R'_2),Y] = 1\) if and only if

(a) \(\exists (Y_1,Y_2) \in \text{ccut}(Y)\) such that \(v_Y \in Y_1 \equiv \frac{1}{V_x} R'_1, Y_2 \equiv \frac{1}{V_x} R'_2\), and

(b) \(\exists (X_1,X_2) \in \text{ccut}(X)\) such that \(N(X_1) \cap R'_2 = \emptyset\) and \(N(X_2) \cap R'_1 = \emptyset\).

Let \((Y_1,Y_2) \in \text{ccut}(Y)\) and \((X_1,X_2) \in \text{ccut}(X)\) that satisfy, respectively, Properties (a) and (b). By definition of \(\equiv_1\), we have \(N(X_1) \cap Y \equiv \emptyset\) because \(N(X_1) \cap R'_2 = \emptyset\) and \(Y \equiv \frac{1}{V_x} R'_2\). Symmetrically, we have \(N(X_2) \cap Y = \emptyset\). By Fact 2.2, we deduce that \((X_1 \cup Y, X_2 \cup Y) \in \text{ccut}(X \cup Y)\). This proves the claim. \(\square\)

**Claim 3.3.2.** Let \((W_1,W_2)\) and \((W'_1,W'_2)\) be \(\text{ccut}(X \cup Y)\). We have \(W_1 \cap Y \equiv \frac{1}{V_x} W'_1 \cap Y\) and \(W_2 \cap Y \equiv \frac{1}{V_x} W'_2 \cap Y\) if and only if \(W_1 = W'_1\) and \(W_2 = W'_2\).

**Proof.** We start by an observation about the connected components of \(X \cup Y\). As \(Y \in D\), for all \(C \in \text{cc}(G[Y])\), we have \(N(C) \cap R \neq \emptyset\). Moreover, by assumption, for all \(C \in \text{cc}(G[X])\), we have \(N(C) \cap R' \neq \emptyset\). Since \(X \equiv \frac{1}{V_x} R\) and \(Y \equiv \frac{1}{V_x} R'\), every connected component of \(G[X \cup Y]\) contains at least one vertex of \(X\) and one vertex of \(Y\).

Suppose that \(W_1 \cap Y \equiv \frac{1}{V_x} W'_1 \cap Y\) and \(W_2 \cap Y \equiv \frac{1}{V_x} W'_2 \cap Y\). Assume towards a contradiction that \(W_1 \neq W'_1\) and \(W_2 \neq W'_2\). Since \(W_1 \neq W'_1\), by Fact 2.1, we deduce that there exists \(C \in \text{cc}(G[X \cup Y])\) such that either (1) \(C \subseteq W_1\) and \(C \subseteq W_2\) or (2) \(C \subseteq W'_1\) and \(C \subseteq W'_2\). We can assume w.l.o.g. that there exits \(C \in \text{cc}(G[X \cup Y])\) such that \(C \subseteq W_1\) and \(C \subseteq W'_2\). From the above observation, \(C\) contains at least one vertex of \(X\) and one of \(Y\), and we have \(N(C \cap X) \cap (W_1 \cap Y) \neq \emptyset\) and \(N(C \cap X) \cap (W'_2 \cap Y) \neq \emptyset\). But, since \(W_2 \cap Y \equiv \frac{1}{V_x} W'_2 \cap Y\), we have \(N(C \cap X) \cap (W_2 \cap Y) \neq \emptyset\). This implies in particular that \(N(W_1) \cap W_2 \neq \emptyset\). It is a contradiction with the fact that \((W_1,W_2) \in \text{ccut}(X \cup Y)\). \(\square\)

Notice that Claim 3.3.2 implies that for every \((R'_1,R'_2) \in F\), there exists at most one consistent cut \((W_1,W_2) \in \text{ccut}(X \cup Y)\) such that \(v_Y \in W_1\), \(W_1 \cap Y \equiv \frac{1}{V_x} R'_1\), and \(W_2 \cap Y \equiv \frac{1}{V_x} R'_2\). We can thus conclude from these two claims that

\[(C \cdot \overline{C})[X,Y] = |\{(W_1,W_2) \in \text{ccut}(X \cup Y) : v_Y \in W_1\}|.\]

By Fact 2.1, we deduce that \((C \cdot \overline{C})[X,Y] = 2^{\text{cc}(G[X \cup Y])} - 1\) since every connected component of \(G[X \cup Y]\) can be in both sides of a consistent cut at the exception of the connected component containing \(v_Y\). Hence, \((C \cdot \overline{C})[X,Y]\) is odd if and only if \(|\text{cc}(G[X \cup Y])| = 1\). We conclude that \(M =_2 C \cdot \overline{C}\).

Let \(B \subseteq A\) be a basis of maximum weight of the row space of \(C\) over \(GF(2)\). We claim that \(B (x,R')\)-represents \(A\).

Let \(Y \subseteq \overline{V}_x\) such that \(Y \equiv \frac{1}{V_x} R\). Observe that, by definition of \(D\), if \(Y \notin D\), then best\((A,Y) = \min\{\text{best}(B,Y) : Y \subseteq \overline{V}_x\}\). Thus it is sufficient to prove that for every \(Y \in D\), we have best\((A,Y) = \text{best}(B,Y)\).
Let $X \in \mathcal{A}$ and $Y \in \mathcal{D}$. Recall that we have proved that $M[X, Y] =_2 \langle \mathcal{C} \cdot \overline{\mathcal{G}} \rangle[X, Y]$. Since $\mathcal{B}$ is a basis of $\mathcal{C}$, there exists $\mathcal{B}' \subseteq \mathcal{B}$ such that for each $(R'_1, R'_2) \in \mathcal{F}$, we have $\mathcal{C}[X, (R'_1, R'_2)] =_2 \sum_{W \in \mathcal{B}'} \mathcal{C}[W, (R'_1, R'_2)]$. Thus, we have the following equalities

$$M[X, Y] =_2 \sum_{(R'_1, R'_2) \in \mathcal{F}} \mathcal{C}[X, (R'_1, R'_2)] \cdot \overline{\mathcal{C}}[(R'_1, R'_2), Y]$$

$$= _2 \sum_{(R'_1, R'_2) \in \mathcal{F}} \left( \sum_{W \in \mathcal{B}'} \mathcal{C}[W, (R'_1, R'_2)] \right) \cdot \overline{\mathcal{C}}[(R'_1, R'_2), Y]$$

$$= _2 \sum_{W \in \mathcal{B}'} \left( \sum_{(R'_1, R'_2) \in \mathcal{F}} \mathcal{C}[W, (R'_1, R'_2)] \right) \cdot \overline{\mathcal{C}}[(R'_1, R'_2), Y]$$

$$= _2 \sum_{W \in \mathcal{B}'} \langle \mathcal{C} \cdot \overline{\mathcal{G}} \rangle[W, Y] =_2 \sum_{W \in \mathcal{B}'} M[W, Y].$$

If $M[X, Y] = 1$ (i.e. $\mathcal{G}[X \cup Y]$ is connected), then there is an odd number of sets $W$ in $\mathcal{B}'$ such that $M[W, Y] = 1$ (i.e. $\mathcal{G}[W \cup Y]$ is connected). Hence, there exists at least one $W \in \mathcal{B}'$ such that $\mathcal{G}[W \cup Y]$ is connected. Let $W \in \mathcal{B}'$ such that $M[W, Y] = 1$ and $w(W)$ is maximum. Assume towards a contradiction that $w(W) < w(X)$. Notice that $(\mathcal{B} \setminus \{W\}) \cup \{X\}$ is also a basis of $\mathcal{C}$ since the set of independent row sets of a matrix forms a matroid. Since $w(W) < w(X)$, the weight of the basis $(\mathcal{B} \setminus \{W\}) \cup \{X\}$ is strictly greater than the weight of the basis $\mathcal{B}$, yielding a contradiction. Thus $w(X) \leq w(W)$. Hence, for all $Y \in \mathcal{D}$ and all $X \in \mathcal{A}$, if $\mathcal{G}[X \cup Y]$ is connected, then there exists $W \in \mathcal{B}$ such that $\mathcal{G}[W \cup Y]$ is connected and $w(X) \leq w(W)$. This is sufficient to prove that $\mathcal{B}$ $(x, R')$-represents $\mathcal{A}$. Since $\mathcal{B}$ is a basis, the size of $\mathcal{B}$ is at most the number of columns of $\mathcal{C}$, thus, $|\mathcal{B}| \leq \text{nec}_1(V_x)^2$.

It remains to prove the running time. We claim that $\mathcal{C}$ is easy to compute. By Fact 2.1, $\mathcal{C}[X, (R'_1, R'_2)] = 1$ if and only if for each $C \in \text{cc}(\mathcal{G}[X])$, we have either $N(C) \cap R'_1 = \emptyset$ or $N(C) \cap R'_2 = \emptyset$. Thus, each entry of $\mathcal{C}$ is computable in time $O(n^2)$. Since $\mathcal{C}$ has $|\mathcal{A}| \cdot |\mathcal{R}_{V_x}^{1.5}|^2 = |\mathcal{A}| \cdot \text{nec}_1(V_x)^2$ entries, we can compute $\mathcal{C}$ in time $O(|\mathcal{A}| \cdot \text{nec}_1(V_x)^2 \cdot n^2)$. Furthermore, by Lemma 3.2, a basis of maximum weight of $\mathcal{C}$ can be computed in time $O(|\mathcal{A}| \cdot \text{nec}_1(V_x)^2 \cdot n^2)$.

We conclude that $\mathcal{B}$ can be computed in time $O(|\mathcal{A}| \cdot \text{nec}_1(V_x)^2 \cdot n^2)$.

Now to boot up a dynamic programming algorithm $P$ on some rooted layout $(T, \delta)$ of $G$, we can use the function reduce to keep the size of the sets of partial solutions bounded by $s \cdot \text{nec}_1(T, \delta)^2$. We call $P'$ the algorithm obtained from $P$ by calling the function reduce at every step of computation. We can assume that the set of partial solutions $\mathcal{A}_r$ computed by $P'$ and associated with the root $r$ of $(T, \delta)$ contains an optimal solution (this will be the cases for our algorithms). To prove the correctness of $P'$, we need to prove that $\mathcal{A}_r'(r, \emptyset)$-represents $\mathcal{A}_r$ where $\mathcal{A}_r'$ is the set of partial solutions computed by $P'$ and associated with $r$. For doing so, we need to prove that at each step of the algorithm the operations we use preserve the representativity. The following fact states that we can use the union without restriction, it follows directly from Definition 3.1 of $(x, R')$-representativity.

**Fact 3.4.** If $\mathcal{B}$ and $\mathcal{D}$ $(x, R')$-represents, respectively, $\mathcal{A}$ and $\mathcal{C}$, then $\mathcal{B} \cup \mathcal{D}$ $(x, R')$-represents $\mathcal{A} \cup \mathcal{C}$.

The second operation we use in our dynamic programming algorithms is the merging operator $\otimes$. In order to safely use it, we need the following notion of comparibility.

**Definition 3.5** $(d,(R, R'))$-compatibility. Suppose that $x$ is an internal node of $T$ with $a$ and $b$ as children. Let $d \in \mathbb{N}^+$ and $R \in \mathcal{R}_{V_a}^d$. We say that $(A, A') \in \mathcal{R}_{V_a}^d \times \mathcal{R}_{V_b}^d$ and $(B, B') \in \mathcal{R}_{V_a}^d \times \mathcal{R}_{V_b}^d$ are $(d, (R, R'))$-compatible if we have:

- $A \cup B \equiv_{V_x}^{d} R$,
- $A' \equiv_{V_x}^{d} B \cup R'$,
\[ B' \equiv_{\text{def}} A \cup R'. \]

The \( d\)-(R, \( R' \))-compatibility just tells which partial solutions from \( V_a \) and \( V_b \) can be joined to possibly form a partial solution in \( V_x \).

**Lemma 3.6.** Suppose that \( x \) is an internal node of \( T \) with \( a \) and \( b \) as children. Let \( d \in \mathbb{N}^+ \) and \( R \in \mathcal{R}_{V_a}^d \). Let \( (A, A') \in \mathcal{R}_{V_a}^d \times \mathcal{R}_{V_b}^d \) and \( (B, B') \in \mathcal{R}_{V_a}^d \times \mathcal{R}_{V_b}^d \) that are \( d\)-(R, \( R' \))-compatible. Let \( A \subseteq 2^V_a \) such that for all \( X \in A \), we have \( X \equiv_{V_a}^1 A \), and let \( B \subseteq 2^V_b \) such that for all \( W \in B \), we have \( W \equiv_{V_b}^1 B \). If \( A' \subseteq A \) \((a, A')\)-represents \( A \) and \( B' \subseteq B \) \((b, B')\)-represents \( B \), then \( A' \otimes B' \ (x, R')\)-represents \( A \otimes B \).

**Proof.** We assume w.l.o.g. that \( \text{opt} = \max \), the proof is symmetric for \( \text{opt} = \min \). Suppose that \( A' \subseteq A \) \((a, A')\)-represents \( A \) and \( B' \subseteq B \) \((b, B')\)-represents \( B \). To prove the lemma, it is sufficient to prove that \( \text{best}(A' \otimes B', Y) = \text{best}(A \otimes B, Y) \) for every \( Y \equiv_{V_x}^1 R' \).

Let \( Y \subseteq V_x \) such that \( X \equiv_{V_x}^1 R' \). We start by proving the following facts

(a) for every \( W \in B \), we have \( W \cup Y \equiv_{V_x}^1 A' \),

(b) for every \( x \in A \), we have \( X \cup Y \equiv_{V_x}^1 B' \).

Let \( W \in B \). Owing to the \( d\)-(R, \( R' \))-compatibility, we have \( B \cup R' \equiv_{V_x}^1 A' \). Since \( W \equiv_{V_b}^1 B \) and \( V_b \subseteq V_a \), by Fact 2.3, we deduce also that \( W \equiv_{V_x}^1 B \) and thus \( W \cup R' \equiv_{V_x}^1 A' \). In particular, we have \( W \cup R' \equiv_{V_x}^1 A \). Similarly, we deduce from Fact 2.3 that \( W \cup Y \equiv_{V_x}^1 A' \) because \( Y \equiv_{V_x}^1 R' \) and \( V_x \subseteq V_a \). This proves Fact (a). The proof for Fact (b) is symmetric.

Now observe that, by the definitions of \( \text{best} \) and of the merging operator \( \otimes \), we have (even if \( A = \emptyset \) or \( B = \emptyset \))

\[ \text{best}(A \otimes B, Y) = \max\{w(X) + w(W) : X \in A \land W \in B \land G[X \cup W \cup Y] \text{ is connected} \}. \]

Since \( \text{best}(A, W \cup Y) = \max\{w(X) : X \in A \land G[X \cup W \cup Y] \text{ is connected} \} \), we deduce that

\[ \text{best}(A' \otimes B, Y) = \max\{\text{best}(A, W \cup Y) + w(W) : W \in B \}. \]

Since \( A' \) \((a, A')\)-represents \( A \), by Fact (a), we have

\[ \text{best}(A' \otimes B, Y) = \max\{\text{best}(A', W \cup Y) + w(W) : W \in B \} = \text{best}(A' \otimes B, Y). \]

Symmetrically, we deduce from Fact (b) that \( \text{best}(A' \otimes B, Y) = \text{best}(A' \otimes B', Y) \). This stands for every \( Y \subseteq V_x \) such that \( Y \equiv_{V_x}^1 R' \). Thus, we conclude that \( A' \otimes B' \ (x, R')\)-represents \( A \otimes B \).

\[ \square \]

### 4. Connected \((\text{Co})\)-(\( \sigma, \rho \))-Dominating Sets

Let \( \sigma \) and \( \rho \) be two (non-empty) finite or co-finite subsets of \( \mathbb{N} \). We say that a subset \( D \) of \( V(G) \) \((\sigma, \rho)\)-**dominates** a subset \( U \subseteq V(G) \) if for every vertex \( u \in U \cap D \), we have \(|N(u) \cap D| \in \sigma \), and for every vertex \( u \in U \setminus D \), we have \(|N(u) \cap D| \in \rho \). A subset \( D \) of \( V(G) \) is a \((\sigma, \rho)\)-**dominating set** (resp. \( \text{co-(\( \sigma, \rho \))-dominating set} \)) if \( D \) (resp. \( V(G) \setminus D \)) \((\sigma, \rho)\)-**dominates** \( V(G) \). The **Connected \((\sigma, \rho)\)-Dominating Set** problem asks, given a weighted graph \( G \), a maximum or minimum \((\sigma, \rho)\)-dominating set which induces a connected graph. Similarly, one can define **Connected \( \text{(Co)-(\( \sigma, \rho \))-Dominating Set} \). Examples of some Connected \((\text{Co})\)-(\( \sigma, \rho \))-Dominating Set problems are shown in Table 2.

Let \( d(\mathbb{N}) := 0 \), and for a finite or co-finite subset \( \mu \) of \( \mathbb{N} \), let

\[ d(\mu) := 1 + \min(\text{max}(\mu), \text{max}(\mathbb{N} \setminus \mu)). \]

Let \( d := \max\{1, d(\sigma), d(\rho)\} \). The definition of \( d \) is motivated by the following observation which is due to the fact that, for all \( \mu \subseteq \mathbb{N} \), if \( d(\mu) \in \mu \), then \( \mu \) is co-finite and contains \( \mathbb{N} \setminus \{1, \ldots, d(\mu)\} \).
Fact 4.1. For every \( a, b \in \mathbb{N} \) and \( \mu \) a finite or co-finite subset of \( \mathbb{N} \), we have \( a + b \in \mu \) if and only if \( \min(d(\mu), a + b) \in \mu \).

As in [7], we use the \( d \)-neighbor equivalence relation to characterize the \((\sigma, \rho)\)-domination of the partial solutions.

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>( \rho )</th>
<th>( d )</th>
<th>Version</th>
<th>Standard name</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{N} )</td>
<td>( \mathbb{N}^+ )</td>
<td>1</td>
<td>Connected</td>
<td>Connected Dominating Set</td>
</tr>
<tr>
<td>( { q } )</td>
<td>( q + 1 )</td>
<td>Connected</td>
<td>Connected Induced ( q )-Regular Subgraph</td>
<td></td>
</tr>
<tr>
<td>( \mathbb{N} )</td>
<td>( { 1 } )</td>
<td>2</td>
<td>Connected</td>
<td>Connected Perfect Dominating Set</td>
</tr>
<tr>
<td>( { 0 } )</td>
<td>1</td>
<td>Connected Co</td>
<td>Connected Vertex Cover</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Examples of (Co)-(\( \sigma, \rho \))-Dominating Set problems. To solve these problems, we use the \( d \)-neighbor equivalence relation with \( d := \max\{1, d(\sigma), d(\rho)\} \). Column \( d \) shows the value of \( d \) for each problem.

We will need the following lemma in our proof.

Lemma 4.2 ([7]). Let \( A \subseteq V(G) \). Let \( X \subseteq A \) and \( Y, Y' \subseteq Y \) such that \( Y \equiv^d_{Y'} Y' \). Then \((X \cup Y) (\sigma, \rho)\)-dominates \( A \) if and only if \((X \cup Y') (\sigma, \rho)\)-dominates \( A \).

In this section, we present an algorithm that computes a maximum (or minimum) connected \((\sigma, \rho)\)-dominating set with the graph \( G \) and the layout \((T, \delta)\) as inputs.

Its running time is \( O(s\text{-}\text{ne}c_d(T, \delta)^3 \cdot s\text{-}\text{ne}c_1(T, \delta)\cdot \log(s\text{-}\text{ne}c_d(T, \delta)) \cdot n^3) \). The same algorithm, with some little modifications, will be able to find a minimum Steiner tree or a maximum or minimum connected co-(\( \sigma, \rho \))-dominating set as well.

For each node \( x \) of \( T \) and for each pair \((R, R') \in \mathcal{R}^d_{V_x} \times \mathcal{R}^d_{V_x} \), we will compute a set of partial solutions \( \mathcal{D}_x[R, R'] \) coherent with \((R, R')\) that \((x, R')\)-represents the set of all partials solutions coherent with \((R, R')\). We say that a set \( X \subseteq V_x \) is coherent with \((R, R')\) if \( X \equiv^d_{V_x} R \) and \( X \cup R' (\sigma, \rho)\)-dominates \( V_x \). Observe that by Lemma 4.2, we have \( X \cup Y (\sigma, \rho)\)-dominates \( V_x \) for all \( Y \equiv^d_{V_x} R' \) and for all \( X \subseteq V_x \) coherent with \((R, R')\). We compute these sets by a bottom-up dynamic programming algorithm, starting at the leaves of \( T \). By calling the function \text{reduce} defined in Section 3, each set \( \mathcal{D}_x[R, R'] \) contains at most \( s\text{-}\text{ne}c_1(T, \delta)^2 \) partial solutions. If we want to compute a maximum (resp. minimum) connected \((\sigma, \rho)\)-dominating set, we use the framework of Section 3 with \text{opt} = \text{max} (resp. \text{opt} = \text{min}). If \( G \) admits a connected \((\sigma, \rho)\)-dominating set, then a maximum (or minimum) connected \((\sigma, \rho)\)-dominating set can be found by looking at the entry \( \mathcal{D}_x[\emptyset, \emptyset] \) with \( r \) the root of \( T \).

We begin by defining the sets of partial solutions for which we will compute representative sets.

Definition 4.3. Let \( x \in V(T) \). For all pairs \((R, R') \in \mathcal{R}^d_{V_x} \times \mathcal{R}^d_{V_x} \), we let \( \mathcal{A}_x[R, R'] := \{ X \subseteq V_x : X \equiv^d_{V_x} R \text{ and } X \cup R' (\sigma, \rho)\text{-dominates } V_x \} \).

For each node \( x \) of \( V(T) \), our algorithm will compute a table \( \mathcal{D}_x \) that satisfies the following invariant.

Invariant. For every \((R, R') \in \mathcal{R}^d_{V_x} \times \mathcal{R}^d_{V_x} \), the set \( \mathcal{A}_x[R, R'] \) is a subset of \( \mathcal{D}_x[R, R'] \) of size at most \( s\text{-}\text{ne}c_1(T, \delta)^2 \) that \((x, R')\)-represents \( \mathcal{A}_x[R, R'] \).

Notice that, by the definition of \( \mathcal{A}_x[\emptyset, \emptyset] \) and Definition 4.1 if \( G \) admits a connected \((\sigma, \rho)\)-dominating set, then \( \mathcal{D}_x[\emptyset, \emptyset] \) must contain a maximum (or minimum) connected \((\sigma, \rho)\)-dominating set.

The following lemma provides an equality between the entries of the table \( \mathcal{A}_x \) and the entries of the tables \( \mathcal{A}_a \) and \( \mathcal{A}_b \) for each internal node \( x \in V(T) \) with \( a \) and \( b \) as children. We use this
Lemma 4.4. For all \((R, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d\), we have
\[
\mathcal{A}_x[R, R'] = \bigcup_{(A, A')} \mathcal{A}_x[A, A'] \otimes \mathcal{A}_b[B, B'].
\]

Proof. The lemma is implied by the two following claims.

Claim 4.4.1. For all \(X \in \mathcal{A}_x[R, R']\), there exist \(d\)-(\(R, R'\))-compatible pairs \((A, A')\) and \((B, B')\) such that \(X \cap V_\alpha \in \mathcal{A}_x[A, A']\) and \(X \cap V_\beta \in \mathcal{A}_x[B, B']\).

Proof. Let \(X \in \mathcal{A}_x[R, R']\), \(X_a := X \cap V_\alpha\) and \(X_b := X \cap V_\beta\). Let \(A := \text{rep}_V^d(X_a)\) and \(A' := \text{rep}_V^d(X_b)\). Symmetrically, define \(B := \text{rep}_V^d(X_b)\) and \(B' := \text{rep}_V^d(X_a \cup R')\).

We claim that \(X_a \in \mathcal{A}_x[A, A']\). As \(X \in \mathcal{A}_x[R, R']\), we know, by Definition 2, that \(X \cup R' = X_a \cup X_b \cup R'\) is a \((\sigma, \rho)\)-dominating set of \(V_x\). In particular, \(X_a \cup (X_b \cup R')\) is \((\sigma, \rho)\)-dominates \(V_a\). Since \(A' \equiv_{V_a} X_b \cup R'\), by Lemma 4.2, we conclude that \(X_a \cup A'\) is \((\sigma, \rho)\)-dominates \(V_a\). As \(A \equiv_{V_a} X_a\), we have \(X_a \in \mathcal{A}_x[A, A']\). By symmetry, we have \(B \in \mathcal{A}_x[B, B']\).

It remains to prove that \((A, A')\) and \((B, B')\) are \(d\)-(\(R, R'\))-compatible.

- By construction, we have \(X_a \cup X_b \equiv_{V_a} R\). As \(A \equiv_{V_a} X_a\) and from Fact 2.3, we have \(A \cup X_b \equiv_{V_a} R\). Since \(B \equiv_{V_b} X_b\), we deduce that \(A \cup B \equiv_{V_a} R\).

- By definition, we have \(A' \equiv_{V_a} X_b \cup R'\). As \(B \equiv_{V_b} X_b\) and by Fact 2.3, we have \(A' \equiv_{V_a} B \cup R'\). Symmetrically, we deduce that \(B' \equiv_{V_b} R' \cup A\).

Thus, \((A, A')\) and \((B, B')\) are \(d\)-(\(R, R'\))-compatible. \(\square\)

Claim 4.4.2. For every \(X_a \in \mathcal{A}_x[A, A']\) and \(X_b \in \mathcal{A}_x[B, B']\) such that \((A, A')\) and \((B, B')\) are \(d\)-(\(R, R'\))-compatible, we have \(X_a \cup X_b \in \mathcal{A}_x[R, R']\).

Proof. Since \(X_a \equiv_{V_a} A\) and \(X_b \equiv_{V_b} B\), by Fact 2.3, we deduce that \(X_a \cup X_b \equiv_{V_a} A \cup B\). Thus, by the definition of \(d\)-(\(R, R'\))-compatibility, we have \(X_a \cup X_b \equiv_{V_a} R\).

It remains to prove that \(X_a \cup X_b \equiv_{V_a} R\). As before, one can check that Fact 2.3 implies that \(X_a \cup X_b \equiv_{V_a} R\). From Lemma 4.2, we conclude that \(X_a \cup X_b \equiv_{V_a} R\). Symmetrically, we prove that \(X_a \cup X_b \equiv_{V_a} R\). Thus, we have \(X_a \cup X_b \in \mathcal{A}_x[R, R']\). \(\square\)

We are now ready to prove the main theorem of this section.

Theorem 4.5. There exists an algorithm that, given an \(n\)-vertex graph \(G\) and a rooted layout \((T, \delta)\) of \(G\), computes a maximum (or minimum) connected \((\sigma, \rho)\)-dominating set in time 
\[
O(\text{s-nec}_d(T, \delta)^3 \cdot \text{s-nec}_1(T, \delta)^{2(\omega + 1)} \cdot \log(\text{s-nec}_d(T, \delta))) \cdot n^3 \]
with \(d := \max\{1, d(\sigma), d(\rho)\}\).

Proof. The algorithm is a usual bottom-up dynamic programming algorithm and computes for each node \(x\) of \(T\) the table \(\mathcal{D}_x\).

The first step of our algorithm is to compute, for each \(x \in V(T)\), the sets \(\mathcal{R}_V^d \times \mathcal{R}_V^d\) and a data structure to compute \(\text{rep}_{V_x}^d(X)\) and \(\text{rep}_{V_x}^d(X)\) for each \(X \subseteq V_x\) in time 
\[
O(\log(\text{s-nec}_d(T, \delta))) \cdot n^2\].
As \(T\) has \(2n - 1\) nodes, by Lemma 2.4, we can compute these sets and data structures in time 
\[
O(\text{s-nec}_d(T, \delta) \cdot \log(\text{s-nec}_d(T, \delta)) \cdot n^3)\]

Let \(x\) be a leaf of \(T\) with \(V_x = \{v\}\). Observe that for all \((R, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d\), we have \(\mathcal{A}_x[R, R'] \subseteq 2^{|V_x|} = \{\emptyset, \{v\}\}\). Thus, our algorithm can directly compute \(\mathcal{A}_x[R, R']\) and set \(\mathcal{D}_x[R, R'] := \mathcal{A}_x[R, R']\). In this case, the invariant trivially holds.
Now let \( x \) be an internal node with \( a \) and \( b \) as children such that the invariant holds for \( a \) and \( b \). For each \((R, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d\), the algorithm computes \( \mathcal{D}_x[R, R'] := \text{reduce}(\mathcal{B}_x[R, R']) \), where the set \( \mathcal{B}_x[R, R'] \) is defined as follows

\[
\mathcal{B}_x[R, R'] := \bigcup_{(A,A'), (B,B')} \mathcal{D}_a[A, A'] \times \mathcal{D}_b[B, B'].
\]

We claim that the invariant holds for \( x \). Let \((R, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d\).

We start by proving that the set \( \mathcal{B}_x[R, R'] \) is an \((x, R')\)-representative set of \( \mathcal{A}_x[R, R'] \). By Lemma 3.6 for all \((d, R, R')\)-compatible pairs \((A, A')\) and \((B, B')\), we have

\[
\mathcal{D}_a[A, A'] \times \mathcal{D}_b[B, B'] \text{-(x, R')-represents } \mathcal{A}_a[A, A'] \times \mathcal{A}_b[B, B'].
\]

By Lemma 4.4 and by construction of \( \mathcal{D}_x[R, R'] \) and from Fact 3.4, we conclude that \( \mathcal{B}_x[R, R'] \) \((x, R')\)-represents \( \mathcal{A}_x[R, R'] \).

From the invariant, we have \( \mathcal{D}_a[A, A'] \subseteq \mathcal{A}_a[A, A'] \) and \( \mathcal{D}_b[B, B'] \subseteq \mathcal{A}_b[B, B'] \), for all \((d, R, R')\)-compatible pairs \((A, A')\) and \((B, B')\). Thus, from Lemma 4.4 it is clear that by construction, we have \( \mathcal{B}_x[R, R'] \subseteq \mathcal{A}_x[R, R'] \). Hence, \( \mathcal{B}_x[R, R'] \) is a subset and an \((x, R')\)-representative set of \( \mathcal{A}_x[R, R'] \).

Notice that for each \( X \in \mathcal{B}_x[R, R'] \), we have \( X \equiv_{V_x} R \). Thus, we can apply Theorem 3.3 and the function \( \text{reduce} \) on \( \mathcal{B}_x[R, R'] \). By Theorem 3.3 \( \mathcal{D}_x[R, R'] \) is a subset and an \((x, R')\)-representative set of \( \mathcal{B}_x[R, R'] \). Thus \( \mathcal{D}_x[R, R'] \) is a subset of \( \mathcal{A}_x[R, R'] \). Notice that the \((x, R')\)-representativity is an equivalence relation and in particular it is transitive. Consequently, \( \mathcal{D}_x[R, R'] \) \((x, R')\)-represents \( \mathcal{A}_x[R, R'] \). From Theorem 3.3 the size of \( \mathcal{D}_x[R, R'] \) is at most \( \text{necc}_1(V_x) \cdot |s\cdot \text{necc}_1(T, \delta)\) and that \( \mathcal{D}_x[R, R'] \subseteq \mathcal{B}_x[R, R'] \). As \( \text{necc}_1(V_x) \leq s\cdot \text{necc}_1(T, \delta) \) and \( \mathcal{B}_x[R, R'] \subseteq \mathcal{A}_x[R, R'] \), we conclude that the invariant holds for \( x \).

By induction, the invariant holds for all nodes of \( T \). The correctness of the algorithm follows from the fact that \( \mathcal{D}_0[\emptyset, \emptyset] \) \((r, \emptyset)\)-represents \( \mathcal{A}_0[\emptyset, \emptyset] \).

**Running Time.** Let \( x \) be a node of \( T \). Suppose first that \( x \) is a leaf of \( T \). Then \( |\mathcal{R}_V^d| \leq 2 \) and \(|\mathcal{R}_V^d| \leq d \). Thus, \( \mathcal{D}_x \) can be computed in time \( O(d \cdot n) \).

Assume now that \( x \) is an internal node of \( T \) with \( a \) and \( b \) as children.

Notice that, by Definition 3.5 for every \((A, B, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d \times \mathcal{R}_V^d \) there exists only one tuple \((A', B', R) \in \mathcal{R}_V^d \times \mathcal{R}_V^d \times \mathcal{R}_V^d \) such that \((A, A')\) and \((B, B')\) are \((d, R, R')\)-compatible. More precisely, you have to take \( R = \text{rep}_V^d(A \cup B), A' = \text{rep}_V^d(R' \cup B), \) and \( B' = \text{rep}_V^d(R' \cup A) \).

Thus, there are at most \( s\cdot \text{necc}_d(T, \delta)^3 \) tuples \((A', B', R', R')\) such that \((A, A')\) and \((B, B')\) are \((d, R, R')\)-compatible. It follows that we can compute the intermediary table \( \mathcal{B}_x \) by doing the following:

- Initialize each entry of \( \mathcal{B}_x \) to \( \emptyset \).
- For each \((A, B, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d \times \mathcal{R}_V^d \), compute \( R' := \text{rep}_V^d(A \cup B), A' = \text{rep}_V^d(R' \cup B), \) and \( B' = \text{rep}_V^d(R' \cup A) \). Then, update \( \mathcal{B}_x[R, R'] := \mathcal{B}_x[R, R'] \cup (\mathcal{D}_a[A, A'] \times \mathcal{D}_b[B, B']) \).

Each call to the functions \( \text{rep}_V^d, \text{rep}_V^d, \) and \( \text{rep}_V^d \) takes \( \log(s\cdot \text{necc}_d(T, \delta) \cdot n^2) \) time. We deduce that the running time to compute the entries of \( \mathcal{B}_x \) is

\[
O \left( s\cdot \text{necc}_d(T, \delta)^3 \log(s\cdot \text{necc}_d(T, \delta)) \cdot n^2 + \sum_{(R, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d} |\mathcal{B}_x[R, R']| \cdot n^2 \right).
\]

Observe that for each \((R, R') \in \mathcal{R}_V^d \times \mathcal{R}_V^d \), by Theorem 3.3 the running time to compute \( \text{reduce}(\mathcal{B}_x[R, R']) \) from \( \mathcal{B}_x[R, R'] \) is \( O(|\mathcal{B}_x[R, R']| \cdot s\cdot \text{necc}_1(T, \delta)^2) \cdot n^2) \). Thus, the total running
time to compute the table $D_x$ from the table $B_x$ is

$$O\left(\sum_{(R,R')\in R^I_x \times R^I_x} |B_x[R,R']| \cdot \log(s\text{-nec}_d(T, \delta)) \cdot s\text{-nec}_1(T, \delta)^{2(\omega-1)} \cdot n^2\right).$$

For each $(A, A')$ and $(B, B')$, the size of $D_a[A, A'] \otimes D_b[B, B']$ is at most $|D_a[A, A']||D_b[B, B']| \leq s\text{-nec}_1(T, \delta)^4$. Since there are at most $s\text{-nec}_d(T, \delta)^3$ pairs $d$-$(R,R')$-compatible, we can conclude that

$$\sum_{(R,R')\in R^I_x \times R^I_x} |B_x[R,R']| \leq s\text{-nec}_d(T, \delta)^3 \cdot s\text{-nec}_1(T, \delta)^4.$$

From Equation (1), we deduce that the entries of $D_x$ are computable in time

$$O(s\text{-nec}_d(T, \delta)^3 \cdot s\text{-nec}_1(T, \delta)^{2(\omega+1)} \cdot \log(s\text{-nec}_d(T, \delta)) \cdot n^2).$$

Since $T$ has $2n-1$ nodes, the running time of our algorithm is $O(s\text{-nec}_d(T, \delta)^3 \cdot s\text{-nec}_1(T, \delta)^{2(\omega+1)} \cdot \log(s\text{-nec}_d(T, \delta)) \cdot n^3).$

As a corollary, we can solve in time $s\text{-nec}_1(T, \delta)^{(2\omega+5)} \cdot \log(s\text{-nec}_1(T, \delta)) \cdot n^3$ the Node-Weighted Steiner Tree problem that asks, given a subset of vertices $K \subseteq V(G)$ called terminals, a subset $T$ of minimal weight such that $K \subseteq T \subseteq V(G)$ and $G[T]$ is connected.

**Corollary 4.6.** There exists an algorithm that, given an $n$-vertex graph $G$, a subset $K \subseteq V(G)$, and a rooted layout $(T, \delta)$ of $G$, computes a minimum node-weighted Steiner tree for $(G, K)$ in time $O(s\text{-nec}_1(T, \delta)^{(2\omega+5)} \cdot \log(s\text{-nec}_1(T, \delta)) \cdot n^3)$.

**Proof.** Observe that a Steiner tree is a minimum connected $(N,N)$-dominating set of $G$ that contains $K$. Thus, it is sufficient to change the definition of the table $A_x$ as follows. Let $x \in V(T)$. For all $(R, R') \in R^I_x \times R^I_x$, we define $A_x[R, R'] \subseteq V_x$ as follows

$$A_x[R, R'] := \{X \subseteq V_x : X \equiv_{V_x} R, K \cap V_x \subseteq X, \text{ and } X \cup R' \text{ is } (N,N)\text{-dominates } V_x\}.$$

Notice that this modification will just modify the way we compute the table $D_x$ when $x$ is a leaf of $T$ associated with a vertex in $K$. With this definition of $A_x$ and by Definition 3.1 of $(x, R')$-representativity, if $G$ contains a Steiner tree, then $D_x[0, 0]$ contains a minimum Steiner tree of $G$. The running time comes from the running time of Theorem 4.5 with $d = 1$. \qed

With few modifications, we can easily deduce an algorithm to compute a maximum (or minimum) connected co-$(\sigma, \rho)$-dominating set.

**Corollary 4.7.** There exists an algorithm that, given an $n$-vertex graph $G$ and a rooted layout $(T, \delta)$ of $G$, computes a maximum (or minimum) connected co-$(\sigma, \rho)$-dominating set in time $O(s\text{-nec}_d(T, \delta)^3 \cdot s\text{-nec}_1(T, \delta)^{2(\omega+5)} \cdot \log(s\text{-nec}_d(T, \delta)) \cdot n^3)$ with $d := \max\{1, d(\sigma), d(\rho)\}$.

**Proof.** To find a maximum (or minimum) co-$(\sigma, \rho)$-dominating set, we need to modify the definition of the table $A_x$, the invariant and the computational steps of the algorithm from Theorem 4.5. For each vertex $x \in V(T)$, we define the set of indices of our table $D_x$ as $I_x := R^d_x \times R^d_{\overline{T}_x} \times R^I_{V_x} \times R^I_{\overline{V}_x}$.

For all $(R, R', \overline{R}, \overline{R}') \in I_x$, we define $A_x[R, R', \overline{R}, \overline{R}'] \subseteq 2^{V_x}$ as the following set

$$\{X \subseteq V_x : X \equiv_{V_x} \overline{R}, (V_x \setminus X) \equiv_{V_x} R, \text{ and } (V_x \setminus X) \cup R' \text{ is } (\sigma, \rho)\text{-dominates } V_x\}.$$

It is worth noticing that the definition of $A_x$ does not depend on $\overline{R}'$, it is just more convenient to write the proof this way in order to obtain an algorithm similar to the one from Theorem 4.5.

Similarly to Theorem 4.5, for each node $x$ of $V(T)$, our algorithm will compute a table $D_x$ that satisfies the following invariant.
Invariant. For every \((R, R', \overline{R}, \overline{R}') \in \mathbb{I}_x\), the set \(D_x[R, R', \overline{R}, \overline{R}']\) is a subset of \(A_x[R, R', \overline{R}, \overline{R}']\) of size at most \(s\text{-}\text{neq}_1(T, \delta)^2\) that \((x, \overline{R}')\)-represents \(A_x[R, R', \overline{R}, \overline{R}']\).

Intuitively, we use \(\overline{R}\) and \(\overline{R}'\) for the connectivity of the co-(\(\sigma, \rho\))-dominating set and \(R\) and \(R'\) for the \((\sigma, \rho)\)-domination.

The following claim adapts Lemma 4.4 to the co-(\(\sigma, \rho\))-dominating set case.

**Claim 4.7.1.** Let \(x\) be an internal node of \(T\) with a and \(b\) as children. For all \((R, R', \overline{R}, \overline{R}') \in \mathbb{I}_x\), we have

\[
A_x[R, R', \overline{R}, \overline{R}'] := \bigcup_{(A, A')} A_x[A, A', \overline{A}, \overline{A}'] \otimes A_b[B, B', \overline{A}, \overline{A}] .
\]

The proof of this claim follows from the proof of Lemma 4.4. With these modifications, it is straightforward to check that the algorithm of Theorem 4.5 can be adapted straightforwardly to compute a minimum or maximum connected co-(\(\sigma, \rho\))-dominating set of \(V(G)\). With the same analysis as in Theorem 4.5, one easily deduces that the running time of this modified algorithm is \(O(s\text{-}\text{neq}_d(T, \delta)^3 \cdot s\text{-}\text{neq}_1(T, \delta)^{(2\omega+5)} \cdot \log(s\text{-}\text{neq}_d(T, \delta)) \cdot n^3)\).

\[
\text{\Box}
\]

5. A CYCLIC VARIANTS OF (CONNECTED) \((\sigma, \rho)\)-DOMINATING SET

The acyclic variant of a Connected \((\sigma, \rho)\)-DOMINATING SET (resp. \((\sigma, \rho)\)-DOMINATING SET) problem, consists in finding a subset \(T \subseteq V(G)\) of maximum (or minimum) weight such that \(T\) is a \((\sigma, \rho)\)-dominating set of \(G\) and \(G[T]\) is a tree (resp. a forest). We call AC-(\(\sigma, \rho)\)-DOMINATING SET (resp. ACyclic \((\sigma, \rho)\)-DOMINATING SET) the family of problems that are the acyclic variant of a Connected \((\sigma, \rho)\)-DOMINATING SET (resp. \((\sigma, \rho)\)-DOMINATING SET) problem. See Table 3 for some examples of AC-(\(\sigma, \rho)\)-DOMINATING SET problems and ACyclic \((\sigma, \rho)\)-DOMINATING SET problems. Observe that Maximum Induced Forest is equivalent to the problem Feedback Vertex Set as the complementary of a minimum feedback vertex set is a maximum induced forest.

<table>
<thead>
<tr>
<th>(\sigma)</th>
<th>(\rho)</th>
<th>(d)</th>
<th>Version</th>
<th>Standard name</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>N</td>
<td>2</td>
<td>AC</td>
<td>Maximum Induced Tree</td>
</tr>
<tr>
<td>N</td>
<td>N</td>
<td>2</td>
<td>ACyclic</td>
<td>Maximum Induced Forest</td>
</tr>
<tr>
<td>{1, 2}</td>
<td>N</td>
<td>3</td>
<td>AC</td>
<td>Longest Induced Path</td>
</tr>
<tr>
<td>{1, 2}</td>
<td>N</td>
<td>3</td>
<td>AC</td>
<td>Maximum Induced Linear Forest</td>
</tr>
</tbody>
</table>

Table 3. Examples of AC-(\(\sigma, \rho)\)-DOMINATING SET problems and ACyclic \((\sigma, \rho)\)-DOMINATING SET problems. To solve these problems, we use the \(d\)-neighbor equivalence with \(d := \max\{2, d(\sigma), d(\rho)\}\). Column \(d\) shows the value of \(d\) for each problem.

In this section, we present an algorithm that solves any AC-(\(\sigma, \rho)\)-DOMINATING SET problem. Unfortunately, we were not able to obtain an algorithm whose running time is polynomial in \(n\) and the \(d\)-neighbor-width of the given layout (for some constant \(d\)). But, for the other parameters, by using their respective properties, we get the running time presented in Table 4 which are roughly the same as those in the previous section. Moreover, we show, via a polynomial reduction, that we can use our algorithm for AC-(\(\sigma, \rho)\)-DOMINATING SET problems (with some modifications) to solve any ACyclic \((\sigma, \rho)\)-DOMINATING SET problem.

Let us explain why we cannot use the same trick as in 4 to ensure the acyclicity, that is classifying the partial solutions \(X\) — associated with a node \(x \in V(T)\) — with respect to \(|X|\) and \(|E(G[X])|\). Indeed, for two sets \(X, W \subseteq V_x\) with \(|X| = |W|\) and \(|E(G[X])| = |E(G[W])|\), we have \(|E(G[X \cup Y])| = |E(G[W \cup Y])|\) for all \(Y \subseteq V_x\) if and only if \(X \equiv^n_{V_x} W\). Hence, the trick used in...
would imply to classify the partial solutions with respect to their \(n\)-neighbor equivalence class. But, we do not have good upper bounds on \(\text{nec}_n(V_x)\) with respect to clique-width, \((Q_2)\)-rank-width and mim-width. In fact, one can construct an \(n\)-vertex bipartite graph \(H[A, A]\) where \(\text{nec}_n(A) \in (n/\text{mw}(A))^\Omega(\text{mw}(A))\). Since both \(\text{rw}(A)\) and \(\text{rw}_{Q_2}(A)\) are upper-bounded by \(\text{mw}(A)\), we deduce that using the trick of [4] would give, for each \(f \in \{\text{mw}, \text{rw}, \text{rw}_{Q_2}\}\), an \(n^\Omega(f(T, \delta))\) time algorithm.

The rest of this section is organized as follows. We start by defining a new notion of representativity for connected and acyclic problems. Then, we explain the ideas of our algorithm with a concrete example: Maximum Induced Tree. Subsequently, we introduced some new concepts that extends the framework designed in Section 3 to manage acyclicity. Finally, we present the algorithms for the \(\text{AC}-(\sigma, \rho)\)-Dominating Set problems and the algorithms for Acyclic \((\sigma, \rho)\)-Dominating Set problems.

In order to manage the acyclicity, we need to extend the framework of Section 3. In particular, we define a new notion of representativity which is defined w.r.t. to the \(2\)-neighbor equivalence class of a set \(R' \subseteq V_x\). We consider \(2\)-neighbor equivalence classes instead of \(1\)-neighbor equivalence classes in order to manage the acyclicity (see the explanations after the following definition). Similarly to Section 3 every concept introduced in this section is defined with respect to a node \(x\) of \(T\) and a set \(R' \subseteq V_x\). To simplify this section, we fix a node \(x\) of \(T\) and \(R' \subseteq V_x\). In our algorithm, \(R'\) will always belong to \(R''_{V_x}\) for some \(d \in \mathbb{N}^+\) with \(d \geq 2\). For Maximum Induced Tree \(d = 2\) is enough and in general, we use \(d := \max\{2, d(\sigma), d(\rho)\}\).

The following definition extends Definition 3.7 of Section 3 to deal with the acyclicity.

\textbf{Definition 5.1 ((x, R')\textsuperscript{acy}-representativity).} For every \(\mathcal{A} \subseteq 2^{V(G)}\) and \(Y \subseteq V(G)\), we define 
\[\text{best}(\mathcal{A}, Y)\textsuperscript{acy} := \{w(X) : X \in \mathcal{A} \text{ and } G[X \cup Y] \text{ is a tree}\}.\]

Let \(\mathcal{A}, \mathcal{B} \subseteq 2^{V_x}\). We say that \(\mathcal{B} (x, R')\textsuperscript{acy}-represents \mathcal{A}\) if for every \(Y \subseteq V_x\) such that \(Y \equiv_{V_x} R'\), we have \(\text{best}(\mathcal{A}, Y) = \text{best}(\mathcal{B}, Y)\).

Let us explain the ideas of our algorithm with a concrete example: Maximum Induced Tree. To solve this problem, we design an algorithm similar to those of Section 4. For each \((R, R') \in R_{V_x}^2 \times V_x^2\), this algorithm will compute a set \(\mathcal{D}_x[R, R'] \subseteq V_x^2\) that is an \((x, R')\textsuperscript{acy}\)-representative set of small size of the set \(\mathcal{A}_x[R]\) of all partial solutions: the sets \(X \subseteq V_x\) such that \(X \equiv_{V_x} R\). This is sufficient to compute a maximum induced tree of \(G\) since we have \(\mathcal{A}_x[\emptyset] = 2^{V(G)}\) with \(r\) the root of \(T\). Thus, by Definition 5.1 any \((r, \emptyset)\textsuperscript{acy}\)-representative set of \(\mathcal{A}_x[\emptyset]\) contains a maximum induced tree.

The key to compute the tables of our algorithm is a function that, given \(\mathcal{A} \subseteq 2^{V_x}\), computes a small subset of \(\mathcal{A}\) that \((x, R')\textsuperscript{acy}\)-represents \(\mathcal{A}\). This function starts by removing from \(\mathcal{A}\) some sets that will never give a tree with a set \(Y \equiv_{V_x} R'\). For doing so, we characterize the sets \(X \in \mathcal{A}\) such that \(G[X \cup Y]\) is a tree for some \(Y \equiv_{V_x} R'\). We call these sets \(R'-\text{important}\). We show that every \(R'-\text{important}\) set \(X\) satisfies the following conditions:
• for every pair \((a, b)\) of distinct vertices of \(X\) such that \(a\) and \(b\) have at least two neighbors in \(R'\), we have \(N(a) \cap V_x \neq N(b) \cap V_x\),
• the number of vertices in \(X\) having at least two neighbors in \(R'\) is upper bounded by \(2 \min(V_x)\).

In order to prove these two necessary conditions, we need the properties of the 2-neighbor equivalence relation. More precisely, we use the fact that, for all \(X \subseteq V_x\) and \(Y = \frac{2}{V_x} R'\), the set of vertices in \(X\) having at least two neighbors in \(Y\) corresponds to the set of vertices in \(X\) having at least two neighbors in \(R'\). By removing from \(A\) the sets that do not respect the two above properties, we are able to decompose \(A\) into a small number of sets \(A_1, \ldots, A_t\) such that an \((x, R')\)-representative set of \(A_i\) is an \((x, R')_{acy}\)-representative set of \(A\), for each \(i \in \{1, \ldots, t\}\). We find an \((x, R')_{acy}\)-representative set of \(A\), by computing an \((x, R')\)-representative set \(B_i\) for each \(A_i\) with the function reduce. This is sufficient because \(B_1 \cup \cdots \cup B_t\) is an \((x, R')_{acy}\)-representative set of \(A\).

The following definition characterizes the sets \(A \subseteq 2^{V_x}\) for which an \((x, R')\)-representative set is also an \((x, R')_{acy}\)-representative set.

**Definition 5.2.** We say that \(A \subseteq 2^{V_x}\) is \(R'\)-consistent, if for each \(Y \subseteq V_x\) satisfying

(1) \(Y \equiv \frac{2}{V_x} R'\)
(2) there exists \(W \in A\) such that \(G[W \cup Y]\) is a tree
we have that, for each \(X \subseteq A\), either \(G[X \cup Y]\) is a tree or \(G[X \cup Y]\) is not connected.

The following lemma proves that an \((x, R')\)-representative set of an \(R'\)-consistent set is also an \((x, R')_{acy}\)-representative set of this later.

**Lemma 5.3.** Let \(A \subseteq 2^{V_x}\). For all \(A \subseteq A\), if \(A\) is \(R'\)-consistent and \(D (x, R')\)-represents \(A\), then \(D (x, R')_{acy}\)-represents \(A\).

**Proof.** We assume that \(\text{opt} = \text{max}\), the proof for \(\text{opt} = \text{min}\) is similar. Let \(Y \equiv \frac{2}{V_x} R'\). If \(\text{best}_{acy}(A, Y) = -\infty\), then we also have \(\text{best}_{acy}(D, Y) = -\infty\) because \(D \subseteq A\).

Assume now that \(\text{best}_{acy}(A, Y) \neq -\infty\). Thus, there exists \(W \in A\) such that \(G[W \cup Y]\) is a tree. Since \(A\) is \(R'\)-consistent, for all \(X \subseteq A\), the graph \(G[X \cup Y]\) is either a tree or is not connected. Thus, by Definition 3.1 of \(\text{best}\), we have \(\text{best}_{acy}(A, Y) = \text{best}(A, Y)\). As \(D \subseteq A\), we have also \(\text{best}_{acy}(D, Y) = \text{best}_{acy}(D, Y)\). We conclude by observing that if \(D (x, R')\)-represents \(A\), then \(\text{best}_{acy}(D, Y) = \text{best}_{acy}(A, Y)\). \(\square\)

As for the \((x, R')\)-representativity, we need to prove that the operations we use in our algorithm preserve the \((x, R')_{acy}\)-representativity. The following fact follows from Definition 3.1 of \((x, R')_{acy}\)-representativity. We refer to Definition 3.5 for the notion of \(d\)-(\(R, R'\))-compatibility.

**Fact 5.4.** If \(B\) and \(D (x, R')_{acy}\)-represents, respectively, \(A\) and \(C\), then \(B \cup D (x, R')_{acy}\)-represents \(A \cup C\).

The following lemma is an adaptation of Lemma 3.6 to the notion of \((x, R')_{acy}\)-representativity. The proof is almost the same as the one of Lemma 3.6.

**Lemma 5.5.** Let \(d \in \mathbb{N}^+\) such that \(d \geq 2\). Suppose that \(x\) is an internal node of \(T\) with \(a\) and \(b\) as children. Let \(R \in R^d\). Let \((A, A') \in R^d\times R^d\) and \((B, B') \in R^d\times R^d\) that are \(d\)-(\(R, R'\))-compatible. Let \(A \subseteq 2^{V_x}\) such that for all \(X \subseteq A\), \(X \equiv_{V_x} A\), and let \(B \subseteq 2^{V_x}\) such that for all \(W \subseteq B\), we have \(W \equiv_{V_x} B\).

If \(A' \subseteq A\) \(\text{acy}\)-represents \(A\) and \(B' \subseteq B\) \(\text{acy}\)-represents \(B\), then

\[A' \bigotimes B' (x, R')_{acy}\text{-represents } A \bigotimes B.\]

**Proof.** Suppose that \(A' \subseteq A\) \(\text{acy}\)-represents \(A\) and \(B' \subseteq B\) \(\text{acy}\)-represents \(B\). In order to prove this lemma, it is sufficient to prove that, for each \(Y \equiv \frac{2}{V_x} R'\), we have \(\text{best}_{acy}(A' \bigotimes B', Y) = \text{best}_{acy}(A \bigotimes B, Y)\).
Let $Y \subseteq \overline{V}_x$ such that $Y \equiv \frac{2}{V_x} R'$. We claim the following facts
(a) for every $W \in B$, we have $W \cup Y \equiv \frac{2}{V_x} A'$,
(b) for every $X \in A$, we have $X \cup Y \equiv \frac{2}{V_x} B'$.

Let $W \in B$. By Fact 2.3, we have that $W \equiv \frac{2}{V_x} B$ because $V_b \subseteq \overline{V}_a$ and $W \equiv \frac{2}{V_x} B$. Since $d \geq 2$, we have $W \equiv \frac{2}{V_x} B$. By Fact 2.3, we deduce also that $Y \equiv \frac{2}{V_x} R'$. Since $(A, A')$ and $(B, B')$ are $d$-$(R, R')$-compatible, we have $A' \equiv \frac{2}{V_x} R' \cup B$. In particular, we have $A' \equiv \frac{2}{V_x} R' \cup B$ because $d \geq 2$. We can conclude that $W \cup Y \equiv \frac{2}{V_x} A'$ for every $W \in B$. The proof for Fact (b) is symmetric.

Now observe that, by the definitions of best$^{ac}$ and of the merging operator $\otimes$, we have

$\text{best}^{ac}(A \otimes B, Y) = \text{opt}\{w(X) + w(W) : X \in A \land W \in B \land G[X \cup W \cup Y] \text{ is a tree}\}.$

Since $\text{best}^{ac}(A, W \cup Y) = \text{opt}\{w(X) : X \in A \land G[X \cup W \cup Y] \text{ is a tree}\}$, we deduce that

$\text{best}^{ac}(A \otimes B, Y) = \text{opt}\{\text{best}^{ac}(A, W \cup Y) + w(W) : W \in B\}.$

Since $A'$ $(a, A')$-represents $A$ and by Fact (a), we have

$\text{best}^{ac}_{ac}(A \otimes B, Y) = \text{opt}\{\text{best}^{ac}(A', W \cup Y) + w(W) : W \in B\}$

$= \text{best}^{ac}_{ac}(A' \otimes B, Y).$

Symmetrically, we deduce from Fact (b) that $\text{best}^{ac}_{ac}(A' \otimes B, Y) = \text{best}^{ac}_{ac}(A' \otimes B', Y)$. This stands for every $Y \subseteq \overline{V}_x$ such that $Y \equiv \frac{2}{V_x} R'$. Thus, we conclude that $A' \otimes B' \equiv (x, R')^{ac}$ represents $A \otimes B$.

In order to decompose a set $A \subseteq 2^{V_x}$ into a small number of $R'$-consistent sets, we need to remove unimportant partial solutions from $A$. By unimportant, we mean the partial solutions in $A$ that would never induce a tree with a set equivalent to $R'$ w.r.t. $\equiv \frac{2}{V_x}$. The following gives a formal definition of these important and unimportant partial solutions.

**Definition 5.6** ($R'$-important). We say that $X \subseteq V_x$ is $R'$-important if there exists $Y \subseteq \overline{V}_x$ such that $Y \equiv \frac{2}{V_x} R'$ and $G[X \cup Y]$ is a tree, otherwise, we say that $X$ is $R'$-unimportant.

By definition, any set obtained from a set $A$ by removing $R'$-unimportant sets is an $(x, R')^{ac}$-representative set of $A$. The following lemma gives some necessary conditions on $R'$-important sets. It follows that any set which does not respect one of these conditions can safely be removed from $A$. These conditions are the key to obtain the running times of Table 4. At this point, we need to introduce the following notations. For every $X \subseteq V_x$, we define $X^0 := \{v \in X : N(v) \cap R' = \emptyset\}$, $X^1 := \{v \in X : |N(v) \cap R'| = 1\}$, and $X^{2+} := \{v \in X : |N(v) \cap R'| \geq 2\}$. Notice that for every $Y \equiv \frac{2}{V_x} R'$ and $X \subseteq V_x$, the vertices in $X^0$ have no neighbor in $Y$, those in $X^1$ have exactly one neighbor in $Y$ and those in $X^{2+}$ have at least 2 neighbors in $Y$. We remind the reader that $R' \subseteq \overline{V}_x$.

**Lemma 5.7.** If $X \subseteq V_x$ is $R'$-important, then $G[X]$ is a forest and the following properties are satisfied:

(1) for every pair of distinct vertices $a$ and $b$ in $X^{2+}$, we have $N(a) \cap \overline{V}_x \neq N(b) \cap \overline{V}_x$,

(2) $|X^{2+}|$ is upper bounded by $2\text{mim}(V_x)$, $2\text{rw}(V_x)$, $2\text{rw}_Q(V_x)$, and $2\log_2(\text{neq}_1(V_x))$.

**Proof.** Obviously, any $R'$-important set must induce a forest.

Let $X \subseteq V_x$ be an $R'$-important set. Since $X$ is $R'$-important, there exists $Y \subseteq \overline{V}_x$ such that $Y \equiv \frac{2}{V_x} R'$ and $G[X \cup Y]$ is a tree.

Assume towards a contradiction that there exist two distinct vertices $a$ and $b$ in $X^{2+}$ such that $N(a) \cap \overline{V}_x = N(b) \cap \overline{V}_x$. Since $a$ and $b$ belong to $X^{2+}$ and $Y \equiv \frac{2}{V_x} R'$, both $a$ and $b$ have at least two neighbors in $Y$. Thus, $a$ and $b$ have at least two common neighbors in $Y$. We
conclude that $G[X \cup Y]$ admits a cycle of length four, yielding a contradiction. We conclude that Property (1) holds for every $R'$-important set.

Now, we prove that Property (2) holds for $X$. Observe that, by Lemma 2.6, $\text{mim}(V_x)$ is upper bounded by $\text{rw}(V_x)$, $\text{rw}_Q(V_x)$, and $\log_2(\text{nec}_1(V_x))$. Thus, in order to prove Property (2), it is sufficient to prove that $|X^{2+}| \leq 2\text{mim}(V_x)$.

We claim that $|X^{2+}| \leq 2k$ where $k$ is the size of a maximum induced matching of $F := G[X^{2+}, Y]$. Since $F$ is an induced subgraph of $G[V_x, V_y]$, we have $k \leq \text{mim}(V_x)$ and this is enough to prove Property (2). Notice that $F$ is a forest because $X$ is a subgraph of $G[X \cup Y]$, which is a tree.

We say that an induced subforest $F'$ of $F$ admits a good bipartition if there exists a bipartition $\{X_1, X_2\}$ of $X^{2+} \cap V(F')$ such that for each $i \in \{1, 2\}$ and for each $v \in X_i$, there exists $y \in Y \cap V(F')$ such that $N_F(y) \cap X_i = \{v\}$.

In the following, we prove that $F$ admits a good bipartition. Observe that this is enough to prove Property (2) since if $F$ admits a good bipartition $\{X_1, X_2\}$, then $|X_1| \leq k$ and $|X_2| \leq k$.

In order to prove that $F$ admits a good bipartition it is sufficient to prove that each connected component of $F$ admits a good bipartition. Let $C \in \text{cc}(F)$ and $x \in C \cap X^{2+}$. As $F$ is a forest, $F[C]$ is a tree. Observe that the distance in $F$ between each vertex $v \in C \cap X^{2+}$ and $x \in F$ is even because $F := G[X^{2+}, Y]$. Let $C_1$ (resp. $C_2$) be the set of all vertices $v \in C \cap X^{2+}$ such that there exists an odd (resp. even) integer $i \in \mathbb{N}$ so that the distance between $v$ and $x$ in $F$ is $2i$. We claim that $\{C_1, C_2\}$ is a good bipartition of $F[C]$. Let $v \in C_1$ and $i \in \mathbb{N}$ such that the distance between $c$ and $x$ in $F$ is $2i$. We want to prove that there exists $y \in Y$ such that $N_F(y) \cap C_1 = \{v\}$. Let $P := \{v \in C_1 : N_F(v) \cap N_F(v') \neq \emptyset\}$. If a vertex $v' \in C \cap X^{2+}$ has a common neighbor with $v$ in $F$, then the distance between $v'$ and $x$ in $F$ is either $2i - 2$, $2i$, or $2i + 2$. By construction of $C_1$ and $C_2$, every vertex at distance $2i - 2$ and $2i + 2$ from $x$ must belong to $C_2$ because $v$ belongs to $C_1$ and $v$ is at distance $2i$ from $x$. Thus, every vertex in $P$ is at distance $2i$ from $x$. As $F[C]$ is a tree, $v$ has only one neighbor $y$ at distance $2i - 1$ from $x$ in $F$. Because $F[C]$ is a tree, we deduce that $N_F(P) \cap N_F(v) = \{y\}$. Since $v \in X^{2+}$, $v$ has at least two neighbors in $Y$ (because $Y \equiv 2^{V_x} R'$), thus there exists $y' \in Y$ such that $y \neq y'$. By definition of $P$, we have $N_F(y') \cap C_1 = \{v\}$. Symmetrically, we can prove that for every vertex $v \in C_2$, there exists $y \in V(F[C]) \cap Y$ such that $N_F(y) \cap C_2 = \{v\}$. Hence, we deduce that $\{C_1, C_2\}$ is a good bipartition of $F[C]$.

We deduce that every connected component of $F$ admits a good bipartition and thus $F$ admits a good bipartition. Thus, $|X^{2+}| \leq 2\text{mim}(V_x)$.

The next lemma proves that, for each $f \in \{\text{nec}_1, \text{mw}, \text{rw}, \text{rw}_Q, \text{mim}\}$, we can decompose a set $\mathcal{A} \subseteq 2^{V_x}$ into a small collection $\{A_1, \ldots, A_t\}$ of pairwise disjoint subsets of $\mathcal{A}$ such that each $A_i$ is $R'$-consistent. Even though some parts of the proof are specific to each parameter, the ideas are roughly the same. Intuitively, we compute this decomposition by removing the sets $X$ in $\mathcal{A}$ that do not induce a forest. If $f = \text{mw}$, we remove the sets in $\mathcal{A}$ that do not respect Condition (1) of Lemma 5.7. Otherwise, we remove the sets that do not respect the upper bound associated with $f$ from Condition (2) of Lemma 5.7. These sets can be safely removed as, by Lemma 5.7, they are $R'$-unimportant. After removing these sets, we obtain the decomposition of $\mathcal{A}$ by taking the equivalence classes of some equivalence relation. Owing to the set of $R'$-unimportant sets we have removed from $\mathcal{A}$, we prove that the number of equivalence classes of this latter equivalence relation respects the upper bound associated with $f$ that is described in Table 5.

Observe that, for $f \in \{\text{rw}, \text{rw}_Q, \text{nec}_1\}$, it is tempting to remove the sets $X \in \mathcal{A}$ such that $|X^{2+}| > 2\text{mim}(V_x)$ since $\text{mim}(V_x)$ is upper bounded by $\text{rw}(V_x)$, $\text{rw}_Q(V_x)$, and $\log_2(\text{nec}_1(V_x))$. Doing so implies to compute $\text{mim}(V_x)$. But, if $f \neq \text{mim}$, then this is not necessary and can drastically increase the running time to compute the decomposition of $\mathcal{A}$.

**Lemma 5.8.** Let $\mathcal{A} \subseteq 2^{V_x}$. For each $f \in \{\text{nec}_1, \text{mw}, \text{rw}, \text{rw}_Q, \text{mim}\}$, there exists a collection $\{A_1, \ldots, A_t\}$ of pairwise disjoint subsets of $\mathcal{A}$ computable in time $O(|\mathcal{A}| \cdot N_f(T, \delta) \cdot n^2)$ such that:

- $\mathcal{A}_1 \cup \cdots \cup \mathcal{A}_t$ represents $\mathcal{A}$.
\( A_i \) is \( R' \)-consistent for each \( i \in \{1, \ldots, t\} \) and
\( t \leq N_f(T, \delta) \),
where \( N_f(T, \delta) \) is the term defined in Table 5.

\[
\begin{array}{|c|c|}
\hline
f & N_f(T, \delta) \\
\hline
\text{nece} & \text{s-nece}(T, \delta)^2 \cdot 2n + 2n \cdot 2^{\text{nece}(T, \delta) + 1} \\
\hline
\text{mim} & 2^{2\text{mim}(T, \delta) + 1} \\
\hline
\text{mw} & 2^\text{mw}(T, \delta) \cdot 2n \\
\hline
\text{rw} & 2^{2\text{rw}(T, \delta)^2 + 2} \\
\hline
\text{rwQ} & 2^{\text{rwQ}(T, \delta) \log_2(2) + 1} \cdot 2n \\
\hline
\end{array}
\]

Table 5. Upper bounds \( N_f(T, \delta) \) on the cardinal of the decomposition of Lemma 5.8 for each \( f \in \{\text{nece}, \text{mw}, \text{rw}, \text{rwQ}, \text{mim}\} \).

Proof. We begin by defining an equivalence relation \( \sim \) on \( 2^V \) such that each equivalence class of \( \sim \) is an \( R' \)-consistent set.

For \( X \subseteq V \), let \( \sigma(X) \) be the vector corresponding to the sum (over \( Q \)) of the row vectors of \( M_{V_\delta} \) corresponding to \( X \). Notice that if \( \sigma(X) = \sigma(X') \), then \( X \equiv \delta \) \( X' \) for all \( d \in \mathbb{N}^+ \), because the entries of \( \sigma(X) \) represent the number of neighbors in \( X \) for each vertex in \( V_\delta \). Moreover, if \( \sigma(X) = \sigma(X') \), then \( |E(G[X,Y])| = |E(G[X',Y])| \) for every \( Y \subseteq V_\delta \).

We define the equivalence relation \( \sim \) on \( 2^V \) such that \( X \sim Y \) if we have \( \sigma(X) = \sigma(Y) \) and \( |E(G[X])| - |X \setminus X_1| = |E(G[Y])| - |Y \setminus Y_1| \).

Intuitively, if \( X \sim W \), then for all \( Y \subseteq V \), we have \( |E(G[X \cup Y])| = |X \cup Y| - 1 \) if and only if \( |E(G[W \cup Y])| = |W \cup Y| - 1 \). Thus, if \( X \sim W \) and both sets induce with \( Y \) a connected graph, then both sets induce with \( Y \) a tree (because any connected graph with \( t \) vertices and \( t - 1 \) edges is a tree). Consequently, an equivalence class of \( \sim \) is an \( R' \)-consistent set.

Claim 5.8.1. Let \( A' \subseteq A \). If, for all \( X, W \in A' \), we have \( X \sim W \), then \( A' \) is \( R' \)-consistent.

Proof. Suppose that \( X \sim W \) for all \( X, W \in A' \). In order to prove that \( A' \) is \( R' \)-consistent, it is enough to prove that, for each \( X, W \in A' \) and \( Y \equiv \delta \), if \( G[X \cup Y] \) is a tree and \( G[W \cup Y] \) is connected, then \( G[W \cup Y] \) is a tree.

Let \( Y \equiv \delta \) \( R' \) and \( X, W \in A' \). Assume that \( G[X \cup Y] \) is a tree and that \( G[W \cup Y] \) is connected. Observe that \( G[X \cup Y] \) is a tree if and only if \( G[X \cup Y] \) is connected and \( |E(G[X \cup Y])| = |X \cup Y| - 1 \).

Since the vertices in \( X^0 \) have no neighbors in \( Y \), we can decompose \( |E(G[X \cup Y])| = |X \cup Y| - 1 \) to obtain the following equation

\[
|E(G[Y])| + |E(G[X^2, Y])| + |E(G[X], Y)| + |E(G[X])| = |X \cup Y| - 1.
\]

Since every vertex in \( X^1 \) has exactly one neighbor in \( Y \) (because \( Y \equiv \delta \) \( R' \) ), we have \( |E(G[X^1, Y])| = |X^1| \). Thus, Equation (1) is equivalent to

\[
|E(G[Y])| + |E(G[X^2, Y])| + |E(G[X])| = |X \setminus X^1| + |Y| - 1.
\]

Since \( X \sim W \), we have \( |E(G[X])| - |X \setminus X^1| = |E(G[W])| - |W \setminus W^1| \). Moreover, owing to \( \sigma(X^2) = \sigma(Y^2) \), we have \( |E(G(X^2, Y))| = |E(G(W^2, Y))| \). We conclude that Equation (2) is equivalent to

\[
|E(G[Y])| + |E(G[W^2, Y])| + |E(G[W])| = |W \setminus W^1| + |Y| - 1.
\]
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With the same arguments to prove that (3) is equivalent to \(|E(G[X \cup Y])| = |X \cup Y| - 1\), we can show that (3) is equivalent to \(|E(G(W \cup Y))| = |W \cup Y| - 1\). By assumption, \(G[W \cup Y]\) is connected and thus we conclude that \(G[W \cup Y]\) is a tree. \qed

We are now ready to decompose \(A\). We start by removing from \(A\) all the sets that do not induce a forest. Trivially, this can be done in time \(O(|A| \cdot n)\). Moreover, these sets are \(R'\)-unimportant and thus we keep an \((x, R')^{\text{acy}}\)-representative set of \(A\). Before explaining how we proceed separately for each parameter, we need the following observation which follows from the removal of all the sets in \(A\) that do not induce a forest.

**Observation 5.8.2.** For all \(X \in A\), we have \(-n \leq |E(G[X])| - |X \setminus X'| < n\).

**Concerning module-width.** We remove all the sets \(X\) in \(A\) that do not respect Condition (1) of Lemma 5.7. By Lemma 5.7, these sets are \(R'\)-unimportant and thus we keep an \((x, R')^{\text{acy}}\)-representative set of \(A\). After removing these sets, for each \(X \in A\), every pair \((a, b)\) of distinct vertices in \(X^+\) have a different neighborhood in \(\overline{V_x}\). Observe that, by definition of module-width, we have

- \(\text{mw}(V_x) = |\{N(v) \cap \overline{V_x} : v \in V_x\}|\) and
- for every \(a, b \in V_x\), if \(N(a) \cap \overline{V_x} = N(b) \cap \overline{V_x}\), then \(\sigma(a) = \sigma(b)\).

We deduce from these observations that \(|\{\sigma(X^+) : X \in A\}| \leq 2^{\text{mw}(V_x)}\). Thus, the number of equivalence classes of \(\sim\) over \(A\) is at most \(2^{\text{mw}(V_x)} \cdot 2n \leq N_{\text{mw}}(T, \delta)\). The factor \(2n\) comes from Observation 5.8.2 and appears also in all subsequent upper-bounds.

**Concerning mim-width.** We remove from \(A\) all the sets \(X\) such that \(|X^+| > 2\text{mim}(V_x)\). By Lemma 5.7, these sets are \(R'\)-unimportant and thus we keep an \((x, R')^{\text{acy}}\)-representative set of \(A\). Observe that this can be done in time \(O(n^{\text{mim}(V_x)} + |A| \cdot n^2)\) because \(\text{mim}(V_x)\) can be computed in time \(O(n^{\text{mim}(V_x)} + 1)\). Since \(|X^+| \leq 2\text{mim}(V_x)\), for every \(X \in A\), we have \(|\{\sigma(X^+) : X \in A\}| \leq n^{2\text{mim}(V_x)}\).

Hence, the number of equivalence classes of \(\sim\) over \(A\) is at most \(2n^{2\text{mim}(V_x)} \leq N_{\text{mim}}(T, \delta)\).

**Concerning 1-neighbor-width.** We remove all the sets \(X \in A\) such that \(|X^+| > 2\log_2(\text{neq}_1(V_x))\). By Lemma 5.7, we keep an \((x, R')^{\text{acy}}\)-representative set of \(A\). Since there are at most \(\text{neq}_1(V_x)\) different rows in \(M_{V_x, \overline{V_x}}\), we deduce that \(|\{\sigma(X^+) : X \in A\}| \leq \text{neq}_1(V_x)^2\log_2(\text{neq}_1(V_x))\) values.

Hence, the number of equivalence classes of \(\sim\) over \(A\) is at most \(\text{neq}_1(V_x)^2\log_2(\text{neq}_1(V_x)) \cdot 2n \leq N_{\text{neq}_1}(T, \delta)\).

**Concerning rank-width.** We remove from \(A\) all the sets \(X\) such that \(|X^+| > 2\text{rw}(V_x)\) because they are \(R'\)-unimportant by Lemma 5.7. We know that there are at most \(2^{\text{rw}(V_x)}\) different rows in \(M\). Thus, we have \(|\{\sigma(X^+) : X \in A\}| \leq (2^{\text{rw}(V_x)})^{2\text{rw}(V_x)}\).

We can therefore conclude that the number of equivalence classes of \(\sim\) over \(A\) is at most \(2^{2\text{rw}(V_x)^2} \cdot 2n \leq N_{\text{rw}}(T, \delta)\).

**Concerning Q-rank-width.** We remove all the sets \(X \in A\) such that \(|X^+| > 2\text{rw}_Q(V_x)\). By Lemma 5.7, we keep an \((x, R')^{\text{acy}}\)-representative set of \(A\). We claim that \(|\{\sigma(X^+) : X \in A\}| \leq 2^{\text{rw}_Q(V_x)^2\log_2(2\text{rw}_Q(V_x)+1)}\). Notice that the proof can be deduced from [21] Theorem 4.2.

Let \(C\) be a set of \(\text{rw}_Q(V_x)\) columns of \(M_{V_x, \overline{V_x}}\). Since the rank over \(Q\) of \(M_{V_x, \overline{V_x}}\) is \(\text{rw}_Q(V_x)\), every linear combination of row vectors of \(M\) is completely determined by its entries in \(C\). Since \(|X^+| \leq 2\text{rw}_Q(V_x)\) for every \(X \in A\), the values in \(\sigma(X^+)\) are between \(0\) and \(2\text{rw}_Q(V_x)\). Hence, the number of possible values for \(\sigma(X^+)\) is at most \((2\text{rw}_Q(V_x)+1)^{\text{rw}_Q(V_x)} = 2^{\text{rw}_Q(V_x)^2\log_2(2\text{rw}_Q(V_x)+1)}\).

We conclude that the number of equivalence classes of \(\sim\) over \(A\) is at most \(2^{\text{rw}_Q(V_x)^2\log_2(2\text{rw}_Q(V_x)+1)} \cdot 2n \leq N_{\text{rw}_Q}(T, \delta)\).

It remains to prove the running time. Observe that, for module-width, \((Q-)\text{rank-width}\) and \(1\)-neighbor-width, the removal of \(R'\)-unimportant sets can be done in time \(O(|A| \cdot n^2)\). Indeed, \(\text{mw}(V_x), \text{rw}(V_x)\) and \(\text{rw}_Q(V_x)\) can be computed in time \(O(n^2)\). For \(1\)-neighbor-width, we can
assume that the size of $\text{nec}_1(V_x)$ is given because the first step of our algorithm for AC-$\langle \sigma, \rho \rangle$-Dominating Set problems is to compute $R^d_{V_x}$ for some $d \in \mathbb{N}^+$ and one can easily compute $\text{nec}_1(V_x)$ while computing $R^d_{V_x}$. Notice that we can decide whether $X \sim W$ in time $O(n^2)$. Therefore, for each $f \in \{\text{nec}_1, \text{mw}, \text{rw}, \text{rw}_q, \text{mim}\}$, we can therefore compute the equivalence classes of $\mathcal{A}$ in time $O(|\mathcal{A}| \cdot N_f(T, \delta) \cdot n^2)$. □

We are now ready to give an adaptation of Theorem 3.3 to the notion of $(x, R')^{\text{acy}}$-representativity.

**Theorem 5.9.** Let $\mathcal{A} \subseteq 2^V_x$ such that, for each $X \in \mathcal{A}$, we have $X \equiv^1_{V_x} R$. For each $f \in \{\text{nec}_1, \text{mw}, \text{rw}, \text{rw}_q, \text{mim}\}$, there exists an algorithm $\text{reduce}_f^{\text{acy}}$ that outputs in time $O((\text{nec}_1(V_x))^{2(\omega-1)} + N_f(T, \delta)) \cdot |\mathcal{A}| \cdot n^2)$, a subset $\mathcal{B} \subseteq \mathcal{A}$ such that $\mathcal{B}$ is a $(x, R')^{\text{acy}}$-representative of $\mathcal{A}$ and $|\mathcal{B}| \leq N_f(T, \delta) \cdot \text{nec}_1(V_x)^2$.

**Proof.** Let $f \in \{\text{nec}_1, \text{mw}, \text{rw}, \text{rw}_q, \text{mim}\}$. By Lemma 5.8 we can compute in time $O(|\mathcal{A}| \cdot N_f(T, \delta) \cdot n^2)$ a collection $\{\mathcal{A}_1, \ldots, \mathcal{A}_t\}$ of pairwise disjoint subsets of $\mathcal{A}$ such that

- $\mathcal{A}_1 \cup \cdots \cup \mathcal{A}_t$ is a $(x, R')^{\text{acy}}$-representative of $\mathcal{A}$,
- $\mathcal{A}_i$ is $R'$-consistent for each $i \in \{1, \ldots, t\}$,
- $t \leq N_f(T, \delta)$.

For each $X \in \mathcal{A}$, we have $X \equiv^1_{V_x} R$ because $X \equiv^2_{V_x} R$. Since $\mathcal{A}_1, \ldots, \mathcal{A}_t \subseteq \mathcal{A}$, we can apply Theorem 3.3 to compute, for each $i \in \{1, \ldots, t\}$, the set $\mathcal{B}_i := \text{reduce}(\mathcal{A}_i)$. By Theorem 3.3 for each $i \in \{1, \ldots, t\}$, the set $\mathcal{B}_i$ is a subset and an $(x, R')^{\text{acy}}$-representative set of $\mathcal{A}_i$ whose size is bounded by $\text{nec}_1(V_x)^2$. Moreover, as $\mathcal{A}_i$ is $R'$-consistent, we have $\mathcal{B}_i$ is $R'$-representative of $\mathcal{A}_i$ by Lemma 5.3.

Let $\mathcal{B} := \mathcal{B}_1 \cup \cdots \cup \mathcal{B}_t$. Since $\mathcal{A}_1 \cup \cdots \cup \mathcal{A}_t$ is a $(x, R')^{\text{acy}}$-representative of $\mathcal{A}$, we deduce from Fact 5.4 that $\mathcal{B}$ is a $(x, R')^{\text{acy}}$-representative of $\mathcal{A}$. Furthermore, we have $|\mathcal{B}| \leq N_f(T, \delta) \cdot \text{nec}_1(V_x)^2$ owing to $t \leq N_f(T, \delta)$ and $|\mathcal{B}_i| \leq 2^{\text{nec}_1(V_x)^2}$ for all $i \in \{1, \ldots, t\}$.

It remains to prove the running time. By Theorem 3.3 we can compute $\mathcal{B}_1, \ldots, \mathcal{B}_t$ in time $O(|\mathcal{A}_1 \cup \cdots \cup \mathcal{A}_t| \cdot \text{nec}_1(V_x)^{2(\omega-1)} \cdot n^2)$. Since the sets $\mathcal{A}_1, \ldots, \mathcal{A}_t$ are subsets of $\mathcal{A}$ and pairwise disjoint, we have $|\mathcal{A}_1 \cup \cdots \cup \mathcal{A}_t| \leq |\mathcal{A}|$. That proves the running time and concludes the theorem. □

We are now ready to present an algorithm that solves any AC-$\langle \sigma, \rho \rangle$-Dominating Set problem. This algorithm follows the same ideas as the algorithm from Theorem 1.5 except that we use $\text{reduce}_f^{\text{acy}}$ instead of $\text{reduce}$.

**Theorem 5.10.** For each $f \in \{\text{nec}_1, \text{mw}, \text{rw}, \text{rw}_q, \text{mim}\}$, there exists an algorithm that, given an $n$-vertex graph $G$ and a rooted layout $(T, \delta)$ of $G$, solves any AC-$\langle \sigma, \rho \rangle$-Dominating Set problem, in time

$$O(s \cdot \text{nec}_d(T, \delta)^3 \cdot \text{nec}_1(T, \delta)^{2(\omega-1)} \cdot N_f(T, \delta)^2 \cdot \log(s \cdot \text{nec}_d(T, \delta)) \cdot n^3),$$

with $d := \{2, d(\sigma), d(\rho)\}$.

**Proof.** Let $f \in \{\text{nec}_1, \text{mw}, \text{rw}, \text{rw}_q, \text{mim}\}$. If we want to compute a solution of maximum (resp. minimum) weight, then we use the framework of Section 3 with $\text{opt} = \max$ (resp. $\text{opt} = \min$).

The first step of our algorithm is to compute, for each $x \in V(T)$, the sets $R^d_{V_x}$, $R^d_{\bar{V}_x}$ and a data structure to compute $\text{rep}_{V_x}^d(X)$ and $\text{rep}_{\bar{V}_x}^d(X)$ for $X \subseteq V_x$ in time $O(\log(s \cdot \text{nec}_d(T, \delta)) \cdot n^2)$. As $T$ has $2n - 1$ nodes, by Lemma 2.4 we can compute these sets and data structures in time $O(s \cdot \text{nec}_d(T, \delta) \cdot \log(s \cdot \text{nec}_d(T, \delta)) \cdot n^3)$.

For each node $x \in T$ and for each $(R, R') \in R^d_{V_x} \times R^d_{\bar{V}_x}$, we define $\mathcal{A}_x[R, R'] := \{X \subseteq V_x : X \equiv^d_{V_x} R \text{ and } X \cup R' \text{ (} \sigma, \rho \text{-dominates } V_x\}$. We deduce the following claim from the proof of Claim 4.4.
Claim 5.10.1. For every internal node \( x \in V(T) \) with \( a \) and \( b \) as children and \( (R, R') \in \mathcal{R}_a^d \times \mathcal{R}_b^d \), we have
\[
\mathcal{A}_x[R, R'] = \bigcup_{(A, A'), (B, B') \text{ d-}(R, R')\text{-compatible}} \mathcal{A}_a[A, A'] \otimes \mathcal{A}_b[B, B'].
\]

For each node \( x \) of \( V(T) \), our algorithm will compute a table \( \mathcal{D}_x \) that satisfies the following invariant.

Invariant. For every \( (R, R') \in \mathcal{R}_a^d \times \mathcal{R}_b^d \), the set \( \mathcal{D}_x[R, R'] \) is a subset of \( \mathcal{A}_x[R, R'] \) of size at most \( \mathcal{N}_f(T, \delta) \cdot \text{nec}_1(V_x)^2 \) that \((x, R')\text{-acyl}\)-represents \( \mathcal{A}_x[R, R'] \).

Notice that by Definition of \((x, R')\text{-acyl}\)-representativity, if the invariant holds for \( r \), then \( \mathcal{D}_x[\emptyset, \emptyset] \) contains a set \( X \) of maximum (or minimum) weight such that \( X \) is a \((\sigma, \rho)\)-dominating set of \( G \) and \( G[X] \) is a tree.

The algorithm is a usual bottom-up dynamic programming algorithm and computes for each node \( x \) of \( T \) the table \( \mathcal{D}_x \).

Let \( x \) be a leaf of \( T \) with \( V_x = \{v\} \). Observe that \( \mathcal{A}_x[R, R'] \subseteq 2^V_x = \{\emptyset, \{v\}\} \). Thus, our algorithm can directly compute \( \mathcal{A}_x[R, R'] \) and set \( \mathcal{D}_x[R, R'] := \mathcal{A}_x[R, R'] \). In this case, the invariant trivially holds.

Now, take \( x \) an internal node of \( T \) with \( a \) and \( b \) as children such that the invariant holds for \( a \) and \( b \). For each \((R, R') \in \mathcal{R}_a^d \times \mathcal{R}_b^d \), the algorithm computes \( \mathcal{D}_x[R, R'] := \text{reduce}_{f\text{acy}}(\mathcal{D}_x[R, R']) \), where the set \( \mathcal{B}_x[R, R'] \) is defined as follows
\[
\mathcal{B}_x[R, R'] := \bigcup_{(A, A'), (B, B') \text{ d-}(R, R')\text{-compatible}} \mathcal{D}_a[A, A'] \otimes \mathcal{D}_b[B, B'].
\]

Similarly to the proof of Theorem 4.13 we deduce from Fact 5.4, Lemma 5.5 and Claim 5.10.1 that \( \mathcal{D}_x[R, R'] \) is a subset and an \((x, R')\text{-acyl}\)-representative set of \( \mathcal{A}_x[R, R'] \). By Theorem 5.9 we have \( |\mathcal{D}_x[R, R']| \leq \mathcal{N}_f(T, \delta) \cdot \text{nec}_1(T, \delta)^2 \).

Consequently, the invariant holds for \( x \) and by induction, it holds for all the nodes of \( T \). The correctness of the algorithm follows.

Running Time. The running time of our algorithm is almost the same as the running time given in Theorem 5.10. The only difference is the factor \( \mathcal{N}_f(T, \delta)^2 \) which is due to the following fact: by the invariant condition, for each \((A, A')\) and \((B, B')\), the size of \( \mathcal{D}_a[A, A'] \otimes \mathcal{D}_b[B, B'] \) is at most \( \mathcal{N}_f(T, \delta)^2 \cdot \text{nec}_1(T, \delta)^4 \).

The following theorem shows how to use the algorithm for AC-(\(\sigma, \rho)\)-DOMINATING SET problems in order to solve any ACYCLIC (\(\sigma, \rho)\)-DOMINATING SET problem.

Theorem 5.11. For each \( f \in \{ \text{nec}_1, \text{mw}, \text{rw}, \text{rw}_Q, \text{mim} \} \), there exists an algorithm that, given an \( n \)-vertex graph \( G \) and a rooted layout \((T, \delta)\) of \( G \), solves any ACYCLIC (\(\sigma, \rho)\)-DOMINATING SET problem in time
\[
O(\text{nec}_2(T, \delta)^3 \cdot \text{nec}_1(T, \delta)^{2(\omega+1)} \cdot \mathcal{N}_f(T, \delta)^{O(1)} \cdot n^3),
\]
with \( d := \max\{2, d(\sigma), d(\rho)\} \).

Proof. Let \( f \in \{ \text{nec}_1, \text{mw}, \text{rw}, \text{rw}_Q, \text{mim} \} \). Suppose that we want to compute a maximum acyclic (\(\sigma, \rho)\)-dominating set. The proof for computing a minimum acyclic (\(\sigma, \rho)\)-dominating set is symmetric.

The first step of this proof is to construct a \( 2n + 1 \)-vertex graph \( G' \) from \( G \) and a layout \((T^*, \delta^*)\) of \( G' \) from \( T, \delta \) in time \( O(n^2) \) such that \((T^*, \delta^*)\) respect the following inequalities:

1. for every \( d \in \mathbb{N}^+ \), \( \text{nec}_d(T^*, \delta^*) \leq (d+1) \cdot \text{nec}_d(T, \delta) \),
2. for every \( f \in \{ \text{mim}, \text{mw}, \text{rw}, \text{rw}_Q \} \), \( f(T^*, \delta^*) \leq f(T, \delta) + 1 \).

The second step of this proof consists in showing how the algorithm of Theorem 5.10 can be modified to find a maximum acyclic (\(\sigma, \rho\))-dominating set of \( G \) by running this modified algorithm on \( G' \) and \((T^*, \delta^*)\).
We construct $G'$ as follows. Let $\beta$ be a bijection from $V(G)$ to a set $V^+$ disjoint from $V(G)$. The vertex set of $G'$ is $V(G) \cup V^+ \cup \{v_0\}$ with $v_0$ a vertex distinct from those in $V(G) \cup V^+$. We extend the weight function $w$ of $G$ to $G'$ such that the vertices of $V(G)$ have the same weight as in $G$ and the weight of the vertices in $V^+ \cup \{v_0\}$ is 0. Finally, the edge set of $G'$ is defined as follows

$$E(G') := E(G) \cup \{\{v, \beta(v)\}, \{v_0, \beta(v)\} : v \in V(G)\}.$$  

We now construct $\mathcal{L} = (T^*, \delta^*)$ from $\mathcal{L} := (T, \delta)$. We obtain $T^*$ and $\delta^*$ from $T$ and $\delta$, by doing the following transformations.

- For each leaf $\ell$ of $T$ with $\delta(\ell) = \{v\}$, we transform $\ell$ into an internal node by adding two new nodes $a_{T}$ and $b_{T}$ as its children such that $\delta^*(a_{T}) = v$ and $\delta^*(b_{T}) = \beta(v)$.
- The root of $T^*$ is a new node $r$ whose children are the root of $T$ and a new node $a_r$ with $\delta^*(a_r) = v_0$.

In order to simplify the proof, we use the following notations.

For each node $x \in V(T^*)$, we let $\overline{V_x^T} := V(G') \setminus V_x^T$ and for each node $x \in V(T)$, we let $\overline{V_x^T} := V(G) \setminus V_x^T$.

Now, we prove that $(T^*, \delta^*)$ respects Inequalities (1) and (2). Let $x$ be a node of $T^*$. Observe that if $x \in V(T^*) \setminus V(T)$, then the set $V_x^T$ either contains one vertex or equals $V(G')$. Hence, in this case, the inequalities hold because $\mathbf{s}-\mathbf{nec}_d(V_x^T) \leq d$ for each $d \in \mathbb{N}^+$ and $f(V_x^T) \leq 1$ for each $f \in \{\min, \mathbf{mw}, \mathbf{rw}, \mathbf{rwq}\}$.

Now, assume that $x$ is also a node of $T$. Hence, by construction, we have

$$V_x^T = V_x^L \cup \{\beta(v) : v \in V_x^L\},$$

$$\overline{V_x^T} = \overline{V_x^L} \cup \{\beta(v) : v \in \overline{V_x^L}\} \cup \{v_0\}$$

Now, we prove Inequality (1). Let $d \in \mathbb{N}^+$. By construction of $G'$ and $\mathcal{L}$, for each vertex $v \in V_x^L$, we have $\beta(v) \in V_x^T$ and

$$N_{G'}(v) \cap \overline{V_x^T} = N_G(v) \cap \overline{V_x^L},$$

$$N_{G'}(\beta(v)) \cap \overline{V_x^T} = \{v_0\}.$$ 

We deduce that, for every $X, Y \subseteq V_x^T$, we have $X \equiv_{V_x^T}^d Y$ if and only if

- $X \cap V(G) \equiv_{V_x^T}^d Y \cap V(G)$ and
- $\min(d, |N(v_0) \cap X|) = \min(d, |N(v_0) \cap Y|)$.

Similarly, we deduce that, for every $X, Y \subseteq \overline{V_x^T}$, we have $X \equiv_{\overline{V_x^T}}^d Y$ if and only if

- $X \cap V(G) \equiv_{\overline{V_x^T}}^d Y \cap V(G)$ and
- $X \cap \{v_0\} = Y \cap \{v_0\}$.

Thus, we can conclude that $\mathbf{s}-\mathbf{nec}_d(V_x^{T'}) \leq (d + 1) \cdot \mathbf{s}-\mathbf{nec}_d(V_x^L)$. Consequently, Inequality (1) holds.

We deduce Inequality (2) from Figure 2 describing the adjacency matrix between $V_x^{T'}$ and $\overline{V_x^T}$. 

Now, we explain how we modify the algorithm of Theorem 5.10 in order to find a maximum acyclic $(\sigma, \rho)$-dominating set of $G$ by calling this algorithm on $G'$. For doing so, we modify the definition of the table $A_x$, the invariant, and the computational steps of the algorithm of Theorem 5.10. The purpose of these modifications is to restrict the $(\sigma, \rho)$-domination to the vertices of $V(G)$. For doing so, we consider the set of nodes $S := V(T) \cup \{r, a_r\}$. Observe that, for every node $x$ in $S$, there are no edges in $G[V_x^{T'} \setminus \overline{V_x^T}]$ between a vertex in $V(G)$ and a vertex in $V(G') \setminus V(G)$. This is not true for the nodes of $V(T^*) \setminus S$. For this reason, our algorithm ignores the nodes in $V(T^*) \setminus S$ and computes a table only for the nodes in $S$. 
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For every $x \in S$ and every $(R, R') \in \mathcal{R}^d_{V_x^F} \times \mathcal{R}^d_{V_x^F}$, we define $A_x[R, R'] \subseteq 2^{|V_x^F|}$ as follows

$$A_x[R, R'] := \{ X \subseteq V_x^F : X \equiv^d_{V_x^F} R \text{ and } (X \cup R') \cap V(G) \text{ } (\sigma, \rho)\text{-dominates } V_x^F \cap V(G) \}.$$

We claim that if $G$ admits an acyclic $(\sigma, \rho)$-dominating set $D$, then there exists $D' \in \mathcal{A}_r[\emptyset, \emptyset]$ such that $D \cap V(G) = D$ and $G'[D']$ is a tree. Let $D$ be an acyclic $(\sigma, \rho)$-dominating set of $G$ with $\text{cc}(G[D]) = \{ C_1, \ldots, C_t \}$. For each $i \in \{ 1, \ldots, t \}$, let $v_i$ be a vertex in $C_i$. One easily checks that $G'[D \cup \{ \beta(v_i) : 1 \leq i \leq t \} \cup v_0]$ is a tree. Moreover, by definition of $\mathcal{A}_r[\emptyset, \emptyset]$, for every $X \in \mathcal{A}_r[\emptyset, \emptyset]$, if $G[X]$ is a tree, then $X \cap V(G)$ is an acyclic $(\sigma, \rho)$-dominates set of $G$. Hence, if $G$ admits an acyclic $(\sigma, \rho)$-dominating set, any $(r, \emptyset)$-representative set of $\mathcal{A}_r[\emptyset, \emptyset]$ contains a set $X$ such that $X \cap V(G)$ is a maximum acyclic $(\sigma, \rho)$-dominating set of $G$.

For every node $x \in S$, we compute a table $D_x$ satisfying the following invariant.

**Invariant.** For each node $x \in S$ and each $(R, R') \in \mathcal{R}^d_{V_x^F} \times \mathcal{R}^d_{V_x^F}$, the set $D_x[R, R']$ is a subset of $A_x[R, R']$ of size at most $N_f(T^*, \delta^*) \cdot \text{necc}(V_x^F))^2$ that $(x, R')$-represents $A_x[R, R']$.

Before we explain how to compute the table $D_x$ for each $x \in S$, we need the following fact and claim. We deduce the following fact from Lemma 4.2 and the fact that, for every node $x$ in $S$, there are no edges in $G[V_x^F, V_x^F]$ between a vertex in $V(G)$ and a vertex in $V(G') \setminus V(G)$.

**Fact 5.12.** Let $x \in S$.

Let $X \subseteq V_x^F$ and $Y, R' \subseteq V_x^F$ such that $Y \equiv^d_{V_x^F} R'$. Then $(X \cup R') \cap V(G) \text{ } (\sigma, \rho)\text{-dominates } V_x^F \cap V(G)$ if and only if $(X \cup Y) \cap V(G) \text{ } (\sigma, \rho)\text{-dominates } V_x^F \cap V(G)$.

We deduce the following claim from Fact 5.12 and Lemma 4.4.

**Claim 5.12.1.** Let $x \in S \setminus \{ a_r \}$ such that $x$ is not a leaf in $T$. Let $a$ and $b$ be the children of $x$ in $T^*$. For every $(R, R') \in \mathcal{R}^d_{V_x^F} \times \mathcal{R}^d_{V_x^F}$, we have

$$A_x[R, R'] = \bigcup_{(A, A') \in \text{comp}(A_x[R, R']), (B, B') \in \text{comp}(A_x[R, R']), (A, A') \neq (B, B')} A_x[A, A'] \boxtimes A_x[B, B'].$$

The algorithm starts by computing the table $D_x$ for each node $x \in S$ such that $x = a_r$ or $x$ is a leaf of $T$. Since $|V_x^F| \leq 2$, our algorithm directly computes $A_x[R, R']$ and set $D_x[R, R'] := A_x[R, R']$ for every $(R, R') \in \mathcal{R}^d_{V_x^F} \times \mathcal{R}^d_{V_x^F}$.

For the other nodes of $T^*$ our algorithm computes the table $D_x$ exactly as the algorithm of Theorem 5.10.

The correctness of this algorithm follows from Theorem 5.10. By Theorem 5.10, the running time of this algorithm is

$$O(s \cdot \text{necc}_2(\mathcal{L})^3 \cdot \text{necc}_1(\mathcal{L})^2 \cdot n^{2(\omega+1)} \cdot \mathcal{N}_f(\mathcal{L})^2 \cdot n^3).$$

We deduce the running time in function of $L$ from Inequalities (1) and (2).
6. Conclusion

We have generalized the rank-based approach of [1] to work with the $d$-neighbor-equivalence relation of [1]. As a result, we provide deterministic algorithms for a wide range of connectivity problems running in time $s$-\text{nec}$_d(T, \delta)^{O(1)} \cdot n^{O(1)}$ where $(T, \delta)$ is a given layout and $d$ is a constant which depends on the problem. From the upper-bounds presented in Lemma 2.7 we obtain parameterized algorithms with parameters and running times given in Table 1.

We have extended our framework in order to solve Maximum Induced Tree, Longest Induced Path, and Feedback Vertex Set. We obtain algorithms whose running times match those described in Table 1. But, even if our algorithms rely heavily on the $d$-neighbor-width on the input rooted layout, some specific parts of the running time analysis use the properties of other parameters. We leave open the existence of $s$-\text{nec}$_d(T, \delta)^{O(1)} \cdot n^{O(1)}$ time algorithms for these problems, for some constant $c$.

Concerning mim-width, we provide unified polynomial-time algorithms for the considered problems for all well-known graph classes having bounded mim-width and for which a layout of bounded mim-width can be computed in polynomial time [1]. This is true for all graph classes studied in [1]. It includes in particular the following classes of graphs: circular arc graphs, permutation graphs, circular $k$-trapezoid graphs, Dilworth-$k$ graphs and $k$-polygon graphs for all fixed $k$. Notice that we also generalize one of the results from [19] proving that the CONNECTED VERTEX COVER problem is solvable in polynomial time for circular arc graphs.

This paper highlights the importance of the $d$-neighbor-equivalence relation in the design of algorithms parameterized by clique-width, ($\mathbb{Q}$-)rank-width, and mim-width. Prior to this work, the $d$-neighbor-equivalence relation was used only for problems with a locally checkable property like DOMINATING SET. We prove that the $d$-neighbor-equivalence relation can also be useful for problems with a connectivity constraint and an acyclicity constraint. Is this notion also useful for other kinds of problems ? Can we use it for the problems which are known to not admit FPT algorithms parameterized by clique-width, $\mathbb{Q}$-rank-width or rank-width ? This is the case for well-known problems such as HAMILTONIAN CYCLE, GRAPH COLORING, and MAX CUT. The complexity of these problems parameterized by clique-width is well-known. Indeed, for each of these problems, we have an algorithm that is optimal under ETH [3, 15]. On the other hand, little is known concerning rank-width and $\mathbb{Q}$-rank-width.

It is worth noticing that HAMILTONIAN CYCLE is NP-complete on graphs of mim-width 1, even when given a layout [17]. Moreover, GRAPH COLORING is NP-complete on graphs of mim-width 2 because this latter is known to be NP-complete on circular arc graphs [14]. Thus, from Ladner’s Theorem, we deduce that, unless P = NP, there is no $n^{O((\log(\text{nec}_{(T,\delta)})))}$ time algorithm for HAMILTONIAN CYCLE and GRAPH COLORING as this would imply an $n^{O((\log(n)))}$ time algorithm for an NP-complete problem. To the best of our knowledge, we do not know if MAX CUT is solvable in time $n^{O(\text{mim}(\mathcal{L}))}$ on an $n$-vertex graph given with a rooted layout \mathcal{L}. In fact, we do not even know if MAX-CUT is solvable in polynomial time on interval graphs (which are known to have mim-width 1 [1]). On the other hand, it is known that MAX CUT is solvable in polynomial time on proper interval graphs [5].

As explained in [2], the algorithmic results we obtain for clique-width are asymptotically optimal under the Exponential Time Hypothesis (ETH). However, this is not the case for the other parameters. It would be particularly interesting to have tight upper bounds for rank-width or $\mathbb{Q}$-rank-width since we know how to compute efficiently these parameters. To the best of our knowledge, there is no algorithm parameterized by rank-width (resp. $\mathbb{Q}$-rank-width) that is known to be optimal under ETH. Even for “basic” problems such as VERTEX COVER or DOMINATING SET, the best algorithms [4] run in time $2^{O(k^2)} \cdot n^{O(1)}$ (resp. $2^{O(k \log(k))} \cdot n^{O(1)}$) and the best lower bounds state that, unless ETH fails, there are no $2^{o(k)} \cdot n^{O(1)}$ time algorithms parameterized by rank-width or $\mathbb{Q}$-rank-width for these problems.

Finally, Fomin et al. [11] have shown that we can use fast computation of representative sets in matroids to obtain deterministic $2^{O(k)} \cdot n^{O(1)}$ time algorithms parameterized by tree-width for
many connectivity problems. Is this approach also generalizable to $d$-neighbor-width? Can it be of any help for obtaining $2^{O(n \cdot c)} \cdot n^{O(1)}$ time algorithm for problems like VERTEX COVER or DOMINATING SET?
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