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ABSTRACT

In recent years, the mechanical behavior of low-dimensional materials has been attracting lots of attention triggered both by the ongoing miniaturization and the extraordinary properties demonstrated for nanostructures. It is now well established that mechanical properties of small objects differ fundamentally from their bulk counterpart and in particular that "smaller is stronger" but many questions on the deformation mechanisms remain open. Most of the knowledge obtained on small- scale mechanics is based on ex-situ and in-situ characterizations using electron microscopy. However, these techniques suffer from the fact that imaging or scattering information is either limited to the surface or from a 2D projection of a thin foil of material. Within the last two decades tremendous progress was achieved at 3rd generation synchrotrons making it possible to focus hard X-ray beams down to the 100-nm scale. Modern synchrotron X-ray diffraction methods may thus provide structural information with good spatial resolution and fully 3D. In this review, we discuss the progress achieved on in-situ micro- and nano-mechanical tests coupled with different synchrotron X-ray diffraction techniques to monitor the elastic and plastic deformation, highlighting the advantages of these approaches, which offer at the same time versatile sample environments and extreme precision in displacement fields.
0 Introduction

The investigation of mechanical behaviour in small dimensions and the influence of nanostructuring on mechanical properties constitute very fundamental and active research topics [1, 2]. It is now well established that the mechanical behaviour of small objects differ fundamentally from bulk material and more specifically that “smaller is stronger”, i.e. nanomaterials exhibit higher yield strengths. Many unsolved questions arise, however, concerning the strength of small (below 1000 – 100 nm) objects. The role of dislocation nucleation and annihilation as well as the influence of atom diffusion at surfaces are still being debated. Within this review article we restrict ourselves mostly to monocrystalline metal and semiconductor micro- and nanostructures containing a limited number of defects while e.g. ultrafine grained materials are out of the scope.

The question of the influence of size on mechanical properties is certainly not new [3, 4, 5] but the development of micro and nanotechnologies together with very advanced characterization and fabrication techniques has allowed harvesting a wealth of detailed information and exploring smaller scales. In the 1980s the field of mechanical properties of coatings was first pioneered by W. Nix and his co-workers in Stanford [6] where mechanical properties of thin films have been evaluated as a function of film thickness and microstructure. The fundamental issues raised by these studies as well as the imperious need to master the thermomechanical reliability of electron devices has been recognized by other research groups worldwide. We shall not try being exhaustive here but one should at least quote the groups of E. Arzt in Stuttgart [7], J. Harper in IBM Yorktown Heights [8], L. Freund at Brown University [9] and C. Thompson at MIT [10]. More recently, many research works focused on testing the mechanical properties of nanostructures (islands, nanowires, etc.). The development of focused ion beam (FIB) microscopes has allowed to fabricating sub-micron pillars out of bulk materials [11, 12]. Compression tests performed on such objects [11, 12] have shown most of the time size effects. Tensile tests have also been reported [13]. The influence of defects induced by FIB-machining on these measured properties has been debated [14]. Mechanical testing of pillars prepared by other techniques such as direct deposition into pores [15] or wet etching [16, 17] indicate that similar size effects can be observed even in the absence of any FIB-machining depending on the internal dislocation content [18]. Tensile testing performed on single-crystal Cu nanowires [19] evidenced tensile strengths close to the theoretical limit. The majority of studies reported in the literature are performed on simple FCC metals (Cu, Ni, Au, Al). More recently, BCC metals have been studied [16] and also semi-conductors such as GaAs [20] or Si [21]. Because of deep Peierls valleys semi-conductors are brittle at room temperature. Surprisingly this is not true anymore in small dimensions: small diameter semiconductor pillars exhibit ductile behaviour [20].
The mechanical properties of nano-objects are being investigated by various ways. Tensile testing of Cu nanowires has been reported by Richter et al. [19]. Suspended nanowires have been bent with an AFM tip [22, 23, 24]. MEMS structures may also be used to perform tension tests [25]. These difficult experiments produce sometimes conflicting results and it is still difficult to decide whether this comes from the material under test or the test itself. The general trend is clear: smaller is stronger. On the other hand defect-free wires show weak size dependence and can be stressed until the theoretical shear strength. A single parameter like the flow stress does not, however, capture the full mechanical behaviour of these objects: when the size decreases the number of defects (dislocations, twins, etc.) is reduced and a stochastic behaviour is observed where sudden bursts occur in the stress-strain curve. Such behaviours call for in situ observation of defects and strain field during mechanical loading.

In situ observation of nano-objects during mechanical testing brings valuable information on the defects involved in the deformation process as well as on the local strains. Scanning electron microscopy coupled with tensile or compressive testing [12, 13, 20, 26] allows one to look at the change in sample shape as well as visualize the appearance of slip traces at the sample surface. In situ transmission electron microscopy is more challenging and necessitates special sample preparation but has the distinct advantage of visualizing individual dislocations movement [27, 28, 29, 30]. X-ray diffraction, on the other hand, has the benefit of being non-destructive, penetrating (hence no special need for pre-thinning the sample) and extremely sensitive to elastic strains and defects. Thanks to the development of new sources (synchrotron facilities), increasingly efficient focusing optics and advanced 2D detectors X-ray diffraction is becoming a major tool for investigating the structure of nano-objects in situ during mechanical testing.

Diffraction of X-rays by crystals was first evidenced by M. Laue [31] in 1913 using a white X-ray beam and a photographic film. This white beam diffraction setup now bears the name of its first inventor. Soon after Laue’s discovery it was realized that Laue diagrams from deformed crystals show distinct elongated features called asterism [32, 33]. Hence, the sensitivity of X-ray diffraction to crystal imperfections was realized even before the concept of edge dislocation was introduced independently by Taylor [34], Polanyi [35], and Orowan [36] in the early 1930s. Elastic strains and related stresses can be deduced with great accuracy from the shift of Bragg peaks [37, 38]. This approach still remains very effective in measuring elastic strains in various materials [39]. Strain imaging with X-rays has made very impressive progress lately. On the one hand, progress in X-ray focusing optics allows nowadays scanning X-ray diffraction mapping to be performed with a resolution in the 50-100 nm range [40, 41]. Full field X-ray microscopy is improving a lot too with resolutions in the 100 nm range [42]. By far the best spatial resolution, on the other hand, is
obtained with coherent diffraction imaging, which is a lens-less imaging technique, with a typical resolution of 8-10 nm [43, 44].

These recent progresses which have been made possible thanks to the development of brighter and more coherent synchrotron sources are revolutionizing the field of mechanics at small scales. We think the time is ripe for a review of this rapidly moving field, which will develop a lot in the coming years thanks to the new sources that are presently developing. The purpose of this review is to give the reader the tools necessary to understand what can be obtained with a combination of nano-mechanical testing and synchrotron X-ray diffraction. In addition we are giving here the state of the art of what can be performed at the end of 2017 in this field. The review starts with a survey of nano-mechanical testing methods and then follows with some basics about X-ray diffraction. Finally, we present an overview of what has been achieved so far with various combination of in situ X-ray scattering and nano-mechanical testing.

For further reading, good overviews over tensile testing on micro- and nanostructures can be found in the review articles by Gianola and Eberl [45] and by G. Dehm [46]. Furthermore, the combination of in situ mechanical tests with X-ray diffraction was reviewed by Van Swygenhoven and Van Petegem [47]. This article is complementary to the present overview since these authors focused on tensile tests on polycrystalline samples coupled with powder X-ray diffraction and on micro-compression studies in combination with Laue microdiffraction.
I MECHANICAL TESTING AT SMALL SCALES

The analysis of the mechanical behavior of materials involves two aspects: i) the determination of stress and strain state in the loaded system which is never homogeneous at the microstructural or defect scale, and homogeneity or heterogeneity at overall scale depending on loading configuration and geometry; ii) the determination of the mechanical properties which, themselves, link how stress evolves with strain and which also allow ranking materials.

I.1 Basics about mechanical properties

Besides many other physical properties, the determination of the mechanical behavior of materials is of uttermost importance for the reliability of any kind of devices. In general, the mechanical response of any piece of solids is described by a reversible (elastic) and an irreversible (plastic or fracture) part. The relative amount of both quantities determines the deformation behavior of the material. The elastic part is described by Hooke’s law where the slope of the stress-strain ($\sigma - \varepsilon$) curve, which is schematically depicted in Fig. 1, is the Young’s modulus $E$ of the material ($\sigma = E \cdot \varepsilon$). When deforming a material beyond its elastic limit (yield strength), the plastic regime starts involving irreversible defects such as the nucleation or glide of dislocations.

![Schematic stress-strain curve for a tensile test on a structure with length $L$ and cross-sectional area $A$.](image)

The presence of mechanical stress in any kind of device may eventually lead to failure and, as such, is intimately related to reliability and process yield. Considering the fact that the sizes of the building blocks of nowadays electronics are further and further reduced thanks to the ongoing
miniaturization the mechanical behavior of low-dimensional materials got into the focus of scientists all over the world. When performing a gedankenexperiment assuming a certain dislocation density in a bulk material and then reducing the size of the object one finally ends up with a structure of few or even zero dislocations (see Fig. 2). Thus, from a certain size on, it is difficult to speak about dislocation densities since the structure in total may exhibit one or two or zero dislocations. Consequently, the mechanical behavior on this size scale is expected to become stochastic clearly deviating from the bulk behavior.

![Fig. 2: Schematic illustration of the gedankenexperiment on the evolution of dislocation density in materials when reducing the sample size.](image)

While bulk metals contain many pre-existing dislocations and dislocation sources resulting in yield strengths of the order of few megapascal, the absence of dislocations increases the necessary stress to introduce a dislocation enormously. Frenkel showed that the yield strength for dislocation-free crystals is of the order of one tenth of the elastic shear modulus $\mu$ ($\sigma \sim \mu / 10$), i.e. a few gigapascal. In 1952, Herring and Galt reported yield strengths for Sn microwhiskers close to the Frenkel theoretical limit [4, 48]. A similar behavior was evidenced on Fe, Cu, and Ag microwhiskers by S.S. Brenner a few years later [5]. This unexpected high yield strength is attributed to the lack of pre-existing dislocations in the nanostructures.

I.2 Micro- and nano-mechanical testing methods

In order to study the mechanical behavior at the micro- and the nano-scale major efforts have been undertaken to develop various \textit{ex situ} and \textit{in situ} mechanical testing setups ranging from curvature measurements of thin films over local testing methods such as nano-indentation to uniaxial as well as bending methods. The goal is both to evaluate stress and strain values at overall or local scale and to extract mechanical properties. Here, firstly different testing methods are reviewed before introducing \textit{ex situ} micro-mechanical tests, followed by recent developments on \textit{in situ} testing apparatuses for micro- and nano-mechanical studies.
**a) Curvature measurement**

Many of today’s high performance devices based on thin films rely on residual stresses within the individual layers which originate from the lattice mismatch, the different thermal expansion coefficients of the different materials, and the growth itself. For achieving the desired optical, electronic and mechanical properties it is critical to understand and to control the stresses in thin films during thermal annealing processes. The most commonly used method for studying the residual stress in such thin films is the measurement of the substrate curvature by monitoring the deflection of a laser beam that is reflected by the sample surface and focused on a two-dimensional detector (Fig. 3). When using a 2D laser beam array the sample deformation can be determined in two dimensions.

By using the known geometry (incident angle $\alpha$ of the laser beam and sample-detector distance $L$) and material properties of the substrate, the film stress is determined during heating cycles by measuring the differential beam spacing $\delta d/d_0$ caused by a bending of the film/substrate stack due to differences in film stress and thermal expansion coefficient. The high resolution of the differential beam spacing $\delta d/d_0$ ensures the high measurement sensitivity of about $6 \cdot 10^{-5}$ GPa$\cdot$μm stress-thickness product [49, 50, 51]. Measuring the thermoelastic slope in a supported thin film yields the product of biaxial modulus by the difference in the coefficient of thermal expansion (CTE) between film and substrate. Isothermal experiments provide kinetics of stress relaxation and estimates of the activation volume in case of dislocation processes [52]. While these types of measurements are comparatively easy to perform, it is rather complicated and cumbersome to decouple the stress from the temperature.

![Curvature measurement](image)

**Fig. 3**: Schematic drawing of the curvature measurement on a thin film with a thickness $h_f$ deposited on a substrate with thickness $h_s$ by laser beam deflection (from ref. [53]). The displacement $\delta d$ of the laser beam on the detector is directly related to the curvature of the thin film from which the film stress is calculated using the Stoney equation.
b) Nano-indentation

A very good review on nano-indentation and on recent developments in this field can be found in ref. [54]. Thanks to its simplicity and speed, indentation became a very common technique to locally measure the mechanical properties of materials. At the beginning of last century, Brinell conducted first indentation tests employing spherical and smooth balls from ball bearings as indenters to measure the plasticity of materials [55, 56]. This kind of test (so-called Brinell test) was rapidly accepted by industry as testing method soon after its introduction and stimulated the development of various macro- and micro-indentation tests [57]. Traditionally, the indent is imaged by optical microscopy which evidently imposes a lower limit on the resolution and thus on the length scale of indentation. More recently, indentation testing was extended down to the nanoscale.

Fig. 4: Schematic illustrations a) of indentation load-displacement data with a peak indentation load \( P_{\text{max}} \), an indenter displacement \( h_{\text{max}} \) at peak load, a final indentation depth \( h_f \) and an initial unloading stiffness \( S \). b) Schematic representation of a section through an indentation showing the contact radius \( a \), the opening angle \( \phi \) of the indenter tip, the total displacement \( h \), the contact depth \( h_c \), the amount of sink-in \( h_s \), and the permanent depth of penetration \( h_t \) after complete unloading [58].
Indentation load–displacement data contain a wealth of information (Fig. 4(a)). From the load–displacement data, many mechanical properties such as hardness and elastic modulus can be determined without imaging the indentations [56, 59]. As the indenter is pressed into the sample, both elastic and plastic deformation occur, which results in the formation of a hardness impression conforming to the shape of the indenter (Fig. 4(b)). During indenter withdrawal, only the elastic portion of the displacement is recovered, which facilitates the use of an elastic solution in modeling the contact process [56, 59, 60].

Nano-indentation hardness is defined as the indentation load divided by the projected contact area of the indentation. It is the mean pressure that a material can support under load. The elastic modulus of the indented sample can be inferred from the initial unloading contact stiffness, \( S = dP/dh \), i.e., the slope of the initial portion of the unloading curve. Hereby the contact between the indenter and the sample under study is described by a Hertzian contact model which was firstly introduced by Heinrich Hertz in 1882 [61] and further improved by Sneddon in 1965 [62]. To calculate the elastic modulus \( E \), the contact stiffness and the projected contact area need to be determined from the load–displacement curve. While Doerner and Nix [63] suggested a linear unloading curve, Oliver and Pharr [59] found that the unloading curve is better described by a power law

\[
P = B(h - h_f)^m
\]

where \( B \) and \( m \) are empirically determined fitting parameters.

Recently, a new technique, the continuous stiffness measurement (CSM) [59, 64, 65] technique has been developed which allows for accessing the contact stiffness and, thus the elastic properties of the tested material during the loading portion of an indentation test. The CSM is accomplished by imposing a small, sinusoidal signal on top of a DC signal that drives the motion of the indenter. The response of the system is analyzed by means of a frequency specific amplifier allowing for the measurement of contact stiffness at any point along the loading curve and not just at the point of unloading as in the conventional measurement. The CSM technique makes the continuous measurement of mechanical properties of materials possible in one sample experiment without the need for discrete unloading cycles, and with a time constant that is at least three orders of magnitude smaller than the time constant of the more conventional method of determining the stiffness from the slope of an unloading curve.
c) Uniaxial (compression and tensile) tests

Uniaxial (compression and tensile) tests (Fig. 5) induce less complex strain fields and are thus easier to interpret. Compression experiments are usually carried out in load- or displacement-controlled mode, with a nano-indenter equipment where the sharp indenter has been flattened to a flat punch. The goal is mainly to extract the low and large strain plastic behavior. Tensile tests on the contrary are useful to reach fracture on top of determining elastic and plastic response. While compression tests are limited to structures with aspect ratios (height vs. diameter) of less than three to avoid any buckling during the mechanical loading, tensile tests allow for testing much longer specimen. However, in both cases, the alignment of the mechanical tester with the structure is crucial and, in particular for low-dimensional materials, it is a major complication. In case of misalignments shear strain may affect the mechanical response. For compression experiments the tester head and the upper surface of a pillar-like structure have to be parallel to avoid any shear forces. However, when plasticity occurs the structure cannot move freely due to the friction on the tester head. Thus, the mechanical response may be affected by the experimental setup.

Fig. 5: Schematics of uniaxial compression [66] and tensile tests [67].

d) Bending

Bending experiments, which are mainly used for studying the elastic behavior and small plastic deformations, may be performed in various configurations, which are schematically illustrated in Fig. 6. On the one hand, the structure to be tested may be clamped on one side only and the load is
applied at its free end resulting in a cantilever-like test. On the other hand, both ends of the testing structure may be supported and the load is applied on one or two points along the suspended structure facilitating three-point and four-point bending-tests. For the mechanical behavior of the tested structure, the boundary conditions, i.e. whether the structure is simply supported or thoroughly clamped at its ends is of uttermost importance. While uniaxial loadings result in comparatively simple strain distributions within the test structure, bending results in inhomogeneous strain fields within the specimen.

![Fig. 6: Schematics of bending tests in a) cantilever configuration, b) in three-point bending and c) in four-point bending configuration for a simply supported and a doubly clamped beam.]

Considering a slender beam which is homogeneous along its length $L$, the governing equation for deriving the bending of the beam is the following

$$EI \frac{d^4(\Delta z)}{dx^4} - T \frac{d^2(\Delta z)}{dx^2} = F \cdot \delta(x-L) \quad (2)$$

where $E$ is the material’s Young modulus, $F$ is the applied force, $I$ is the area moment of inertia of the cross-section, $\Delta z$ is the deflection of the beam, $x$ is the spatial coordinate along the beam length, and $T$ is the tension along the beam. For deflections smaller than the half-thickness of the beam, the second term on the left hand side can be neglected and one obtains the well-known Euler-Bernoulli equation which can be solved for the various boundary conditions such as simply supported, double clamped, point load, or homogeneous load. The formulas of the deformation $\Delta z$ for the most common configurations for bending tests on nanostructures, namely three-point bending on simply supported and double clamped beams, are presented below:
Note that for larger deflections than the half thickness of the beam, tensile strains along the
tested structure evolve making it necessary to take into account higher orders complicating the
calculation of the bending profile. In this large deflection regime there is not anymore a neutral fiber.

e) Vibration tests

Besides all the static testing methods, the elastic behavior may also be studied dynamically. For
this purpose, a cantilever-like specimen is clamped at one of its ends or the structure is clamped at
both ends and vibrated at its resonance frequency $f_{res}$ giving access to the Young’s modulus (Fig. 7).
The following equations describe the fundamental mode of the resonance frequency for single and
double-clamped nanowires where $E$ is the Young’s modulus, $\rho$ is the mass density, $r$ is the radius for a
cylindrical nanowire, and $L$ is the nanowire length [68].

\[
\text{single clamped nanowire: } f \approx 0.28 \sqrt{\frac{E}{\rho} \frac{r}{L^2}} \quad (4a)
\]

\[
\text{double clamped nanowire: } f \approx 1.78 \sqrt{\frac{E}{\rho} \frac{r}{L^2}} \quad (4b)
\]

The structure may be excited either mechanically or by magnetic fields depending on the
material or thermally [69]. Note that an additional mass on the vibrating structure affects the
resonance frequency making this technique highly sensitive to attached matter and, thus, it may be
employed for detecting small amounts of matter. On the other hand, contaminations on the
structure also affect the resonance frequency and, thus the measurement of Young moduli making
this approach rather vulnerable.

Fig. 7: Scheme for vibrational tests on a) a single clamped and b) a double clamped nanowire [68].
I.3 Recent results from ex-situ micro and nano-mechanical tests

In the 50s of the last century, S.S. Brenner conducted pioneering works on micro-whiskers demonstrating extraordinary mechanical behaviors on the micron scale [5]. Tensile tests on iron, copper, and silver whiskers with diameters ranging from 1.2 to 15 µm and lengths of up to 4 mm demonstrated strengths which were close to the strength of perfect crystals. In addition, Brenner showed that the strength decreased with increasing diameter and length which he attributed to defects which were formed during the growth. Since then great progress has been made on the instruments necessary to thoroughly study the mechanical behavior on the micro- and nano-scale as will be demonstrated below.

I.3.i Micro-compression tests

With the advent of focused ion beam (FIB) microscopes a new era of micro- and nano-mechanical testing was launched. With this microscope, it became feasible to machine out of bulk materials specimens of various size and shape dedicated for micro-mechanical testing as schematically illustrated in Fig. 8. Uchic et al. pioneered the field of micro-compression tests on FIB milled micropillars [11]. The fabrication of pillars usually starts from a bulk material with a flat surface. Material is milled away with the ion beam to leave a cylindrical column at the center of an excavation of free space. This crater has to be sufficiently large in diameter in order to avoid the contact of the indenter head used for compression tests with the surrounding material [70]. The key difficulty is the perfect parallelism between the flat punch and the specimen.

![Fig. 8: Principle of a nano-compression experiment on a pillar carved in a flat surface. a) The initial sample can be a bulk material with a flat surface. Once the pillar is carved by FIB milling, b) the flat punch indenter is optically aligned and c) the test can be carried out in displacement or load control [70].](image)

When using a single ion beam direction for the milling process, the resulting pillars exhibit tapered flanks due to the ion beam defocusing along their trajectory. However, by inclining this tapered pillar almost perpendicular to the ion beam the taper may be milled away leaving a perfectly cylindrical micropillar as shown in Fig. 9(a) [66]. The circle milled on the top of the pillar serves as a reference in image recognition processing software to perform the off-axis rotation automatically.
Fig. 9(b) shows a SEM image of the same pillar as in part (a) after micro-compression testing revealing glide planes. The pillar was oriented along the [269] direction and, thus, it was single slip oriented. In conclusion, FIB milling allows for creating dedicated specimen for micro-compression testing. However, one should keep in mind that the FIB milling process bases on the irradiation of the target material with Ga$^+$ ions sputtering off target atoms. This process may lead to an amorphization of the sample surface as well as to an implantation of Ga$^+$ ions in a near surface region of the specimen. In addition, milled material is re-deposited in the surroundings of the specimen [71, 72].

Fig. 9(c) presents the stress-strain curves for Ni micropillars with diameters ranging from 5 to 40 µm as well as for bulk nickel [11]. While for bulk material the stress-strain curve is smooth the stress-strain curves for the micropillars show strain bursts which become more frequent with decreasing pillar diameter. Moreover, the yield strength increases significantly as the pillar diameter is reduced. However, the yield stress differs from one pillar to another with the same diameter, showing the critical influence of the initial microstructure at small dimensions and emphasizing the need for statistical studies [73]. In addition, hardening tends to appear as the pillar diameter decreases.

Fig. 9: SEM images of a FIB milled Ni micropillar a) before and b) after micro-compression testing [66]. c) Engineering stress-engineering strain curves for FIB milled Ni micropillars of different diameters [11]. d) Log-log plot of yield stress as a function of structural size for FIB milled FCC metal pillars [74].
Numerous compression experiments on micropillars of various FCC metals (Ni, Au, Al, Cu) have been performed over the past years all showing the same trend that the yield stress increases with decreasing pillar diameter (see Fig. 9(d)) [74, 75, 76, 77, 78]. This trend became known in literature as “smaller is stronger”. The yield stress as a function of the pillar diameter can be described by the following equation

$$\sigma = \sigma_0 + kd^{-n}$$

(5)

where $d$ is the pillar diameter and $k$ and $n$ are fitting parameters. Here, the best fit is obtained for $n = 0.6$.

Very recently, J.A. El-Awady performed three-dimensional discrete dislocation dynamics (DDD) simulations, building on an earlier suggestion by Lilleodden et al. [79], which supports the existence of a well-defined relationship between the strength and the dislocation microstructure at all length scales for both single-crystalline and polycrystalline materials [80]. The results show a correlation between crystal strength and dislocation density for micron and sub-micron crystal sizes, and a minimum crystal strength marked by a transition from dislocation-source strengthening to forest-dominated strengthening at a size-dependent critical dislocation density. Fig. 10 shows a composite plot of the resolved shear strength $\tau$ normalized by the shear modulus $\mu$ as a function of the initial dislocation density $\rho$ for DDD simulated Ni single crystals having diameters in the range of 0.25 to 20 $\mu$m. For each crystal size, the strength scales with the dislocation density following a power-law of the form $\tau = \rho^n$. Four deformation mechanisms can be identified as a function of the crystal size and the initial dislocation density: (i) dislocation starvation, (ii) single-source mechanism, (iii) exhaustion hardening, and (iv) forest hardening [80].
In contrast to FCC metals, the dislocation processes in BCC metals differ fundamentally. The dislocation motion occurs on various slip systems with screw dislocations being slower than edge dislocations due to the non-planar core structure and associated need to overcome the Peierls potential by thermal activation. This fundamental difference of plasticity in BCC compared to FCC metals results also in a different size dependence of the mechanical behavior of BCC micropillars. Schneider et al. demonstrated by microcompression tests on FIB milled BCC micropillars that the relationship between yield strength and pillar diameter correlate with a critical temperature $T_c$ below which screw dislocations are less mobile than edge dislocations [81]. The mechanical size effect for different BCC micropillars is shown in Fig. 11(a) together with data for FCC Au micropillars for comparison. The slope which corresponds to the exponent $n$ in equation (5) increases from 0.21 for W to 0.48 for Nb always being smaller than 0.6 for Au. The exponent is plotted as a function of the normalized test temperature $T/T_c$ in Fig. 11(b) showing a linear relationship. The extrapolation (dashed line) to lower critical temperatures yields an exponent of $\sim 0.6$ which corresponds to a material where screw and edge dislocations have the same mobility (FCC-like behavior). Thus, the small-scale mechanical behavior for BCC metals depends both on size and on temperature.
Fig. 11: a) Log-log-plot of stress measured at 5% strain versus pillar top diameter for [001] BCC pillars (W, Mo, Ta, Nb) as well as [001] Au pillar data [4]. (b) Slope of the line of best fit (exponent) for the size dependence of the BCC metals shown in (a) versus test temperatures normalized with respect to the critical temperature $T_c$ which defines the temperature at which edge and screw dislocations have the same mobility [81].

As already mentioned before, the FIB milling process is based on the irradiation of the target material with Ga$^+$ ions which may amorphize the sample surface and may implant Ga$^+$ ions in a near surface region of the specimen. The influence of these sample modifications on the mechanical properties were debated within the scientific community. First indications that ion beam milling may affect the mechanical behavior of micro-structures were revealed by compression tests on as-prepared Mo-rich fibers embedded in a Mo-Ni$_3$Al alloy. These fibers with diameters ranging from 300 nm to 3 µm are initially free of dislocations. Pillars for micro-compression testing were prepared by etching the alloy matrix, thus, freeing the upper part of the fibers. The scanning electron micrograph in Fig. 12(a) presents the square and faceted pillars where the central one has been mechanically deformed. Independent of the fiber diameter the yield strength of the as-prepared pillars was found to be ~9 GPa being close to the theoretical limit of the material [16]. The introduction of dislocations before micro-compression tests by pre-straining Mo alloy pillars with diameters ranging from 360 to 1500 nm evidenced lower yield strength compared to as-prepared pillars [82]. A similar behavior was reported for Mo alloy micropillars after being irradiated with a Ga$^+$ ion beam in a FIB microscope where the yield strength dropped by one order of magnitude [18]. White beam Laue microdiffraction on as-prepared Mo pillars as well as on the same type of pillars after FIB milling and pre-straining evidenced deviatoric strain gradients and/or orientation gradients for the treated microstructures [83]. These Laue results provide an explanation for the loss of the whisker-like mechanical behavior of directionally solidified Mo pillars. Similar results were found for etched and FIB-milled Si pillars where the streaking of the Laue spots for the FIB prepared pillars may indicate anisotropic strain distributions or contribution of excess dislocations or rotational effects which may originate from the
incorporation of Ga$^+$ ions or the recrystallization of surface amorphous layer induced by the FIB milling [14]. Kiener et al. studied the influence of ion energy, ion dose, and the incidence angle of a Ga$^+$ ion beam on a Cu sample by TEM and Auger electron spectroscopy (AES) [84]. Conventional TEM studies reveal the necessity to reduce the Ga$^+$ damage by reducing the ion energy, milling current, and incidence angle, if pre-existing defects are to be analyzed. Gallium concentrations as large as $\sim$20 at.% were found close to the surface of polycrystalline Cu by AES. Thus, these experimental findings evidence that FIB milling may modify the specimen in a near surface region affecting the mechanical behavior on the micro- and the nano-scale. The effect of ion beam milling on the mechanical properties may be reduced by lowering the acceleration voltage and, thus, the penetration depth of the Ga$^+$ ions into the material.

Fig. 12: Scanning electron micrograph of molybdenum alloy micro-pillars fabricated by selective etching of the matrix in a NiAl–Mo directionally solidified eutectic and compressive load-displacement curves for micro-pillars with different diameters [16].

As mentioned above Laue microdiffraction allows for investigating the volume of the structures while SEM is a surface sensitive tool. Therefore, microstructures which were mechanically deformed in situ in a SEM chamber were subsequently investigated by Laue microdiffraction to gain additional information on activated dislocations. While in situ SEM observations only showed predicted slip planes with the highest Schmid factor intersecting the sample surface, post mortem Laue microdiffraction experiments evidenced that the sample base and head did not deform in any way. In addition, Laue microdiffraction revealed dislocations of an unpredicted slip system at low strains which were not able to escape to the surface in larger numbers and, thus no similar slip steps were observed on the sample surface. Moreover, Laue microdiffraction experiments by Kirchlechner et al. showed that multiple slip takes over at later deformation states [85]. Results obtained by Laue microdiffraction will be reviewed and discussed in further detail in section III.1.
I.3.ii  Bending tests on nanowires

Scanning probe microscopes provide information on surface morphology and they allow for a local characterization of a wide number of physical properties with a resolution going down to the atomic scale. In particular, atomic force microscopes give direct access to force and displacement and, thus, they are pre-destined instruments for mechanical tests at the nanoscale. It allows for bending structures in cantilever or in three-point configurations where the object is clamped either on one end only or it is placed across holes or trenches forming doubly-clamped self-suspended bridges [23, 24]. In 2000, Cuenot et al. successfully deduced the elastic tensile modulus of polypyrrole nanotubes bent in a three-point bending configuration [86]. Later on, in 2005, Wu et al. successfully applied this technique on Au nanowires which is schematically illustrated in Fig. 13(a) showing the loading of a self-suspended nanowire using an AFM-tip [24]. The applied force $F$ is inferred from the deflection $x$ of the AFM cantilever monitored with a quadrant photodiode and the cantilever stiffness $k$ ($F = kx$). The AFM images displayed in Fig. 13(b) and (c) show a self-suspended Au nanowire before and after plastic deformation by three-point bending tests. The bending experiments on Au nanowires with diameters ranging from 40 to 250 nm revealed that the elastic modulus is effectively the same for nanowires and for bulk Au (Fig. 13(d)) while the elastic limit is increased by three orders of magnitude reaching the ultimate limit for gold (Fig. 13(e)).

Fig. 13: a) Schematic of a bending test for a self-suspended nanowire using an AFM-tip. AFM image of a Au nanowire with a diameter of 200 nm b) before and c) after plastic deformation with the AFM-tip. The scale bar is 1 µm. Measured d) Young’s modulus and e) yield strength values for the tested Au nanowires (taken from ref. [24]).
Note that the nanowires were bent more than their half-thickness making it necessary to take into account higher orders of the beam bending theory which consider the tensile strain developing along the structure for strong deformations. Heidelberg et al. developed a model that describes well the force-displacement curves over the entire elastic range for Au and Si nanowires [87]. Starting from the well-known beam theory which results in the Euler-Bernoulli equation for slightly bent structures, the authors developed the following equation where the first term corresponds to the Euler-Bernoulli equation for a doubly clamped beam and the second term is a higher order taking into account tensile strain caused by large deformations.

\[
F_{\text{center}} = \frac{192EI}{L^3} \Delta z_{\text{center}} \left(1 + \frac{A}{24I} \Delta z_{\text{center}}^2\right)
\]  \hspace{1cm} (6)

Here, \(E\) is the Young’s modulus of the material, \(I\) is the moment of inertia, \(L\) is the length of the suspended structure, \(A\) is the cross-section, \(F_{\text{center}}\) is the force applied in the center of the nanowire, and \(z_{\text{center}}\) is the deformation in the center of the nanowire.

Recently, McCarthy et al. extended the AFM bending test to measure besides the Young’s modulus and the yield strength also the Poisson’s ratio \(\nu\) of metal nanowires [88]. For this purpose, the authors developed a four-point electrical measurement on self-suspended nanowires crossing a trench (see Fig. 14). The relative changes of the electrical resistance observed during nanowire bending were analyzed in terms of a model which takes into account bending and tensile deformations. Within the elastic regime, the specific electrical resistivity for metals is assumed not to be affected (\(\Delta \rho = 0\)), and thus, a fit of equation (7) to the data may be used to determine the value of \(\nu\).

\[
\frac{\Delta \rho}{\rho} = \frac{\Delta R}{R} - 2(1 + 2\nu) \left(\frac{\Delta z_{\text{center}}}{L}\right)^2
\]  \hspace{1cm} (7)
Fig. 14: a) Schematic representation of the nanowire electromechanical experiment. The AFM allows for accurate mechanical characterization by lowering the AFM tip below the axis of the nanowire, into a predefined trench, and laterally driving the tip in the $x$–$y$ plane perpendicular to the nanowire long axis. The lateral signal from the AFM-tip torsional motion during nanowire loading is measured simultaneously with the four-point resistance giving resistance– and force–displacement curves. b) AFM image of an individual suspended Ag nanowire electrically contacted at four points (scale bar: 4 µm). c) Applied force, d) measured current, and e) measured voltage as a function of AFM-tip displacement. The red curve in (c) is a fit to the generalized mechanical model [87]. f) The relative change in resistance and resistivity as a function of $\Delta z/L$ for an individual Ni nanowire with a radius of 40 nm. Taken from ref [88].

A force-displacement curve for an individual Ni nanowire with a radius of 40 nm is presented Fig. 14(c). The measured voltage and the measured current as a function of the displacement are shown in Fig. 14(d) and (e), respectively. While the voltage increases with increasing displacement, the current diminishes. The measured values of $\Delta R/R$ as a function of $\Delta z/L$ are displayed in Fig. 14(f) revealing a quadratic dependence as predicted by equation (7). The obtained Poisson’s ratio $\nu$ for Ni nanowires was essentially the same as for bulk Ni. In contrast, for fivefold twinned Ag nanowires $\nu$ was found to decrease from 0.37 for bulk to 0.225 for the nanowires under study.

I.3.iii Indentation

As illustrated before, indentation is a comparatively simple experiment giving access to the local mechanical behavior for bulk materials. Nowadays, nano-indentation is routinely employed to study the mechanical properties of thin films as well as for nanostructures. Fig. 15(a) shows a scanning force microscopy image of gold crystals which were fabricated by dewetting a Au thin film on a sapphire substrate. Nano-indentation tests on Au particles with different geometries revealed that the strength of the particles increases with increasing particle size [89], at variance with the “smaller is stronger” usual finding. Molecular dynamic simulations supported the experimental findings and revealed that the decrease of yield strength for smaller particles originates from the emission of
dislocations at the nanoparticle side facets. It is worth mentioning that such type of nano-indentation may be performed by employing atomic force microscopes simplifying the alignment procedure compared to nano-indenters thanks to the imaging capabilities.

![Figure 15](image)

Fig. 15: a) Scanning force microscopy image of Au crystals grown by dewetting a Au thin film on a sapphire substrate. b) Indentation load-displacement curves for particles of different heights. c) Atomic configuration of a molecular dynamics simulation cell for the indentation of a $h = 4.9$ nm high Au particle with a Winterbottom shape. d) Au particle after indentation simulated by molecular dynamics [89].

I.3.iv On-chip mechanical tests

Recently, a novel on-chip nano-mechanical testing laboratory has been developed at UCL (Belgium) [90, 91, 92]. The conceptual design and fabrication process are depicted in Fig. 16(a)-(d). The general idea of this approach is the deposition of the material to be tested on a strained Si$_3$N$_4$ film which has been deposited at $800 \, ^\circ$C on top of a sacrificial SiO$_2$ layer. The large internal stress in the Si$_3$N$_4$ film is controlled by the deposition conditions. By patterning the films and removing the sacrificial layer beneath, the Si$_3$N$_4$ film may relax, thus tensile straining the testing material on top. By varying the length of the Si$_3$N$_4$ actuator the stress applied on the testing material may be modified. Lithography facilitates the fabrication of numerous testing structures with different lengths, widths, and shapes on one and the same chip, allowing for studying systematically the mechanical properties and, in particular, the elastic limit of a large number of testing structures. The strain applied on the testing structures is read out by measuring the displacement of cursors, which have been fabricated
by lithography as illustrated in Fig. 16(c). This method has successfully been applied to Cu, Al, Pd, and Si for measuring their elastic limit and fracture strength.

Fig. 16: a) Conceptual design and fabrication process for the lab-on-chip approach [90] where (b) several samples together with their actuator are prepared on one and the same substrate [93]. c) The strain is read-out by the displacement of cursors. d) The variation of the length of the actuator allows for varying the applied strain [93].
In situ micro- and nano-mechanical tests in scanning and transmission electron microscopes

Within the last decade *in situ* micro- and nano-mechanical testing apparatuses were developed which allow for visualizing the deformation of the structure and for monitoring the nucleation and evolution of defects in micro- and nanomaterials. Within this sub-chapter recent developments and experimental findings obtained by micro- and nano-mechanical testing within scanning and transmission electron microscopes are reviewed.

As described before FIB milling allows for fabricating dedicated specimen for micro-mechanical testing. Kiener et al. developed a tensile testing stage for *in situ* mechanical loading in scanning electron microscopes where the microstructures as well as the gripper of the testing stage were machined by FIB milling adapting their forms onto each other (Fig. 17(a) and (b)) [13]. Scanning electron microscopy allows for following the deformation of the microstructure under tension and to correlate events showing up in the stress-strain curve with the appearance of slip traces (Fig. 17(c)-(e)).

![Fig. 17: Scanning electron microscopy image of a) a Cu tensile testing sample prepared by FIB and b) tungsten sample gripper head. SEM image c) of tensile sample placed in the gripper head and strained by 0.5% and d) after straining by 22.6%. e) Stress-strain curve where (b) and (c) mark the moment where the respective SEM images were taken [13].](image)
Note that SEM is a surface sensitive tool giving access solely to defects which exit at the surface while stored dislocations cannot be investigated. Ex situ Laue microdiffraction experiments on Cu microstructures which were strained by 22% evidenced that all dislocations escaped from the strongly deformed crystal while they were stored at the ends of the structure where the sample looks perfect in the SEM [85].

Transmission electron microscopy on the contrary allows for imaging defects and dislocations inside the specimen following their nucleation and propagation. First dynamic observations of plasticity in thin films were realized in the 90s of last century and early 2000s [94, 95]. These first in situ experiments were followed by a series of in situ mechanical studies on various types of films on polymer substrates [28, 96, 97]. The first in situ tensile tests on free-standing sub-micrometric Al single crystals prepared by FIB milling and the observation of dislocation nucleation were demonstrated by S.H. Oh et al. in the late 2000s [98]. While at the beginning dislocation loops are observed, the deformation at later stages is dominated by single ended dislocation sources (Fig. 18(a)-(c)). These studies directly showed the dislocation dynamics evidencing the source truncation in the crystal which implies higher stress for their activation. In addition, while the dislocation nucleation and loss rate were counterbalanced for a given strain rate of $10^{-4}$ s$^{-1}$, the increase in strain rate to $10^{-3}$ s$^{-1}$ caused a noticeable increase in dislocation density. These findings indicate that the deformation is strain rate sensitive.

Fig. 18: a) – c) Sequence of in-situ TEM images of an Al single crystal during tensile testing showing single-ended dislocation sources lying on a set of parallel slip planes at $\varepsilon \sim 140\%$ [98].

In the aforementioned study, the authors reported the escape of dislocations at the surface during deformation. Shan et al. reported the compression of Ni pillars containing a high density of dislocations ($\sim 10^{15}$ m$^{-2}$) in its pristine state which may have been caused by the FIB milling process (Fig. 19(a)). During compression the dislocations escape at the pillar surfaces resulting in a pillar which is free of dislocations after the mechanical test (Fig. 19(b)) [99]. The corresponding force-displacement curve is shown in Fig. 19(c). This phenomenon is termed “mechanical annealing” or “dislocation starvation” which was later on also observed in tension tests [100].
While the aforementioned experiments concentrated on samples that were prepared by FIB milling which may eventually introduce defects and modify the surface state of the fabricated structure, in recent years, in situ testing methods for objects grown by bottom-up approaches were developed. For instance, in situ compression tests on freestanding Au nanostructures inside a SEM revealed that in the absence of mobile defects or cracks, gold can yield unpredictably with apparent energy release rates resulting in pancake-like structures [101]. The nanostructures under study yielded stochastically with values ranging from 16 to 110 µN which is fivefold the load necessary for flow after yield.

On the other hand, dedicated miniaturized in situ tensile testing platforms based on micro-electromechanical systems (MEMS) were designed by Zhu et al. [102], Han and Saif [103], and Haque and Saif [104] facilitating controlled in situ tensile tests of nanostructures in scanning and transmission electron microscopes as well as in combination with Raman spectroscopy [105]. For eventually testing quasi one-dimensional nano-objects such as nanowires or nanotubes mechanically in electron microscopes, they are harvested individually from their growth substrate using a micro-manipulator in a focused ion beam or scanning electron microscope [106, 107]. Thereafter, the nanowire is glued with one end at the testing stage. Here, the micro-manipulator was employed to actually strain the nanowire. This testing configuration is illustrated in the SEM image in Fig. 20(a) where a Cu nanowire is fixed at a force sensor and the micro-manipulator. The scanning electron micrographs presented in Fig. 20(b) and (c) show the fracture surfaces of Cu nanowires after the tensile test revealing shear and brittle failure, respectively [19]. The applied strain during in situ tests in SEMs is typically inferred by digital image correlation (DIC) where the movement of markers deposited on the specimen is compared on the images during the testing and before yielding strain.
resolutions down to $10^{-4}$. These experiments evidenced ultrahigh strengths for the tested nanowires with yield strengths in the range of 1 to 7 GPa.

Fig. 20: a) SEM image of a Cu nanowire mounted between a force sensor and a nano-manipulator for in situ tensile testing. The nanowire is gripped by e-beam deposited Pt weldments, the force applied on the specimen is measured by either a poly-Si flexure beam apparatus or a capacitive-based transducer, and the local strain is measured by digital image correlation of SEM micrographs obtained during testing. SEM images of fracture surfaces of deformed Cu nanowires showing b) shear and c) brittle failure [19].

Stress-strain curves for Au nanowires investigated by in situ tensile tests in a SEM revealed different mechanical behaviors for nominally the same nanowires [108]. While the first kind shows smooth elastic to plastic transition followed by an abrupt brittle failure (Fig. 21(a)), the second kind shows an immediate brittle failure after the elastic regime (Fig. 21(b)). For both types of wires, the yield strength (ranging from 0.6 to 1.6 GPa) is much higher than the value reported for bulk gold. It is worth emphasizing that bulk gold is very ductile, which makes this brittle failure very surprising. Post mortem TEM analyses showed twin lamellae in the deformed nanowires. This twin mediated deformation is completely different from the one usually observed in bulk Au (Fig. 21(c)).
Because nano-objects exhibit much higher yield strengths as compared with bulk materials, they can be elastically deformed in a large range, which allows observing non-linear elastic behaviors. Recently, Chen et al. reported anharmonic elastic behavior for tensile strained Pd nanowires [109]. The authors loaded defect-free Pd nanowires using a MEMS based tensile testing device. Fig. 22(a) presents the loading and unloading curves for Pd nanowires with a diameter of 110 and 33 nm. While the loading and unloading curves overlap with each other demonstrating that the deformation was purely elastic the stress-strain curve deviates from a linear behavior for large strain values. This deviation is attributed to higher orders of the elasticity of the material. While the elasticity for low strains can be well described by the interaction of neighboring atoms in a material, for high strains the interaction with the second and third neighbor has to be taken into account resulting in a deviation from the linear behavior of the stress-strain curves.

$$\varepsilon = \frac{\sigma}{E} + \delta \left(\frac{\sigma}{E}\right)^2$$

Here $\delta$ is a function of the second and third order elastic constants which was found to be 11.2 +/- 3.9 for the Pd <110> nanowires under study. The higher order elastic constants and thus the anharmonic elastic behavior can be studied on nanomaterials which show elastic limits close to the theoretical values and, thus allow for applying very high strains without entering the plastic regime.
By increasing the force range and also varying the temperature Chen et al. was able to investigate the plasticity in single Pd nanowires as a function of temperature giving access to the necessary activation free energy $\Delta G_{\text{act}}$ for nucleating the first dislocation [110]. While typically energies of about 0.4 eV are necessary to nucleate a dislocation, the studies revealed an energy barrier which is ten times lower in the range of 0.03 eV. The striking implication of this result is that surface diffusion mediated by stresses is the key ingredient controlling dislocation nucleation at the surface.

Another striking example is the liquid-like behavior recently observed in Ag nanocrystals [111] by in situ high-resolution TEM. Silver nanoparticles were demonstrated to be deformed like liquid droplets while the interior remained highly crystalline with no signs of dislocations. Surface-diffusion-mediated pseudoelasticity is evident at room temperature. It can be driven either by an external force or by capillary-energy minimization. This kind of highly unusual Coble-like pseudoelasticity was also evidenced by atomistic simulations to happen for silver particles with sizes smaller than 10 nm at room temperature and at timescales from seconds to months.

Peng et al. reported on in situ tensile tests of single-crystalline Ni nanowires as a function of the nanowire diameter $d$ and the applied strain rate ranging from $10^{-4}$ to $10^{-2}$ s$^{-1}$ [112]. All stress-strain curves are almost linear with minute changes in the slope right before failure and no obvious yielding was detected. The ultimate tensile strength was found to increase with decreasing wire diameter. Additionally, for wires with a similar diameter, the ultimate tensile strength increased with increasing strain rate. Typically, the size dependence of the yield stress is described by a simple power law of $\sigma$.
\~ d^{\alpha} \text{ analogous to the well-known Hall-Petch relationship. The fitting parameter } \alpha \text{ in this work amounted to } \sim 0.7 \text{ which is in good agreement with values reported in literature for Au and Ni pillars. The increase in strain-rate sensitivity is explained by the reduced activation volume in nanowires compared to coarse-grained Ni. The grain refinement from the micro- to the nanoscale can lead to a decrease in activation volume by two orders of magnitude. The work done by ultra-high yield stress on a small activation volume is sufficient to lower the activation energy in order to nucleate dislocations.}

While scanning electron microscopy is a surface sensitive tool and, thus it allows for visualizing only the steps arising from dislocations which exit at the sample surface, transmission electron microscopy gives access to the nucleation and evolution of defects within the specimen. Minor et al. demonstrated \textit{in situ} nano-indentation of aluminum films within a TEM showing the first real time observations of discrete microstructural events such as the formation and propagation of prismatic loops that occur during mechanical deformation [113]. Furthermore, deformation-induced grain growth resulting from grain boundary migration, grain rotation, and grain coalescence was evidenced in ultrafine-grained Al by the same technique [114].

\textit{In situ} mechanical tests of individual Au nanowires in a TEM demonstrated a reversible cyclic deformation by twinning and de-twinning (Fig. 23) [115]. While during the traction of the Au wire twins were generated, these twins disappeared during the unloading and a subsequent compression. The experimental findings were reproduced by molecular dynamics (MD) simulations. These findings demonstrate the enormous power of \textit{in situ} compared to \textit{ex situ} experiments. The twinning-detwinning mechanism can exclusively be studied during the mechanical actuation while the state of the nano-object before and after deformation is the same.
Fig. 23: a) Series of TEM dark-field images captured during cyclic tension–compression. Upon the first tensile loading, a single nanotwin was formed near the tensile grip (image 1 to 2) and then erased completely by detwinning during subsequent compression (image 2 to 3). Subsequent tensile deformation was dominated by the successive nucleation and extension of parallel nanotwins along the same slip system (image 4 to 5). As the nanotwins spread over the full gauge length of nanowire while maintaining the same twin variant, the wire axis of the twinned part was rotated by ~18°. A large strain of ~30% was accommodated by twinning and then recovered by detwinning during subsequent compression (image 6) (scale bar: 100 nm). b) Snapshots from MD simulations showing the tensile deformation by twinning and subsequent detwinning of the twinned nanowire upon compressive loading. The colour coding represents the coordination number; magenta: 9 for the {111} surface atoms; grey: 8 for the {100} surface atoms in the twinned part. c) MD simulation showing the twinning and detwinning processes by the nucleation and glide of partial dislocations. Growth of a twin under tension by successive glide of partial dislocations on the adjacent plane. Detwinning by reverse glide of partial dislocations with the same Burgers vector as the twinning partial dislocations [115].

All the works reviewed above concentrated on FCC metal structures. In the case of semiconductors, Östlund et al. reported a brittle-ductile transition (BDT) for Si nanopillars. While bulk silicon is brittle at ambient conditions and becomes ductile at elevated temperatures, Si nanopillars with a diameter in the range of few hundred nanometers are ductile at room temperature [21]. Similar findings were reported for other semiconductor materials such as GaAs and InSb where the critical diameter for the BDT amounts to about 1 µm and 10 µm, respectively [20, 116]. However, this BDT was only reported for compression tests while it was not yet found for other nano-mechanical tests such as three-point bending tests on Si nanowires.

Presently, large efforts are undertaken for studying the mechanical properties of micro- and nanoscale materials as a function of temperature as well as a function of strain rate. For instance,
strain rate dependent tensile tests on silver nanowires revealed a brittle-to-ductile transition. While the Ag nanowires failed brittle for strain rates below $0.02 \text{ s}^{-1}$ they showed ductile behavior for strain rates $> 0.2 \text{ s}^{-1}$ [117]. Regarding temperature dependent nano-mechanical tests the biggest challenge is to avoid any temperature gradients and creep. Therefore, sophisticated instrumentation was realized where the samples support as well as the indenter (used for compression tests) is heated simultaneously. The first \textit{in situ} micro-mechanical testing devices for SEM were performed around 2012 that allow for indentation, compression, tension, and cantilever bending experiments as a function of temperature [118, 119, 120].

\textit{Ex situ} and \textit{in situ} characterization of micro- and nanostructures, either post mortem or during mechanical tests, using scanning and transmission electron microscopy tremendously increased our knowledge about deformation mechanisms governing at small scales. Despite the discoveries that such experiments have provided, these techniques suffer from the fact that imaging or scattering information is either limited to the surface or from a 2D projection of a thin foil of material. In the following chapter, the basic principles of X-ray diffraction will be recapitulated and modern synchrotron X-ray diffraction methods will be introduced which may provide structural information with good spatial resolution and fully in 3D. Thereafter, \textit{in situ} mechanical tests on micro- and nanostructures using synchrotron X-ray diffraction methods will be reviewed showing their strengths and advantages as well as their limitations.
II X-RAY DIFFRACTION

II.1 Basic principles of X-ray diffraction

X-rays are electromagnetic radiation which covers a spectrum of wavelengths ranging from 0.01 to 10 nm corresponding to energies in the range of 100 eV to 100 keV. One distinguishes between “soft” and “hard” X-rays depending on their respective energy and, thus, their penetration depth into materials. The separation energy is rather arbitrary. Typically X-rays with energies above 5 keV are regarded as “hard” and below this threshold as “soft”. Most X-ray photons impinging on condensed matter are absorbed via the photoelectric process. A very small proportion is scattered elastically by the electrons (Thomson scattering). This very weak interaction is a major advantage since it allows the scattered amplitude to be written as a simple Fourier transform [121, 122, 123] of the electron density:

\[ A(\mathbf{q}) = \int \rho(\mathbf{r}) e^{i \mathbf{q} \cdot \mathbf{r}} d\mathbf{r} \]  

where \( \rho(\mathbf{r}) \) is the electron density in real space and \( \mathbf{q} = \mathbf{k}_{\text{out}} - \mathbf{k}_{\text{in}} \) is the scattering vector defined as the difference between the incident wave vector and the scattered one.

This remains an approximation and in the case of perfect crystals it should be carefully justified. Generally, thin crystals with thickness smaller than the extinction length scatter waves in the kinematic regime [124]. In the case of a finite size crystal, considering the Bravais lattice \( \mathbf{R}_m \) and the shape function \( s(\mathbf{r}) \) one gets:

\[
A(\mathbf{q}) = FT \left[ s(\mathbf{r}) \sum_m \rho(\mathbf{r})^* \delta(\mathbf{r} - \mathbf{R}_m) \right] = S(\mathbf{q})^* F(\mathbf{q}) \sum_m e^{i \mathbf{q} \cdot \mathbf{R}_m} \\
\propto S(\mathbf{q})^* F(\mathbf{q}) \sum_m \delta(\mathbf{q} - \mathbf{G}_m) 
\]

where \( \rho_c(\mathbf{r}) \) is the unit cell electron density, \( F(\mathbf{q}) \) its Fourier transform i.e. the structure factor, \( S(\mathbf{q}) \) is the Fourier transform of \( s(\mathbf{r}) \), \( \mathbf{G}_m \) are reciprocal space vectors, \( \delta \) is the Dirac distribution, and the asterisk * represents the convolution product. This very well-known expression simply shows that the diffraction pattern of an unstrained crystal consists in well-defined Bragg peaks at positions given by the Laue condition: \( \mathbf{q} = \mathbf{G}_m \).

A convenient way for visualizing Laue diffraction conditions is the Ewald sphere which is depicted in Fig. 24 [125]. Its construction allows the determination of which lattice planes –
represented by the reciprocal lattice points – result in a diffraction signal for a given wavelength $\lambda$ of incident radiation. Its radius is given by the modulus of the incident wave vector $|\vec{k}_{in}|$. For elastic scattering both the incident and the diffracted wave vectors have the same length $|\vec{k}_{in}| = |\vec{k}_{out}|$. Hence, for monochromatic radiation, the reciprocal lattice points, which may result in a diffraction signal must lie on the Ewald sphere.

![Ewald sphere](image)

**Fig. 24:** Schematic of the Ewald sphere whose radius is given by the length of the incident wave vector $|\vec{k}_{in}|$. The diffraction points, which may result in a diffraction signal must lie on the Ewald sphere.

As may be seen from formula (10) the Fourier transform $S(\vec{q})$ of the crystal shape is transferred by convolution on any reciprocal space node. As a general rule, one may note that extended objects in real space are small in reciprocal space while small objects in real space result in extended diffraction signals in reciprocal space. Therefore, an infinite three-dimensional crystal of periodically arranged atoms results in periodically arranged sharp Bragg reflections. In the case of a semi-infinite object, the introduced surface can be regarded as an infinite two-dimensional plane with a finite thickness of a few atomic layers in the third dimension. This confined thickness in real space leads to an extended reflection in reciprocal space – the crystal truncation rod (CTR). In the mathematical description, the Fourier transformation of an infinite two-dimensional plane results in a one-dimensional line standing perpendicular on the plane – the CTR. This crystal truncation rod connects the Bragg reflections (see Fig. 25(a)) and it is the weakest in the center between two reciprocal lattice points. Studies of the CTR intensity give access to the surface morphology [126, 127].

Considering a finite object which may be a single grain in case of polycrystalline material or a nanosized monocrystal, the shape of the structure affects the diffraction pattern. Each surface creates a crystal truncation rod. Thus, for instance, for a hexagonal object (Fig. 25(b)) the shape
factor results in a six-fold symmetrical diffraction pattern (see Fig. 25(c)). This shape factor is independent of the scattering vector and, hence, it appears at every Bragg reflection (see Fig. 25(d)). In addition, the finite size of the structure results in diffraction fringes related to the object size.

![Fig. 25: a) Schematic of the crystal truncation rods (CTRs) originating from the sample surface connecting the Bragg reflections. b) Schematic of a hexagonal object whose shape factor results in c) a six-fold symmetrical Bragg reflection which d) appears at every reciprocal lattice point.](image)

In practice, it is not the amplitude \(A(q)\) that is measured but the intensity \(I(q) = |A(q)|^2\). In the case of an assembly of crystals illuminated by an incoherent beam, one will measure an incoherent addition of intensities on the detector and, since assembly of objects is seldom mono-disperse, generally blurred patterns are obtained with loss of information. One is then left with statistical information from size and shape that may be extracted from line profiles. On the other hand, if a single object is illuminated by a coherent beam with coherence lengths larger than the object size, one obtains a coherent diffraction pattern, which contains all the information on the object. This is what is generally called coherent diffraction. Here, the coherence of the beam means that all points of the wavefront impinging on the sample are correlated. Coherent diffraction from a single Au crystal [128], 1 \(\mu\)m in size, has been reported. The corresponding diffraction pattern show distinct fringes and streaks, which are clear indications that one is indeed dealing with \(|S(\vec{q})|^2\). Inverse Fourier transforming such data yields the Patterson function, which is the autocorrelation function of the density. However, the crystal shape determined from the diffraction data remains ambiguous due to the fact that the phase of the scattered amplitude is actually not recorded. This so-called phase problem can be solved using phase retrieval algorithms. This technique called Coherent Diffraction Imaging (CDI) will be presented and discussed in section II.4.

Considering a strained crystal (with restricting ourselves to purely elastic strains) and taking into account both that elasticity describes the distortion of the crystalline lattice [129] (and not of the basis) and that elastic strains are always small (of the order of few % even in nanosized crystals), the structure factor \(F(\vec{q})\) can be presumed to be not affected. The crystalline lattice is thus distorted:
where $\vec{u}$ is the displacement field. Diffraction is sensitive to the displacement and not simply to strain, i.e. diffraction is also highly sensitive to lattice rotation. If $i = 1, 2, 3$ are the principal orthogonal directions in space, the strain and rotation tensors $\varepsilon_{ij}$ and $\omega_{ij}$ write

$$
\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \quad \text{and} \quad \omega_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i} \right)
$$

within the framework of the small displacements approximation. The amplitude scattered from the strained crystal writes now

$$
A(\vec{q}) = S(\vec{q}) \ast F(\vec{q}) \sum_m e^{i \vec{q} \cdot (\vec{R}_m + \vec{u}_m)}
$$

In the vicinity of Bragg peak $\vec{G}_0$, one may write $\vec{q} = \vec{G}_0 + \vec{q}$ and neglect the term $\vec{g}_0 \cdot \vec{u}$. Thus:

$$
A(\vec{q}) \approx S(\vec{q}) \ast F(\vec{q}) \sum_m e^{i \vec{q} \cdot \vec{u}_m} e^{i \vec{q} \cdot \vec{R}_m}
$$

This shows that to a very good approximation (13) the amplitude scattered by the deformed crystal may be described as the Fourier transform of a modified electron density:

$$
A(\vec{q}) \approx FT \left[ \rho(\vec{r}) e^{i \vec{G}_0 \cdot \vec{r}} \right]
$$

Consequently, a strained crystal behaves as if it had a complex electron density with a phase factor $\rho_{0} \cdot \vec{u}(\vec{r})$. This phase strongly influences the intensity distribution and may be determined via phase retrieval coherent diffraction patterns. At variance with the size effect previously described, this strain effect is clearly Bragg peak-dependent. When the strain is homogeneous throughout the crystal under investigation, the displacement field varies linearly with position and the amplitude remains unaffected. The strain is then deduced directly from the shift in peak position. This forms the basis of many methods to determine strains and stresses in materials. Aside from the shift of the mean Bragg position coherent diffraction patterns contain detailed information on the size and the strain field within the crystal (see Fig. 26(i)). In the case of incoherent scattering Bragg peak
broadening may be used to deduce the size of the diffracting crystal and/or the inhomogeneous strain (see Fig. 26(ii)). In the latter case the peak broadening increases with the distance from the origin of reciprocal space whereas size broadening is independent from the position in reciprocal space. This dependence is used to separate strain broadening from size broadening.

Fig. 26: (i) a) Simulated coherent diffraction pattern for an unstrained Si line. The fringes along the vertical direction arise solely from the size. b) Coherent diffraction pattern from a Si line strained by a nitride cap showing the same size fringes in the vertical direction as for the unstrained case. The broadening in the horizontal direction is dominated by the strain gradient. c) Full simulation taking into account the strain field shows good agreement with experimental data shown in (b) (after [131]). (ii) Schematic of size and strain broadening of diffraction peaks.
II.2 Focusing optics

In standard laboratory diffractometers, the size of the X-ray beam is typically in the range of few millimeters. Such broad X-ray beams allow for studying an ensemble of nanostructures but they do not give access to the properties of one single nano-object. In order to examine individual nanostructures the size of the X-ray beam has to be in the same order as the size of the object, i.e. the X-rays have to be focused down to the 100-nm regime.

The refractive index for electromagnetic waves is described by the following equation

$$n = 1 - \delta - i\beta$$

(16)

Note that the refractive index for X-rays in matter is < 1 which may lead to total reflection. The critical angle of reflection is defined by the real part $1 - \delta$ which scales quadratic with the atomic number ($1 - \delta \propto Z^2$) while the imaginary part $\beta$ that defines the absorption raises with the fourth power ($Z^4$). Typical values for $\delta$ and $\beta$ are in the range of $10^{-5}$ and $10^{-7}$, respectively. Thus, the refractive index for hard X-rays is very close to unity. This fact complicated the development of focusing optics for hard X-rays. Recent progresses in the fabrication of diffractive, refractive, and also reflective X-ray optics applied at 3rd generation synchrotron radiation sources gave rise to tremendous advances in micro- and nanofocusing.

Note that the synchrotron X-ray source, meaning the electron beam, is not a point source but it is extended. Therefore, focusing optics only allow for a demagnification of the source size which is typically in the range of several tens of micrometers. Nowadays, the length of a typical synchrotron undulator beamline is around 50 m and the distance of the focusing optics from the sample varies between few centimeters up to the meter range. Thus, demagnification ratios ranging from several tens to one thousand are obtained resulting in focal sizes in the range of few hundreds of nanometers. While focusing optics installed very close to the sample position offer very small foci, they limit the possibility of installing special sample environments such as heating stages, cryostats etc. Currently, many synchrotron beamlines are extended in length to > 100 m opening the possibility to further reduce the focal size, or for keeping the same focus as before for optics with larger working distances and, thus, for allowing the installation of sample environments. The smallest focal spot obtained at the 1 km long beamline BL29XUL of SPRING-8 amounted to 7 nm in vertical direction [132]. Besides the advantages concerning the focal size, the elongation of beamlines also increases the lateral coherence length of the X-ray beam which is important for diffraction studies using coherent beams as will be shown in section II.4 [133, 134, 135, 136].
II.2.i Reflective Optics

Conventional mirrors, as used for visible light, at normal incidence cannot be used for hard X-rays, because the reflectivity is too low. A high reflectivity is obtained for grazing incidence when the incident angle is smaller than the critical angle of reflection which is defined by the real part of the refractive index

\[ 1 - \delta = \cos \theta_c \]  

\[ \theta_c \approx \sqrt{2\delta} \]  

Taking into account \( \delta \sim 10^{-5} \), the critical angle \( \theta_c \) is typically of the order of few milliradians and it increases with increasing \( Z \). To reduce the astigmatism Kirkpatrick and Baez proposed the use of two elliptical mirrors in a crossed configuration [137]. Fig. 27 shows such a geometrical arrangement which became known as Kirkpatrick-Baez (KB) mirrors. A major advantage of mirrors as focusing optics is their achromaticity, i.e., the focal length is independent of the energy and respective wavelength of the incident radiation. Thus, they are used for focusing monochromatic beams as well as white beams. In addition, they allow for varying the energy of the incident X-ray beam which is mandatory for absorption and spectroscopy studies.

Fig. 27: a) Picture and b) schematic view of a Kirkpatrick-Baez system consisting of elliptical two mirrors which focus an incoming X-ray beam the horizontal and the vertical direction (taken from [138]).

II.2.ii Refractive Optics

Refractive lenses made of glass are among the most widely used optical components for visible light. For a long time, refractive lenses were considered unfeasible for X-rays due to the weak refraction and strong absorption. However, in the 90s of the last century Snigirev et al. demonstrated that hard X-rays can be focused by concave lenses (Fig. 28(a)) [139, 140]. The concave shape results from the fact that the refractive index of hard X-rays is smaller than unity. The focal length \( f \) which is defined by the equation below is only positive for lenses exhibiting a negative radius \( R \), i.e., having a concave shape.
Thus, for a biconcave lens with a parabolic profile \( x^2 = 2Ry \) as depicted in Fig. 28, the focal length is given by the following equation.

\[
\frac{1}{f} = \frac{2(n-1)}{R} \tag{19}
\]

\[
f = \frac{R}{2\delta} \tag{20}
\]

For a typical radius of curvature of 200 µm and considering the value for \( \delta \) being in the range of \( 10^{-5} \), the focal length is in the range of several tens to one hundred meters. In order to achieve a focal length of the order of 1 m, several lenses have to be stacked behind each other (Fig. 28(b)). This arrangement, which is illustrated by the photographs in Fig. 28(c) is known as compound refractive lens (CRL). To minimize absorption and due to the fact that the absorption rises with \( Z^4 \), the lenses have to be prepared out of light materials such as Be, B, C, Al, and Si. The aperture for a lens with a thickness \( 2y_0 + d \) amounts to \( 2R_0 = 2\sqrt{2Ry_0} \).
II.2.iii Diffractive Optics

Diffraction refers to phenomena which occur when waves encounter obstacles. When light passes through a double slit, a circular wave emanates from each slit which interfere with each other. This experiment was first performed by Thomas Young in the year 1803. For a grating with an arbitrary number of slits the interference fringes are described by the following equation

\[ m \lambda = d \cdot \sin \theta_m \]  

(21)

where \( m \) is the order of diffraction, \( d \) is the inter-slit distance, and \( \theta_m \) is the diffraction angle of the diffraction order \( m \).

Diffraction gratings do not have to consist necessarily of straight slits. For instance, a Fresnel zone plate (FZP) is a circular diffraction grating. Its focusing properties were first discussed in the late 19th century, and Baez originally suggested its use as X-ray optical element. A FZP consists of a series of \( N \) concentric rings with a radius of \( r_N^2 = N \lambda F \) (see Fig. 29 [142]). The width \( d_r_n \) of the rings decreases with increasing radius. The focusing capability is based on constructive interference of the wavefront modified by the passage through the zone plate. Such FZPs are conventionally fabricated by electron beam lithography or by holographic techniques [143, 144].

![Fig. 29: Schematic of a Fresnel zone plate with \( N \) rings and a radius \( r_N \). The width of the \( n \)-th ring is \( d_r_n \). (taken from [142]).](image)

Besides the first order of diffraction higher diffraction orders \( m \) exist as well as the 0th order. These additional diffraction orders deteriorate the first order beam focus and, hence, they have to be eliminated. For this purpose, a pinhole – the order sorting aperture (OSA) – is introduced as close as possible to the focal point of the first order. However, the OSA still allows the 0th order to penetrate and, thus a central beam stop (CBS) which has at least the same size as the OSA, is installed right in front of the Fresnel zone plate. The complete setup with a Fresnel zone plate is schematically illustrated in Fig. 30.
Just as the Rayleigh resolution of a light microscope lens is determined by its numerical aperture (NA) the Rayleigh resolution of a zone plate is determined by its maximum diffraction angle $\theta = \lambda / 2 \cdot d_{r_n}$, so that the Rayleigh resolution is $1.22 \cdot d_{r_n} / m$. Typical values for diffraction limited resolution at an X-ray energy of about 10 keV and with a focal distance of 10 cm by lithographically produced FZPs are below 100 nm. The Fresnel zone plate is a chromatic focusing device and, thus, the focal length $f = D \cdot d_{r_n} / (m \lambda)$ as well as the depth of focus $\text{DOF} = \pm 4 \cdot d_{r_n} / (m \lambda)$ depends on the wavelength (or energy) of the incident X-rays. At an energy of 10 keV, the focal length and the $\text{DOF}$ of the FZP (with an outer zone width of $d_{r_n} = 70$ nm and a diameter of $D = 200 \, \mu m$) used at beamline ID01 at the European Synchrotron ESRF in Grenoble amount to 112.9 mm and ±160 $\mu m$, respectively.

II.2.iv Advantages/Disadvantages of different focusing optics

The three different types of focusing optics have their respective advantages and disadvantages. Mirrors (section II.2.i) are achromatic devices and, thus, they allow focusing monochromatic radiation as well as white beams. Hence, they facilitate energy changes necessary for X-ray absorption spectroscopy or 3D X-ray diffraction by the energy tuning approach. In contrast, refractive (section II.2.ii) and diffractive (section II.2.iii) optics are chromatic with a bandwidth of about $\Delta E / E \sim 10^{-3}$. The chromaticity, i.e., the dependence of the focal distance as a function of the energy is more pronounced for refractive lenses than for diffractive gratings. The focal length is directly proportional to the energy for Fresnel zone plates while it rises with $E^2$ for refractive lenses. Concerning the preservation of the coherence of the beam, diffractive gratings are very well suited since they do not alter the wavefront of the incident beam while the asperity of mirror surfaces and refractive lenses may disturb the wavefront. Major advances have been made within the last years concerning the polishing of mirror surfaces rendering possible the fabrication of surfaces with an rms of the height distribution well below 1 Å over a mirror length of 1 m and, thus, minimizing the wavefront
perturbation and even yielding an increased coherent flux compared to other optics. Besides the influence of the focusing optics on the beam properties they may also limit the space available to install specific sample environments for in situ studies. While the distance between all focusing optics and the sample position is the same in order to obtain the same focal spot size, the order sorting aperture used in combination with Fresnel zone plates limits the most the experimental setup. Typical distances of the OSA from the sample position are in the range of few centimeters for hard X-rays.

II.3 Laue microdiffraction

The use of micron-sized white beams to perform local Laue diffraction was pioneered at the Advanced Photon Source (APS) in the late 90s and early 2000s [145, 146]. It was soon applied to the evaluation of defects in crystals [147] and extended from a 2D projection to a full 3D investigation [148]. Spurred by the need for stress mapping at the micron and submicron scale in microelectronics components Laue microdiffraction was implemented at Advanced Light Source (ALS) in Berkeley during the same period [149]. Very quickly innovative results on stress distributions in metal lines and thin films were obtained [150, 151] showing that very large stress inhomogeneities can be expected in these polycrystalline structures. The development of Laue microdiffraction came to Europe five years later with a first publication from the Swiss Light Source in 2006 [14]. During the same year, a station dedicated to Laue microdiffraction started working at the BM32 beamline at ESRF in Grenoble [152].

While coherent X-ray diffraction uses a monochromatic beam, Laue diffraction is based on polychromatic X-ray beams covering a large energy range. As described before, a convenient way for visualizing diffraction conditions is the construction of the Ewald sphere. With monochromatic X-rays the Ewald sphere passes only through a limited number of reciprocal lattice points (as shown in Fig. 24) making it necessary to rotate the sample to measure different Bragg reflections. However, when employing a broad spectrum of X-rays, i.e. a polychromatic beam, a large number of reciprocal lattice points are accessible simultaneously as indicated by the shaded area in Fig. 31. The two circles indicate the respective Ewald sphere for the X-rays with the largest energy (shortest wavelength) and the lowest energy (longest wavelength) within the spectrum of the polychromatic X-ray beam. All reciprocal lattice points which are in between these two circles (indicated by the shaded area) are measured simultaneously without any rotation of the crystal. This technique using a white (or polychromatic) X-ray beam is known as Laue diffraction which is historically the very first diffraction technique that has been employed in fact by Max von Laue. Thanks to the large number of diffraction
spots recorded in one pattern the crystalline structure as well as the orientation of the crystal is readily available as will be shown below.

![Diagram showing Ewald spheres for polychromatic X-ray beams]

Fig. 31: Schematic illustration of the Ewald spheres for polychromatic X-ray beams covering a large number of reciprocal lattice points. The red and blue dashed circles represent the Ewald sphere for the lowest (longest) and the highest (shortest) X-ray energy (wavelength) within the polychromatic beam.

Considering two parallel X-ray beams of different energy with the wave vectors $k_{in}$ and $k_{in}'$ being scattered on atomic planes of the same family, e.g. \{111\} and \{222\} planes, the wave vectors of the diffracted X-rays $\vec{k}_{out}$ and $\vec{k}_{out}'$ are again parallel to each other (Fig. 32(a)). Thus, together with the two scattering vectors $\vec{q}$ and $\vec{q}'$ the wave vectors of the incident and the diffracted X-rays form similar diffraction triangles. Since the diffraction pattern is recorded in the far-field, the two parallel diffracted beams are recorded at the same position on the detector. Since most detectors used for Laue diffraction do not have any energy resolution, the different energies of the impinging X-rays cannot be distinguished. Thus, the intensities from the diffracted beams are simply added up. This implies on the one hand that the measured intensity is the integrated intensity over a certain $q$ direction in reciprocal space (Fig. 32(b) [153]) and, on the other hand, the position of the Bragg peak in the diffraction pattern only depends on the relative direction of the atomic plane $\vec{a}_q$ with respect to the incident beam.

As a result of these conclusions, three important aspects can be deduced for Laue diffraction.

1. Each diffraction peak observed in the Laue diffraction pattern may be composed of several Bragg reflections, e.g. the diffraction peak indexed with \{111\} planes may be composed of several Bragg reflections from \{111\}, \{222\}, \{333\} planes, since their diffraction vectors are parallel to each other.

2. A homogeneous lattice expansion leads to equivalent changes of the primitive reciprocal lattice vectors. Thus, all reciprocal lattice points change along their $q$ directions as shown by
the red line in the Fig. 32(c). Since the direction of all atomic planes $a_q$ remains the same, no changes are observed in the diffraction pattern. Hence, for white-beam Laue diffraction, the unit cell volume cannot be uniquely determined preventing the measurement of the full strain tensor $\vec{\varepsilon}$ (except in few special cases where a reliable mechanical model can be plugged into the data analysis [154]). Therefore, standard Laue diffraction only gives access to the deviatoric strain $\vec{\varepsilon}_{\text{dev}}$ without the hydrostatic term $\vec{\varepsilon}_{\text{hyd}}$

$$\vec{\varepsilon}_{\text{dev}} = \vec{\varepsilon} - \vec{\varepsilon}_{\text{hyd}} = \begin{bmatrix} \varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13} \\ \varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\ \varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33} \end{bmatrix} - \begin{bmatrix} \Delta/3 & 0 & 0 \\ 0 & \Delta/3 & 0 \\ 0 & 0 & \Delta/3 \end{bmatrix}$$ (22)

where $\Delta$ is the trace of $\varepsilon$, i.e. $\Delta = \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33}$. In order to measure the complete strain tensor, the energy for at least one Bragg peak has to be determined. This might be achieved either by using energy dispersive detectors such as a pnCCD [155, 156] or a fluorescence detector [157], or by the so-called rainbow method [158, 159, 160]. A pnCCD consists of energy dispersive pixels which allow for measuring energy spectra of the diffracted X-ray beam for each pixel giving an energy resolution of about 20 eV at an X-ray energy of 10 keV (corresponding to a strain resolution of 0.2 %). The rainbow method bases on the introduction of a monochromator crystal in front of the sample which filters out a pre-selected energy. Due to this energy filter the intensity of certain Laue spots diminish allowing for correlating the diffraction spots with the energy of the scattered X-rays. This technique gives an energy resolution in the range of 1 eV and, thus, a strain resolution of about $10^{-4}$ [161].

3. Contrary to homogenous lattice expansions, small rotations as shown in Fig. 32(d) result in displacements of the reciprocal lattice vectors perpendicular to their $q$ direction. Hence, the rotation of the crystal lattice which leads to directional changes of the atomic planes causes a movement of the diffraction spots on the detector. Therefore, the rotation of a crystal is directly accessible by Laue diffraction.
Besides the crystal structure, the orientation, and the deviatoric strain, Laue diffraction also allows for detecting and determining crystal defects (as illustrated in Fig. 33) such as:

1. Point defects and coherent precipitates lead to a sharp but weaker Bragg reflection accompanied by some redistributed broad diffuse scattering intensity.

2. Statistically stored dislocations (SSDs) where the total Burgers vector equals zero cause a broadening of the diffraction peak in every direction and the diffraction peak exhibits a symmetric (circular) shape.

3. In contrast, geometrically necessary dislocations (GNDs) – unpaired dislocations – with a non-zero net Burgers vector induces a local lattice curvature. Thus, the orientation of the lattice planes and therefore also the diffraction vector slightly changes the orientation. This orientation gradient results in a streaking of diffraction peaks. By analyzing the streaking direction of the Laue spots the type of GNDs may thus be deduced. However, if dislocations with different Burgers vectors are present in a crystal the evaluation of the activated slip systems is ambiguous.

4. Dislocations form cells and boundaries to minimize the internal strain energy. Sub-grains which are separated by such boundaries can be observed with Laue diffraction and are evidenced by split intensities.
For a given Laue diffraction pattern, it has firstly to be indexed by assigning Miller indices to each Laue spot before being able to determine the crystal orientation as well as the strain. Various programs such as XMAS [163], LaueTools [164], and LaueGo [165] have been developed in the recent past for these purposes. For indexing, first the primitive reciprocal lattice vectors are re-expressed by Cartesian coordinates using a transformation matrix $B$. In a second step, this reciprocal Cartesian coordinate system is rotated into a laboratory Cartesian coordinate system employing a matrix $U$ whose axis directions are related to the directions of the incident X-ray beam and the detector. Thus, by multiplying the Miller indexes with both matrixes $U$ and $B$, the directions of the reciprocal lattice vectors can be expressed in the lab frame.

In order to calculate the deviatoric strain tensor in the real space the primitive reciprocal lattice vectors are also expressed in Cartesian coordinates with a transformation matrix $A$. The transpose of this matrix $A$ multiplied with matrix $B$ results in the identity matrix $I$. By means of a transformation matrix $Tr$, this matrix $A$ of the distorted crystal can be further linked to the matrix $A_0$ from the perfect lattice structure: $A = TrA_0$. This transformation matrix contains both distortional and rotational components. Since the rotational component is antisymmetric, the distorted term can be obtained by

$$
\epsilon_{\text{dev}} = \frac{Tr^t + Tr}{2} - I
$$

where $\epsilon_{\text{dev}}$ is the deviatoric strain tensor of the crystal.
In conclusion, the indexing of the Laue diffraction pattern consists of finding two matrixes $U$ and $B$ which are related to the orientation of the crystal and the lattice parameters, respectively, and which allow for determining the direction of the diffraction planes and the deviatoric strain tensor.

Inhomogeneous strain distributions and defects which lead to inhomogeneous displacement fields within a material result in changes in the Laue diffraction patterns. The effect of different defects on the Laue diffraction patterns are rather complicated and well summarized in a recent book by Barabash and Ice [166]. Here only a simplified view is given, where the influence of dislocations and inhomogeneous elastic strain on the Laue diffraction pattern is discussed on several examples.

An inhomogeneous strain distribution on the lattice rotation can be illustrated by the bending of a beam where the upper surface of the beam is compressively strained, while the lower surface is under tension. This inhomogeneous strain distribution leads to the rotation of the crystal lattice along the beam. These orientation gradients can be deduced either from the streaking of the Laue spots or from the movement of the diffraction peaks between neighboring positions of the illuminated sample volume which is given by the footprint of the incident X-ray beam which is typically of the order of 500 nm [167]. Besides this inhomogeneous elastic strain distribution, the storage of dislocations may also result in the rotation of the crystal lattice due to the inhomogeneous displacements generated by the dislocations in the crystal lattice. Considering the displacement around a single edge dislocation in an infinite isotropic elastic crystal [168] where the $x$ axis is along the Burgers vector and the $y$ axis is perpendicular to the slip plane the rotation is described by the following equation:

$$
\omega_{xy} = \frac{bx}{\pi(x^2 + y^2)}
$$

It is worth noting that dislocations with different signs ("+" and "-"") cause rotations in opposite directions. Thus, when dislocations with different signs are stored within the probed volume, the rotations from these dislocations cancel each other, which reduce or even eliminate the long-range rotation of the material. Therefore, when an equal density of dislocations of each sign is stored in a material, only a slight weakening and broadening of the Laue spots is observed in the diffraction pattern, which is difficult to detect by white beam Laue diffraction. Usually this kind of dislocation storage is found for uniaxial mechanical tests of bulk materials, where dislocations are statistically stored at different obstacles. This kind of stored dislocations, called statistically stored dislocations (SSD), is not detectable by white beam Laue diffraction.

In contrast to the SSDs, an excess number of dislocations of same sign are found in systems loaded in such a way that strain gradients develop. These dislocations are produced in order to
reduce the strain energy in the crystal. Since rotations from dislocations of the same sign do not cancel each other but they accumulate resulting in macroscopic rotations which are detectable by Laue diffraction. Considering a Burgers circuit between two parallel slip planes, the closure failure is given by $n b$, where $n$ is the excess number of dislocation with one sign and $b$ is the Burgers vector of an edge dislocation. This closure failure corresponds to the elongation of one side of the slip plane and, thus results in a deformation of the crystal as a total as in the case of an elastic bending. Hence, dislocations of one sign are stored to accommodate the deformation from various parts of the crystal. Since the density of the stored dislocations is related to the geometry of the structure, this kind of dislocations is called geometrically necessary dislocations. Note that the concept of GNDs depends on the probed volume. For example, when just one dislocation is probed, every dislocation is a GND, like in the case of the recently reported paper by Hofmann et al. [169].

In order to detect the rotation caused by GNDs two methods exist. When the volume in which the GNDs are stored is illuminated, streaked diffraction peaks are observed while when the volumes on each side of the stored GNDs are probed separately, the rotation induced by the GNDs leads to the movement of the diffraction spots on the detector. It is worth noting that instead of yielding rotations in arbitrary crystal directions, rotations induced by GNDs are around specific crystalline directions, which correspond to different slip systems. For example, for the <110>{111} type of dislocation in a FCC crystal, the rotation axis from different slip systems is always around the <112> direction. Thus, by measuring the rotation by means of Laue diffraction and comparing them with the different <112> rotation axis, the activated slip systems can be identified. Finally, it is worth noting that when dislocations glide through the crystal, the crystal lattice restores to the perfect position and, thus no detectable change is observed by Laue diffraction.

In recent years, the Laue microdiffraction technique has been further developed. On the one hand, it has been combined with digital image correlation (DIC) that allows for tracking the movement of the Laue spots on the detector with a subpixel resolution [170, 171]. This method has been shown to be suitable to measure Laue spot motion between different deformation states and to deduce the associated increment of lattice rotation and of local elastic strain which typically induce displacements of the Laue spots smaller than a pixel on the detector. With Laue-DIC strain resolutions of $10^{-5}$ and thus stress resolutions of the order of few MPa can be obtained [170, 171, 172]. On the other hand, a 3D Laue microdiffraction approach has been developed which allows the measurement of the dislocation densities as well as stress and strain with sub-micrometer resolution in three dimensions [167, 173, 174]. This technique bases on differential-aperture X-ray microscopy (DAXM) which exploits knife-edge step profiling to provide a micrometer-resolution X-ray slit with high angular acceptance in combination with a 2D detector. This approach is analogous to a
translating pinhole camera providing access to full diffraction information from sub-micrometer voxels in bulk materials with strain resolutions of the order of $10^{-4}$.

Fig. 34: Differential-aperture X-ray (structural) microscopy depth-profiling method. Schematic view of a white microbeam penetrating a sample and scattering into a CCD area detector. Bragg scattering for the (hkl), (h’k’l’) and (h”k”l”) Laue reflections is depicted for a single grain and for a small segment (or voxel) in the interior of the grain. A Pt wire profiler is shown at position (n) and the dashed circle indicates the (n + 1) position of the wire after a sub-micrometer step. Taken from ref. [173].

Fig. 34 illustrates the method for obtaining depth-resolved Laue patterns from bulk samples. After collecting a CCD image with the wire at position n, the wire is stepped to position n + 1 where a second CCD image is collected. The source of the differential intensity $I(n) - I(n + 1)$ in each pixel of the detector can be uniquely assigned to length segments along the microbeam using the position of the profiling wire and the position of individual CCD pixels. This is illustrated by the intensity of the hkl reflection emanating from a voxel in the center of the grain shown in Fig. 34. Continuing the process of stepping the wire across the diffraction pattern, the corresponding differential intensities for the h’k’l’ and h”k”l” reflections are generated in a similar manner. Comparison of the pixel-by-pixel differential intensities provides a spatial mapping with sub-micrometric resolution of the entire Laue diffraction pattern onto the source of the scattering along the incident microbeam. The pixel positions, the geometrical parallax associated with the ($\sim 20 \times 20 \, \mu m^2$) pixel size, and the step size, step direction, and the circular shape of the profiling wire are taken into account. The wire may be stepped at an angle to the microbeam if desired. It is necessary for the overall precision and accuracy of the method that the distance of the wire to the sample $D_{XR}$ is much smaller than the distance to the detector $D_{CCD}$. This condition ensures that the parallax correction due to CCD pixel size is small and that the spatial resolution of the reconstructed diffraction patterns is determined primarily by
the step size of the profiling wire differential aperture. Therefore, depth resolutions significantly smaller than a micrometer is readily achievable.

Fig. 35 depicts the geometry for depth-dependent measurements in a 25-µm-thick <001> oriented Si plate with <110> edges that was bent to a radius \( R = 3.3 \) mm at the apex of the arch. While standard Laue microdiffraction (depth-integrated Laue) patterns exhibit streaked Laue spots, depth resolved Laue microdiffraction allows for measuring split diffraction spots which originate from the upper and the lower surface of the bent Si plate. These measurements eventually facilitate the determination of the deviatoric strain tensor for the compressed and the stretched parts of the sample.

![Diagram of DAXM orientation and strain measurements in a cylindrically bent Si plate.](image)

Fig. 35: DAXM orientation and strain measurements in cylindrically bent Si plate. a) Illustration of the strain gradient in a thin, bent plate and the X-ray microbeam geometry used for strain tensor measurements. b) Polychromatic microbeam diffraction pattern from cylindrically bent Si (top panel), and depth-resolved diffraction patterns extracted by DAXM for 1-µm layers near the top and the bottom surfaces of the plate (bottom panel). The enlarged views for the 008 and -3,1,11 reflections indicate the effects of bend-induced strain and the \((0.01238° \text{ per } \mu \text{m})\) bend-induced rotations along the beam direction. Taken from ref [173].
II.4 Coherent Bragg diffraction

II.4.i Coherence

As described in section II.1 and formula (15) the amplitude scattered by a crystal is a Fourier transform of electron density times a complex phase factor, which is related to the projection of the displacement field on the Bragg vector. This has been derived under the implicit assumption that the crystal is illuminated by a plane wave i.e. a fully coherent beam. Highly brilliant and highly coherent X-ray beams are nowadays generated at 3rd generation synchrotron sources. In a simple approach the coherence of a wave can be described via two different coherence lengths – longitudinal and transversal. They depend on the monochromaticity of the X-ray beam and on the source size seen from the scattering object. Considering a point source emitting monochromatic radiation, the coherence lengths are infinite. The longitudinal coherence length is defined as

$$L_c = \frac{\lambda^2}{2\Delta\lambda} = \frac{hc}{2\Delta E}$$  \hspace{1cm} (25)

Considering a typical Si 111 monochromator which exhibits an energy resolution of $\Delta E/E \sim 10^{-4}$ results in a longitudinal coherence length of the order of 0.6 µm for 10 keV X-rays.

On the other hand, the X-ray sources are not point-like but they have a finite size. X-rays emitted from two different regions of the source do not have any phase relation. When considering Young’s double-slit experiment using two point sources, which are separated by a distance $S$, the two interference patterns created by the waves emitted from the two sources overlap. In order to maintain an interference pattern, the phase shift between the two patterns must be less than $\pi$ resulting in a lateral coherence length defined by the following equation

$$L_c = \frac{\lambda D}{2S}$$  \hspace{1cm} (26)

where $D$ is the distance of the source from the double-slit. Therefore, the lateral coherence lengths increase with decreasing source size and increasing sample-source distance which reduces the effective source size. Typical values of the lateral coherence lengths for 3rd generation synchrotron beamlines are few tens of micrometers in the horizontal and around 100 µm in the vertical direction. Several upgrade programs are underway at 3rd generation synchrotron sources. They rely on the development of hybrid multi-bend achromats which will allow for a significant decrease in horizontal emittance. The resulting gains in brilliance and coherent flux are expected to revolutionize coherent diffraction imaging.
II.4.ii Phase retrieval

Note that in all X-ray diffraction experiments, diffraction intensities are measured. While the amplitude of any electromagnetic wave is described by its modulus $A_0$ and the phase, the intensity is the complex square of the amplitude. This leads to the so-called phase problem, namely that the phase is lost in the measurement. Since the phase of the scattered amplitude is not measured one uses generally model-dependent approaches. The square modulus of the Fourier transform from a model structure is compared with the experimental intensity. Direct inversion, based on phase retrieval algorithms can, however, be performed. It is based on the oversampling conception [175], which states that the diffracted intensity pattern should be sampled at a frequency at least twice the highest spatial frequency in the object.

Great progress has been made with respect to phase retrieval algorithms which – as their name already suggests – allow for retrieving the phase of the diffracted beam, and thus, measuring the strain field in the structure under study. All algorithms base on an iterative approach of Fourier transformations (FT) and inverse Fourier transformations (FT$^{-1}$) and to apply certain constraints in the real as well as in the reciprocal space. This approach is schematically illustrated in Fig. 36.

Fig. 36: Schematic illustration of the error reduction phase retrieval algorithm which starts with an arbitrary guess and contains several iterations between the real and the reciprocal space by means of Fourier and inverse Fourier transformations applying constraints in each space.

Firstly, the square-root of the measured intensity is used as the measured amplitude which is multiplied with a random phase. After an inverse Fourier transformation, certain constraints are applied on the obtained real space object such as defining the sample support. This new direct space image is Fourier transformed and the computed amplitude is replaced by the measured amplitude ($\sqrt{I}$). These algorithms were further improved in recent years by developing new algorithms or
improving existing ones such as the error-reduction (ER), the hybrid input-output (HIO), and the shrink-wrap (SW) algorithm.

The ER algorithm was developed by Gerchberg and Saxton [176] and it was further improved by J.R. Fienup who proposed the use of real-space constraints introducing a finite support instead of intensity measurements which are allowed only in the reciprocal space [177, 178, 179]. At each projection this algorithm looks for the closest point satisfying the set of constraints and the distance between two sets is minimized. It starts with an initial guess, corresponding to the measured amplitude. A first estimation of the real space object is obtained applying an inverse Fourier transformation to the initial guess to which a random phase is added. As constraints in real space all data outside the support are set to zero and for undeformed objects the reconstructed real-space density has to be positive. The constrained object is Fourier transformed and the reconstructed amplitude is replaced by the measured amplitude. These steps are repeated until the algorithm converges which is assured by introducing a metric error, usually obtained looking at the autocorrelation of the diffraction pattern [180]. Note that the ER algorithm easily gets trapped in local minima and it is not sufficient to reconstruct the object in real space due to the low convergence. In order to avoid stagnation of the ER algorithm, J.R. Fienup developed the HIO algorithm in which the real space constraint is obtained by the combination of the object from the previous (input) and the current (output) iterations [177, 178, 179]. It aims therefore on minimizing the error using this combination. A large amount of variations in the next input is produced and at the same time stagnation is avoided. A common algorithm used nowadays for the reconstruction of the phase in coherent diffraction experiments is the shrink-wrap algorithm which has been introduced by Marchesini et al [181, 182]. With respect to the HIO and the ER algorithm, the object support is not fixed but it is updated during the reconstruction and, thus it is determined together with the object itself. The algorithm starts with a support that fits the first estimation of the object in real space. While this first estimate of the support is obviously not accurate, the intensity in real space is selected applying a threshold, thus updating the support until the reconstructed object fits within the autocorrelation function. Consequently, the support “shrinks” progressively around the object “wrapping” all its volume.

II.4.iii Bragg coherent diffraction imaging (BCDI)

With the advent of 3rd generation synchrotron sources and the increase of both the brilliance and the coherence of the provided synchrotron X-ray beams as well as the progress on focusing optics, a new lens-less imaging technique the Bragg coherent X-ray diffraction imaging (BCDI) method started to being developed. In 2003, the first successful reconstruction of a Au nanocrystal from
experimentally obtained coherent X-ray diffraction data was reported (see Fig. 37(a)) [128, 183]. The first successful phase retrieval was demonstrated on Pb nanocrystals in 2006. Phase maps cutting through the nanocrystal are presented in Fig. 37(b)) [43].

Fig. 37: a) Bragg coherent X-ray diffraction pattern of a Au nanocrystal. b), c) SEM images of Au particles. d) Size of the “support” constraint used in the inversion routines. e) - g) Real-space images obtained by inversion of the diffraction patterns [128]. h) Phase maps cutting through a Pb crystal at three parallel planes. Schematic diagram of the sections which are 138nm apart. The translucent box is the support region used in the phasing calculations, which was rectangular before the coordinate transformation. The phase bulge is interpreted as a projection of strain fields in the crystal lattice arising from contact forces at the interface with the substrate [43].

The experimental techniques as well as the phase retrieval algorithms were further improved over time and, in 2009, Newton et al. demonstrated the determination of the complete strain tensor from coherent Bragg diffraction imaging of six independent Bragg peaks on a single ZnO nanorod [184]. A scanning electron microscopy image of the ZnO nanorod under study, the measurement configuration, and the strain maps for the six independent components of the strain tensor are presented in Fig. 38(a), (b), and (c). The spatial resolution of this reconstruction amounted to 40 nm.
Fig. 38: a) Scanning electron micrograph of a ZnO nanopillar (scale bar: 2 µm) and b) schematic of the experimental configuration showing multiple Bragg reflections from a single ZnO rod. c) Two-dimensional slices of the six independent components of the strain tensor. Components are taken along the three Cartesian axes according (b). Regions of compressive (negative) strain are observed near the (100) surfaces of the crystal and at the interface with the Si substrate. A strained layer approximately 200 nm in width near the surface and along the length of the rod (y axis) is visible in all tensor components except the $\varepsilon_{yy}$ component. This implies that the strain is uniform along the length of the rod. [184].

While the measurements described above concentrated on weakly deformed objects without any defects, Jacques et al. demonstrated the imaging of a dislocation in Si by coherent X-ray diffraction [185]. Recent works focus on nanostructures, which contain one single defect as well as on highly strained objects, and nanostructures containing dislocation networks [186, 187, 188, 189, 190]. Favre-Nicolin et al. reported on Bragg coherent diffraction imaging studies on single GaAs nanowires revealing a bar-code pattern, which originates from stacking faults within the nanostructure [186]. Recently, Labat et al. demonstrated the reconstruction of GaN nanowires containing inversion domain boundaries measuring five independent Bragg peaks of the same nanorod [187]. The authors reported a displacement of 8 pm along the c-direction with an accuracy of 1 pm demonstrating the very high accuracy of measuring displacement fields by BCDI (see Fig. 39).
Fig. 39: Schematic illustration of the experimental configuration for BCDI on a single GaN nanopillar containing inversion domain boundaries. The incident X-ray beam is focused by a Fresnel zone plate and the diffracted X-rays are recorded by a two-dimensional pixel detector. The sample is mounted on a piezoelectric stage and an optical microscope facilitates the observation and alignment of it. Density and displacement field of the reconstructed object. The green and violets part a Ga-polar and N-polar zones within the nanopillar which are shifted along z by (c/2 – 8 pm) with respect to each other [187].

Hofmann et al. further demonstrated the reconstruction of the shape and the phase of Au nanocrystals bombarded with Ga\(^+\) ions in a focused ion beam microscope examining the defects caused by FIB milling in initially pristine objects [190]. The authors found that every use of FIB causes large lattice distortions even for very low ion doses which are typically used for FIB imaging and which were previously thought to be negligible. The reconstructed lattice displacement and lattice strain for a gold nano-crystal that was exposed to a Ga\(^+\) dose of \(4.2 \times 10^4\) ions/µm\(^2\) (30 keV, 50 pA), which is sufficient to image the sample is shown in Fig. 40(a) – (c). The 3D field of lattice displacement reveals large displacement near the top implanted surface of the crystal. At larger ion fluences used during FIB milling extended dislocations networks, that cause stresses far beyond the bulk tensile strength of gold, were retrieved as demonstrated by the reconstructed lattice displacement (Fig. 40(d)) and lattice strain (Fig. 40(e)) for a gold crystal exposed to a fluence of \(1.3 \times 10^7\) ions/µm\(^2\). The ordering of larger defects is visualized in Fig. 40(f) by showing the von Mises stress > 500 MPa revealing an arrangement of defects in lines. These observations provide new fundamental insight into the nature of the damage created by FIB milling and defects that lead to inhomogeneous morphology.
Fig. 40: a) 3D rendering of the crystal after FIB imaging with a Ga\(^+\) ion fluence of 4.2 \times 10^4 ions/\mu m\(^2\) colored by lattice displacement magnitude. Superimposed are the \(q\) vectors of the five measured crystal reflections. Maps of the six independent lattice strain tensor components on b) the xy section and c) the yz section. d) 3D rendering of a crystal after FIB milling with a Ga\(^+\) ion fluence of 1.3 \times 10^7 ions/\mu m\(^2\) coloured by lattice displacement magnitude. \(q\) vectors of the six measured reflections are superimposed. e) Maps of the six independent lattice strain tensor components plotted on the xy section.f) Semi-transparent rendering of the outer crystal shape superimposed with iso-surface of the von Mises stress (300 MPa (blue), 400 MPa (green), 500 MPa (red)). Scale bars are 300 nm [190].

Besides “static” measurements, recent developments aim on imaging defects as well as the strain field in nanostructures \emph{operando}. For example, Clark et al. visualized in three dimensions the entire network of dislocations within an individual calcite crystal and its propagation during repeated growth and dissolution cycles demonstrating the potential of Bragg coherent diffraction imaging for studying the mechanisms underlying the response of crystalline materials to external stimuli [188]. Similarly, Ulvestad et al. reported on the evolution of strain in a single LiNi\(_{0.5}\)Mn\(_{1.5}\)O\(_4\) particle which is used in lithium ion batteries during charging and discharging [191]. Bragg coherent X-ray diffraction imaging has a bright future thanks to the construction of new 3\(^{rd}\) generation synchrotron sources such as MAX IV and the upgrade of existing ones to extremely brilliant sources where ordinary bending magnets are replaced by multi-bend achromats, thus increasing the coherent flux by one to two orders of magnitude. The gain in coherent flux will significantly reduce the data acquisition time. Consequently, the synchrotron upgrades as well as X-ray free electron lasers will allow for further developing the BCDI technique and eventually enable time resolved measurements. Clark et al. already demonstrated first pump-probe experiments and imaged lattice dynamics in an individual nanocrystal [192].
These experiments as well as many others, which can be found in literature [44, 193, 194, 195] demonstrate the major progress that has been made within the last 15 years in the field of Bragg coherent diffraction imaging. This technique is very well suited to study the strain fields induced by mechanical loading as well as the onset of plasticity in circumstances where only a limited number of defects and dislocations are present in the crystal under study. The BCDI technique was extended to Bragg holography by Chamard et al. [196] as well as ptychography where the coherent beam is raster scanned across a sample with an overlap of at least 50% of the beam at adjacent positions. The latter approach facilitates the study of arbitrary large samples [135, 197, 198]. In addition, while in ordinary BCDI experiments the wave front of the incident beam is a priori unknown, the wave front is directly obtained by the ptychographic approach thanks to the overlap of the beam.

The penetration depth of hard X-rays with an energy of 10 keV reaching 100 µm in Si allows for studying specimen that are too thick for transmission electron microscopy while offering at the same time strain resolutions of $10^{-4}$ and high sensitivity to defects and dislocations inside the structure. In addition, the enormous progress made on focusing optics at 3rd generation synchrotron sources facilitates nowadays to focus hard X-ray beams down to the few hundred nanometer length scale. While this focal size defines the spatial resolution for “ordinary” X-ray diffraction methods or for Laue microdiffraction, Bragg coherent X-ray diffraction renders resolutions far better than the beam size reaching values of < 10 nm. In addition, the latter offers unprecedented resolution of 1 pm for the displacement field. The effective pixel size of the used X-ray detector, i.e. pixel size and distance of detector from sample position defines the oversampling that is necessary for phase retrieving the data in real-space (typically 2 pixels per fringe are needed [175]). The real-space resolution of the reconstructed data is related to the maximum spatial frequency recorded in the useful diffraction data from the central Bragg peak. It is limited, on the one hand, by the size and distance of the camera and by the incident coherent flux. But one must also consider the reliability of the recovered phases at the different spatial frequencies. Because the reconstruction is generally based on the average of many iterates, one measure can be obtained by comparing the magnitude of the Fourier transform of the averaged complex reconstruction with the magnitude of the recorded diffraction intensities as a function of spatial frequency. This provides a more complete indication of resolution than a single parameter [199].
III  PROGRESS OF IN SITU MICRO- AND NANO-MECHANICAL TESTING IN COMBINATION WITH SYNCHROTRON X-RAY DIFFRACTION TECHNIQUES

As demonstrated in the previous section, X-ray diffraction methods are highly sensitive to elastic strain and defects. The structural properties of individual micro- and nanostructures are accessible thanks to the tremendous progress achieved on the focusing optics at 3rd generation synchrotron sources. In addition, the comparatively large space available at synchrotron beamlines as well as the penetrating power of X-rays, in comparison to transmission electron microscopes, paved the way to the development of various in situ micro- and nano-mechanical testing devices in the recent past.

In 2007, the group of H. Van Swygenhoven at the Paul-Scherrer Institute (PSI) in Switzerland developed an indenter for in situ micro-compression tests on metal pillars in combination with Laue microdiffraction [200, 201]. In 2011, Kirchlechner et al. designed a similar instrument for in situ compression and bending tests on micrometric metal pillars in combination with Laue microdiffraction at the BM32 beamline at the European Synchrotron in Grenoble [202]. While the former device was designed for Laue microdiffraction studies in forward direction by applying the load vertically on the structure under investigation, the second tool was constructed so that the load is applied horizontally, thus facilitating studies in the vertical diffraction plane without the need of penetrating the sample. Besides Laue microdiffraction, the latter device was also coupled with coherent X-ray diffraction during compression tests of semiconductor micropillars [203].

An in situ indenter was recently developed at the P03 beamline at the PETRA III synchrotron source in Hamburg (Germany). As illustrated in Fig. 41, this instrument is coupled with X-ray diffraction in transmission geometry using hard X-ray beams that are focused down to a size of the order of 200 nm [204, 205]. The local mechanical deformation, the microstructural changes, and stress distributions can be studied during step-wise indentation of lamellas of several micrometer thick films as well as bulk metallic glasses.
Fig. 41: Schematic of the in-situ X-ray nanodiffraction setup where a 9 µm thick TiN film on a steel substrate is loaded against a diamond wedge indenter accompanied by a simultaneous measurement of the applied load by a force sensor. The sample is scanned through the X-ray beam and the 2D charge-coupled device (CCD) detector collects TiN Debye-Scherrer rings for each y and z cross-sectional sample position [205].

All the aforementioned mechanical testing instruments are aligned by optical microscopy, rendering a precision of few micrometers, thus complicating the study of sub-micrometric samples. In the last years, scanning probe microscopes (SPMs) were developed which are compatible with synchrotron beamlines, providing information on surface morphology and allowing for a local characterization of a wide number of physical properties with a resolution going down to the atomic scale. Optical fibers at scanning near-field optical microscopes may be used as detectors for the X-ray excited optical luminescent (XEOL) light [206, 207] or the SPM-tip can be used as detector for photoelectrons [208, 209]. Moreover, specific SPMs, such as atomic force microscopes (AFMs), allow for manipulating and modifying matter at the nanoscale. Specially adapted atomic force microscopes were developed at the European Synchrotron (ESRF) in Grenoble (France) for in situ micro-mechanical testing (X-AFM) [210] and in situ biological studies under physiological conditions [211]. The X-AFM consists of a quartz tuning fork with a resonance frequency of $2^{15}$ Hz = 32768 Hz at which an electrochemically etched tungsten tip is glued on one of its two prongs serving as AFM-tip. The AFM-tip is electrochemically blunted to a radius of curvature in the range of 1-2 µm to get as close as possible to a homogeneous pressure application like for a flat punch. The application of a bias voltage on the tungsten tip allows for collecting photoelectrons excited by the X-ray beam impinging on the sample surface and the tip itself [208, 209, 212]. The recorded photocurrent facilitates the alignment of the AFM-tip with respect to the focused X-ray beam.
Recently, Ren et al. developed a scanning force microscope for \textit{in situ} nanofocused X-ray diffraction studies (SFINX) which is combined with coherent X-ray diffraction imaging and Laue microdiffraction for \textit{in situ} nano-indentation on crystals and for \textit{in situ} three-point bending tests on nanowires, respectively [213, 214]. The imaging capabilities of SFINX facilitate the alignment of the SFINX-tip on a selected nanostructure and, thus, the study of the physical properties like the mechanical behavior of nano-objects. This is exemplarily demonstrated on Cu nanowires, which were deposited on a Si substrate (Fig. 42(a)). Simultaneously to the imaging of the sample topography by AFM (Fig. 42(b)), the Cu-K\(_\alpha\) fluorescence yield (Fig. 42(c)) and the diffraction intensity of the Cu 111 Bragg peak were monitored (Fig. 42(d)) [215]. While the agreement between the topography and the fluorescence map demonstrates a perfect alignment of the AFM-tip and focused X-ray beam with respect to each other, the X-ray diffraction map reveals that only a small part of the nanowire fulfills the Bragg condition showing an imperfect crystallinity of the nanowire. By repeating the \textit{in situ} imaging at 4 different rocking angles within a range of 1°, the diffraction signal was demonstrated to move by about 5 \(\mu\)m along the nanowire indicating torsion of the wire of 0.0035 rad/\(\mu\)m (Fig. 42(e)). This \textit{in situ} technique thus offers the capability to image the shape of a nanostructure and give simultaneously access to the crystalline structure and deformation with a resolution well below 1°.

III.1 \textit{In situ} micro- and nano-mechanical tests in combination with Laue microdiffraction

As introduced above, Laue microdiffraction typically employs a polychromatic X-ray beam that is focused down using a pair of Kirkpatrick-Baez mirrors. While monochromatic X-ray diffraction necessitates the rotation of the sample in order to measure different Bragg peaks, white beam Laue diffraction directly provides a large number of Laue spots that are measured simultaneously without the need of any sample movements. It further gives access to the crystalline structure of a material as well as to the orientation and the deformation of a crystal. However, it provides access to the deviatoric strain in a probed volume only and not to the absolute strain, except in some idealized
cases. To circumvent this shortcoming and combine mechanical tests with the rainbow filtering technique or an energy dispersive pnCCD is so far not applicable due to long measurement times of several hours, which demand an unreasonably large long-term stability of the testing setup. Regarding plasticity, an elongation of the diffraction spots which is caused by the rotation of the crystalline lattice induced by geometric necessary dislocations stored in the probed volume allows the determination of the slip systems activated during deformation. These features make white beam Laue microdiffraction ideal for studying the mechanical behavior of materials at the micro- and sub-micrometer length scale.

III.1.i In situ micro-compression tests combined with Laue microdiffraction

In situ micro-compression studies on FIB milled $[4\bar{6}3]$ oriented Au pillars with diameters of 2 and 10 µm were conducted in combination with Laue microdiffraction using the micro-compression device developed at PSI [200]. Stress-strain curves are presented in Fig. 43(a) where the numbers indicate the corresponding Laue diffraction patterns recorded during the in situ mechanical test. By plotting the actual vertical Au crystalline orientation in the inverse pole figure (Fig. 43(b)), the slip systems activated in the 10 µm pillar were identified to be the same as the predicted ones, i.e. with the highest Schmid factor. However, for the 2 µm diameter pillar, geometrically unexpected slip systems were found. The path of the satellite peak on the detector (from the deformed part of the micro-pillar) revealed that the unexpected rotations were composed of several activated slip systems (Fig. 43(c)), which was further confirmed by slip traces observed by SEM imaging. This unexpected behavior was attributed to strain gradients present in the pristine pillar, which was inferred from the asymmetric peak shape (Fig. 43(d)).

Fig. 43: a) Stress-strain curves for a FIB milled Au micro-pillar during compression [200]. The arrows indicate the corresponding Laue microdiffraction pattern recorded during the mechanical test. b) Inverse pole figure showing the evolution of the actual vertical crystalline axis during the compression test [216]. c) Path of the satellite peak of the Au $\overline{2}00$ Laue spot on the detector with the same numbering as marked in (a) [216]. d) Intensity distribution of the $\overline{2}22$ Laue peak at a load of 0 MPa (#0), 40 MPa (#20), and 77 MPa (#25), respectively [200].
In later experiments, *in situ* compression tests on FIB milled micro-pillars of different FCC metals with diameters ranging from 2 to 4 μm were performed [217]. While at the beginning of the loading an unexpected slip system is evidenced by the sample rotation, the rotation changes to the predicted direction for large deformations. The authors defined the stress at which the rotation direction changes as the “Laue yield stress” which was found to be less sensitive to the size. They thus attributed the size dependent yield strength reported in literature to the strong size-dependent strain hardening in FIB milled microstructures, i.e. the evolution of the microstructure during deformation and not to a size dependence of the initial strength of the pillars. Similar micro-compression tests on tungsten pillars, which have a BCC lattice structure, were reported by Marichal et al. [218]. From the obtained diffraction patterns, it was concluded that the slip planes in this BCC material are \{110\} planes and the usually observed \{112\} slip traces are composed of several simultaneously activated slips with \{110\} planes.

During micro-compression tests, friction between the indenter flat punch and the top end of the micro-pillar hinders the lateral movement of the structure and induces additional constraints which generate a bending component. Thus, strain gradients are created and the central portion of the crystal rotates so that both the slip planes and the slip direction approach to or moves away from the loading axis. The effect of the constraints has been investigated in detail in a series of studies by Kirchlechner et al. [202, 219, 220] and recently reviewed by Robach et al. [167]. The inverse pole figure displayed in Fig. 44(a) shows the actual vertical crystalline direction during *in situ* compressions of square Cu pillars with a side length of \(L = 7 \, \mu\text{m}\) and an aspect ratio of height to lateral length \(h/L = 3:1\) [167, 219]. During the compression tests, the X-ray beam was focused to the center of the pillars. The rotation of the center of pillar B was found to deviate from the expected direction. However, correlating this rotation to the stress-stain curve of this pillar (see Fig. 44(b)) revealed that for strains < 5% almost no rotation can be observed. Thus, at the beginning of the loading the lateral motion of the top end is free while for strains > 5% the rotation indicated additional constraints. Upon reloading, the lateral constraints are temporally removed and were re-activated only when the strain state exceeded 18%. Post-mortem raster scanning studies of the unloaded pillar (see Fig. 44(c)) revealed that the strain gradients generated by the lateral constraints were mostly accommodated by the storage of geometrically necessary dislocations near the ends of the pillar.
These studies demonstrate the power of in situ Laue microdiffraction to elucidate the mechanical behavior at the microscale, which is not accessible by other means and uncovering unexpected slip systems. This technique allows for studying samples that are much thicker than electron transparent specimens for TEM examinations while it still enables looking inside the material and to monitoring the elastic and plastic deformation. This is in clear in contrast with SEM which yields only surface information. By further combining the in situ Laue microdiffraction method with the differential aperture X-ray microscopy (DAXM) technique, three-dimensional information of mechanically deformed structures may become accessible.

The studies reported above exclusively focused on specimen prepared by FIB milling that may induce defects, thus altering the mechanical behavior of the structure under investigation, in particular for sub-micrometric samples where the surface-to-volume ratio becomes more and more important. In addition, the imperfect alignment of the indenter head with respect to the structure under investigation by optical microscopy as well as the force sensitivity of the testing apparatus hamper proper examination of nanostructures.
In situ nanowire bending tests combined with Laue microdiffraction

The aforementioned complications were resolved by the development of the in situ AFM “SFINX” that facilitates the alignment of the indenter, i.e. the SFINX-tip, with respect to a nanostructure by AFM imaging of the sample topography. Moreover, the FIB milling process was circumvented by using as-grown metal nanowires (~200 nm in diameter, > 10 µm in length) that were prepared by vapor phase deposition and placed across Si micro-trenches, thus facilitating three-point bending tests in combination with Laue microdiffraction at the BM32 beamline at ESRF [214]. A sequence of Laue microdiffraction patterns showing the Si 004 and the Au 111 Laue spot of the Si substrate and the Au nanowire, respectively, is displayed in Fig. 45(a). For the pristine nanowire the two Laue spots are superimposed. With increasing load the Au 111 Laue spot is displaced on the detector and moves away from the Si 004 substrate peak. During unloading, the Au Laue spot returns towards its original position. After complete unloading the two Laue spots are again superimposed indicating a fully elastic deformation. From the displacement and the positions of the Laue spots on the detector, the rotation of the Au nanowire around three distinct crystallographic orientations was calculated as presented in Fig. 45(b). Although the applied force was not directly determined in this experiment, the mechanical behavior of the nanowire was “reconstructed” by finite element method (FEM) simulations revealing that geometric non-linearities play an important role in three-point bending tests and that the maximum stress applied was 450 MPa.

Fig. 45: a) Sequence of Laue microdiffraction patterns showing the evolution of the Si001 and the Au222 Laue spot during three-point bending of a Au nanowire placed across a Si micro-trench. b) Bending angles for the Au [111], the Au[011], and the Au [211] directions (corresponding to the loading direction, the nanowire growth axis, and the direction perpendicular to the loading plane) inferred from the in situ Laue microdiffraction patterns as a function of the movement of the piezostage carrying the AFM cantilever [214].

As in the aforementioned experiment, in situ micro- and nano-mechanical tests using sub-micrometer focused X-ray beams typically concentrate on one single position in an extended object
due to the fact that any movement of diffractometer motors can induce vibrations which eventually lead to the damaging of the nano-object under investigation. In order to circumvent this restriction, Leclere et al. recently demonstrated a novel beam scanning technique which allows for mapping a sample in two dimensions during mechanical deformation [221]. This technique gives access to the profile of the complete nanowire under load as well as to its boundary conditions, i.e. whether the wire is thoroughly clamped or simply supported. This beam scanning approach bases on the lateral and/or angular displacement of the Kirkpatrick-Baez mirrors used for focusing the incident white X-ray beam and, thus displacing the X-ray beam focus on the sample surface.

A scanning electron micrograph of a self-suspended Au nanowire, which was loaded using the AFM-tip, is displayed in Fig. 46(a). The evolution of the Au 222 spot along the nanowire in the pristine state as well as for three different deformation states is presented in Fig. 46(b). For the pristine nanowire the Laue spot remains at its position on the detector, whereas it describes a sinusoidal behavior for the deformed states with increasing amplitude for higher applied force. From the displacements of the Laue spots on the detector the bending angles along the nanowire were inferred (see Fig. 46(c)) also revealing a sinusoidal behavior. It remains close to 0° at the clamping of the self-suspended nanowire as well as at the loading point, while the maximal bending is located about half way between the loading point and the supports. The authors computed the complete nanowire profiles from the bending angles (Fig. 46(d)) showing a maximal deflection of 300 nm in the nanowire center.

This new X-ray beam scanning technique offers unique advantages for micro- and nano-mechanical tests on extended objects facilitating to probe the whole micro- or nanostructure under load and, consequently gaining access to the elastic and plastic deformation of the whole object instead of probing only one singular position.
The plasticity of Au nanowires was investigated ex situ as well as in situ using Laue microdiffraction [153]. A scanning electron micrograph of a mechanically deformed Au nanowire is presented in Fig. 47 together with four Laue microdiffraction patterns taken along the deformed
nanostructure. While at the reference position at the left hand side of the nanowire, where it was not loaded previously, the Laue spots are well-defined, the diffraction peaks are elongated in the zone of mechanical deformation. This streaking and in particular the direction of the streaking indicate the storage of [01̅1](111) type of geometrically necessary dislocations. The fact that the streaking decreases along the nanowire while approaching the kink clearly visible in the SEM image implies a decrease in the density of stored GNDs. The red lines in the insets represent the theoretical positions of the Laue spots including the streaking induced by the stored GNDs. The deviation of the red lines from the experimental Laue spots in the contrary indicates an additional residual torsion of the plastically deformed Au nanowire.

![Image of scanning electron micrograph of a gold nanowire](image)

**Fig. 47:** Scanning electron micrograph of a gold nanowire mechanically deformed in a three-point bending configuration and four Laue microdiffraction patterns recorded along the deformed structure. The red lines in the inset represent the theoretical position of the Laue spots and the streaking direction for the storage of [01̅1](111) type of dislocations.

As demonstrated in this section, Laue microdiffraction coupled with dedicated mechanical testing devices largely facilitates *in situ* studies of the elastic and plastic behavior of micro- and nanostructures. The streaking of the Laue spots is a clear signature of geometrically necessary dislocations stored in the material and the streaking direction allows for determining the type of dislocations. However, while Laue microdiffraction largely simplifies the experiment by the fact that the sample does not have to be rotated during mechanical loading, the determination of the spherical strain (which represents only volumetric deformation and is an isotropic tensor) is not straightforward but necessitates the measurement of the energy for at least one Laue spot. In the following section, works with monochromatic X-ray diffraction will be reviewed that provides direct access to the full strain tensor.
III.2 In situ micro-mechanical testing and focused monochromatic X-ray diffraction

X-ray nanodiffraction on a lamella of an indented CrN-Cr multilayer thin film in a transmission geometry providing access to the local stress fields around the indenter imprint was demonstrated by Stefenelli et al. [222]. This diffraction technique was later on coupled with the in situ indenter at the P03 beamline at PETRA III for monitoring the strain field and the microstructural changes in Zr-based bulk metallic glasses [204] and in several micrometer thick TiN films (Fig. 48) [205] during the indentation process. In the latter case, the authors were able to follow the tilting of TiN crystallites, to determine the strain and strain gradients from the peak positions and the peaks widths and they further related the experimental findings with crack propagation in the film which is influenced by interfaces within the film itself and with the substrate. Thus, in combination with in situ mechanical loading, this diffraction technique makes accessible the complete elastic strain field of a material under load.

![Stress distribution](image)

**Fig. 48:** Stress distribution $\sigma_{22}$, $\sigma_{33}$, and $\sigma_{23}$ in a 9 µm thick TiN film indented with a load of 1.4 N [205].

The aforementioned in situ technique facilitates the measurement of the strain field during nano-indentation. However, it does not allow for investigating an individual micro- or nanostructure. The X-AFM, on the contrary, that was developed at the European Synchrotron ESRF in Grenoble (France) renders possible the compression of a single microstructure and monitoring the deformation by monochromatic X-ray diffraction in situ as demonstrated on a single SiGe island (see Fig. 49(a)) [210, 223]. For pressure application, the AFM-tip was brought into contact with the selected structure and then moved stepwise down (Fig. 49(b)). At each step a 2D X-ray diffraction pattern in the vicinity of the Si 004 Bragg peak (Fig. 49(c)) as well as the resonance frequency of the
tuning fork was recorded simultaneously. With increasing load the CTRs of the SiGe island side facets collapse (II and III) and the Bragg signal of the SiGe island moves to larger \(q_z\) values (IV and V) until it is superimposed with the Bragg reflection of the Si substrate (VI). At the same time, the resonance frequency of the tuning fork shifted to higher frequencies from about 29 kHz for the free tuning fork to 40 kHz (see Fig. 49(d)). The lattice parameter of the SiGe island \(a_{\text{SiGe}}\) inferred from the diffraction data as well as the tuning fork resonance frequency \(f_{\text{res}}\) are shown as a function of the travel \(\Delta z\) of the sample against the AFM tip in Fig. 49(e) revealing a direct correlation between the tuning fork resonance frequency and the SiGe island lattice parameter. The authors approximated the contact of the AFM-tip with the top facet of the island using a Hertzian contact model [61]. The stiffness of the contact area was inferred from the frequency shift of the tuning fork. This approach yielded a Young’s modulus of \((108 \pm 12)\) GPa, which is very close to the literature value for a SiGe island of 105 GPa.

Fig. 49: a) Scanning electron micrograph of a SiGe island. b) Schematic illustration of the mechanical loading of a SiGe island using the AFM-tip and simultaneous X-ray diffraction. c) X-ray diffraction patterns for 6 consecutive pressures applied on an individual SiGe island. The Si (004) and SiGe Bragg reflections are marked by arrows while the CTRs originating from the island side facets are highlighted by black lines, and the substrate CTR is encircled. d) Normalized resonance frequencies of the AFM tuning fork. The resonance curves corresponding to the diffraction maps from panel (c) are indicated by Roman numerals I to VI. (e) Variation of the SiGe island lattice parameter (red) and the tuning fork resonance frequency as a function of the sample displacement \(\Delta z\). Taken from refs. [210] and [223].
It should be noted that 2D X-ray diffraction images represent only one cut through reciprocal space while Bragg reflections of micrometer and sub-micrometer structures are three-dimensional. It is thus indispensable to record the three-dimensional intensity distribution in the vicinity of a Bragg reflection \textit{in situ}. Such 3D reciprocal space maps are typically recorded by rocking the sample, thus varying the angle of incidence of the X-ray beam. However, every movement of diffractometer motors may induce vibrations which may eventually lead to the damaging of the structure under mechanical load. It is therefore desirable to record 3D-RSMs by other techniques than by ordinary rocking scans. Cornelius et al. developed an approach where the energy of the incident X-ray beam is scanned facilitating to probe the three-dimensional intensity distribution in the vicinity of a Bragg peak without moving any diffractometer motor [224]. However, the chromaticity, i.e. the dependence of the focal distance of the employed focusing optics on the energy of the incident X-rays, strongly limits the scan range when not adjusting the distance between the focusing optics and the sample position. This energy scanning approach was then successfully demonstrated on a single SiGe island that was compressed using the X-AFM [225].

Two-dimensional diffraction patterns, 3D reciprocal space maps measured by the energy tuning approach, and \((q_x, q_z)\) cuts through the 3D-RSMs at \(q_y = 0\) for a SiGe island at different deformation stages are displayed in Fig. 50 in the upper, central, and lower line, respectively. The positions of the Si 004 substrate Bragg peak at \(q_z = 46.3\ \text{nm}^{-1}\) and of the SiGe island at \(q_z = 46.05\ \text{nm}^{-1}\) are indicated by dashed lines and the crystal truncation rods are highlighted by dotted lines. During mechanical loading the central part of the diffraction signal of the SiGe island disappears (see Fig. 50(b) and (c)). The fact that at the same time the Si 004 Bragg reflection becomes more diffuse and develops a sub-structure indicates that the missing island signal becomes superimposed with the substrate Bragg peak and strain is induced in the substrate. Moreover, the facet streaks turn to steeper angles with increasing load implying that the island shape is being deformed. At highest loading (see Fig. 50(d)) the CTR angle returns back to its original position accompanied by a vanishing island signal and the appearance of speckles which may indicate the presence of defects or a fracture of the central island part. Finite element method simulations revealed that a stress of 2 to 3 GPa was applied at highest load.
Fig. 50: The 2D X-ray diffraction patterns (upper row), reconstructed 3D reciprocal space maps (central row), and \((q_x,q_z)\) cuts through the \textit{in situ} 3D-RSMs at central \(q_y\) (lower row) for (a) a pristine SiGe island and (b)-(d) the same SiGe island at different deformation stages. The position of the Si (004) Bragg reflection and the signal of the SiGe island is indicated by dashed lines. The dotted lines highlight the CTRs originating from the island side facets [225].

### III.3 \textit{In situ} Bragg coherent diffraction imaging

Monochromatic X-ray diffraction using partially coherent X-ray beams as demonstrated in the previous section allows for mapping the strain field within a sample with a resolution given by the beam size and monitoring shape changes. To gain access to the displacement field inside a specimen with a resolution in the picometer range and with a spatial resolution far better than the actual beam size, fully coherent X-ray beams are necessary rendering possible Bragg coherent diffraction imaging. The use of phase retrieval algorithms then allow for reconstructing the shape as well as the phase within the specimen providing access to the displacement field.
Three-dimensional coherent X-ray diffraction was further used to study the mechanical behavior of a single grain within a polycrystalline Au thin film that was deposited on a Si substrate [226]. Here, mechanical load was applied via thermal cycling between room temperature and 250 °C leading to different thermal expansions of the gold thin film and the Si substrate, thus imposing mechanical deformation. These experiments evidenced a large $u_z$ in-plane anisotropy which decreased during heating and which was attributed to inter-grain interactions. Very recently, Yau et al. demonstrated grain Bragg coherent diffraction imaging (gBCDI) on a polycrystalline gold thin film that was heated resolving grain boundary and dislocation dynamics in individual grains in three dimensions with a spatial resolution of 10 nm and sub-angstrom displacement field resolution [227]. The reconstructed image, a cross-sectional view, and a cross-section of the reconstructed displacement field for an individual gold grain are presented in Fig. 51(a), (b), and (c). The black arrow indicates the [111] scattering vector while the white arrow highlights a low-amplitude region in the Bragg electron density and a corresponding discontinuity in the displacement field being consistent with a dislocation. Fig. 51(d), (e), and (f) show the corresponding results for the same grain at 400 °C evidencing grain growth near the dislocation and the absence of the dislocation itself.

Fig. 51: Grain boundary and dislocation movement in a single gold grain within a polycrystalline Au thin film during heating. a) 3D rendering of the reconstructed grain image, b) cross-section view (cross-section location shown by black dashed line in (a)) of the reconstructed Bragg electron density, and c) cross-section view of the reconstructed displacement field for the as-synthesized state. The black arrow indicates the [111] scattering vector while the white arrow highlights a low-amplitude region in the Bragg electron density and a corresponding discontinuity in the displacement field being consistent with a dislocation (d - f) The same as in (a) to (c) but at 400°C [227].
Although Yau et al. performed in situ BCDI measurements during heat treatment in a polycrystalline environment, a limitation of this and prior BCDI measurements is that only a single Bragg peak from an essentially randomly chosen grain is studied. To connect with emergent behaviors, it will be necessary to study clusters of neighboring grains. Recent developments of “dark-field X-ray microscopy” [42] offers an opportunity to “zoom” from the mesoscale down to imaging of defect motions and behaviors in larger-sized grains than are easily accessible to BCDI. Although not directly measuring angstrom-scale atomic displacements seen in BCDI, this technique offers the possibility of correlating responses on different length scales in the same sample [228].

Actual in situ nano-mechanical tests combined with BCDI which do not rely on thermal treatment and different thermal expansion coefficients of sample and substrate but on mechanical loading of an individual nanostructure were recently reported by Dupraz et al. [229, 230] and Shin et al. [231] demonstrating the in-situ nano-indentation of a Au crystal and in-situ tensile testing of a single Au nanowire, respectively. A scanning electron micrograph of a typical Au crystal used for nano-indentation is presented in Fig. 52(a) with the black lines amplifying the various facets of the crystal. The inset schematically illustrates the experimental setup combining nano-indentation and coherent X-ray diffraction. The \( q_y-q_z \) cut through the 3D reciprocal space map of the Au 111 Bragg peak is displayed in Fig. 52(b). The very weak distortion of the Bragg peak suggests a very low amount of residual strain in the crystal which was prepared by dewetting of a gold thin film on a sapphire substrate. The main source of strain in these crystals is the thermoelastic strain caused by different thermal expansion coefficients of the sapphire substrate and gold. The electron density reconstructed from the 3D coherent X-ray diffraction pattern is presented in Fig. 52(c) demonstrating a perfect agreement between the SEM image and the reconstructed shape of the pristine crystal. The crystal exhibits a Winterbottom equilibrium shape where all the \{100\} and \{111\} facets connected with rounded interfaces are clearly identified from the reconstructed electron density.

Fig. 52: a) SEM image of Au nano-crystal prepared by dewetting of a 45-nm Au thin film on a sapphire substrate. The inset illustrates the in-situ indentation and the green arrow represents the direction of the incident X-ray beam. The facets are highlighted by black solid lines. b) Cut through a 3D coherent X-ray
diffraction pattern and (c) reconstructed electron density of the Au nanocrystal shown in panel (a) [229].

The Au nano-crystal was indented using SFINX and 2D coherent X-ray diffraction patterns were recorded simultaneously. After persistent changes were observed in the diffraction patterns, the Au crystal was completely unloaded and a Bragg coherent X-ray diffraction pattern was recorded. Here, the reconstructed electron density reveals a loop-shaped feature with a diameter of ~30 nm in the center of the particle about 100 nm above the particle-substrate interface. This strongly resembles intensity drops which are expected in the vicinity of dislocations. The (110), the (112), and the (111) planes displayed in Fig. 53(b), (c), and (d) intercept the loop in two locations where a pair of vortices with opposite directions is observed. The profile of the $u_{111}$ displacement field around the defect is very similar to the $u_{111}$ displacement field around simulated prismatic dislocation loops [232]. Between the two phase vortices, the rapid phase variations along the loop axis are localized to a region which does not exceed the loop diameter. In the plane that intercepts the loop perpendicularly to its axis, the phase shift between the regions inside and outside the loop is roughly equal to $\pi$ coinciding with simulations.

![Fig. 53](image)

Fig. 53: (a) Reconstructed electron density drawn at 15% of the maximum value. The drop in the electron density indicates the position of the dislocation loop. Reconstructed $u_{111}$ displacement field in (b) the (1-10), (c) the (11-2), and (d) the (111) planes which intercept the loop in two locations [229].

This work demonstrated for the first time the semi in situ combination of mechanical loading and BCDI of a sub-micrometer object and the imaging of a mechanically induced prismatic loop that was trapped inside the crystal. For real in situ Bragg coherent diffraction imaging during nano-
mechanical tests, it is necessary to record the coherent diffraction patterns by the energy tuning approach, thus avoiding any detrimental vibrations. However, the phase retrieval algorithms used so far are laid-out and optimized for ordinary rocking scans while only one work was reported on the reconstruction of a gold crystal from diffraction data recorded by energy scans [233].

Coherent Diffraction Imaging is developing readily and has great potential for imaging strains and defects inside nanostructures during mechanical testing with a spatial resolution better than 10 nm. Its main drawback presently is the low time resolution (typically 5 min) but it is expected to improve considerably (by a factor 100 at least) with the advent of new synchrotron sources as well as free electron lasers that will provide much higher coherent flux.

IV CONCLUSIONS AND OUTLOOK

The evaluation and understanding of mechanical properties at the nanoscale has been a blooming research field in the last 30 years. Important breakthroughs have been obtained thanks mostly to in-situ observations by scanning or transmission electron microscopy combined with dedicated mechanical testing devices.

The usage of X-ray scattering for studying mechanics at the nanoscale (excepting the case of thin and ultra-thin films) on the contrary is much more recent than electron microscopy investigations, despite the fact X-ray diffraction was used since the very early days as a very sensitive tool to probe lattice distortions. The main reasons for the retardation of X-ray diffraction methods in nanomechanics are related to the need for high photon flux and nanofocusing. The weak interaction of X-rays with matter, which is a blessing since it allows for a very straightforward interpretation of scattered intensities via Fourier transform, calls for high enough flux. Thanks to the accomplishments at 3rd generation synchrotron sources, hard X-ray beams are nowadays routinely focused down to the 100-nm scale offering unique opportunities to study the mechanical response of individual nano-objects without the need of complicated sample preparation, which may alter the specimen microstructure.

To analyse distortions of the crystal lattice in nanostructures under mechanical load various approaches have been established:

• Laue microdiffraction was developed in the 2000s. Since then this technique became mature and is nowadays available on several synchrotron beamlines in the world. It yields lattice orientation, deviatoric strain tensor, and local rotations (e.g. related to dislocation pileups). By measuring the energy of one spot the spherical strain also becomes accessible. Laue microdiffraction is highly compatible with various
mechanical testing geometries including compression and bending. The technique will benefit from the continuous progress in polishing and shaping of focusing mirrors which should eventually provide beams smaller than 100 nm in the coming years. Strain and defects mapping is possible via scanning either the sample or the beam itself with a resolution of the order of the beam size. In addition, 3D mapping has been demonstrated but still needs further improvement to be routinely employed for mechanical studies of small scale materials.

- Monochromatic nanodiffraction greatly benefited from the development of focusing optics. Nowadays, 50 nm hard X-ray beams are routinely available on the long nanofocusing beamlines existing at various facilities worldwide. New experimental strategies using continuous motor scans and on-the-fly image acquisitions allow for fast scanning X-ray microscopy where reciprocal space is measured as a function of position in the sample allowing for a detailed evaluation of local strain and defects. The spatial resolution is related to the beam size and the future use of multilayer Laue lenses should bring it down to few 10 nm in the coming years. The in situ combination with nanoindentation or tensile testing has been successfully demonstrated and the scan of the energy of the incident X-ray beam enabled the measurement of the three-dimensional intensity distribution in reciprocal space during mechanical deformation without the need of moving the sample. Based on the earlier achievements, another X-ray technique has recently been pioneered. Full field X-ray microscopy, which is similar to dark field imaging in TEM allows for imaging a zone of 200 µm with a resolution in the 100-nm range. The fact that a complete area is imaged at once without the need of scanning the sample greatly accelerates the experiment facilitating studies on dynamic processes.

- Since the first Bragg Coherent Diffraction Imaging experiments published in 2003 continuous progress has been made thanks to the use of hybrid pixel detectors, improved phase retrieval algorithms, and higher coherent flux. BCDI is certainly the most sensitive method to image lattice displacements (1 pm resolution is achievable) with an equivalent spatial resolution smaller than 10 nm. However, the exquisite sensitivity of BCDI to lattice distortions comes with a price: at the present stage it is not possible to phase retrieve coherent diffraction patterns from crystals containing
several defects or large strain gradients. Combination of BCDI with various in-situ environments has been experimentally demonstrated including nanoindentation and tensile testing.

The further development of faster detectors with larger dynamic range as well as the increased brightness and coherence of next generation synchrotron sources are opening promising avenues for in situ and real time observations of local deformations and dynamics of defects in small-scale materials. Faster detectors and thus shorter exposure times will reduce the demand on the long-term stability and drift reduction of nano-mechanical testing equipment. Consequently, nowadays time consuming techniques such as DAXM or energy dispersive measurements will become compatible with the stability of the testing devices and, hence 3D resolved in situ Laue microdiffraction as well as the in situ measurement of the full strain tensor by energy resolved Laue microdiffraction becomes applicable. While all techniques will profit from new detectors, BCDI is certainly the technique that will benefit the most from the new sources. In particular one may predict a significant progress in time resolution thanks to the increase in coherent flux. Presently, the time needed for recording a sufficiently detailed (i.e. fulfilling the oversampling condition) 3D coherent diffraction pattern is of the order of 5 minutes, which places BCDI far behind TEM, that can image defect dynamics with a typical time resolution of few milliseconds. Of course some pump-probe experiments have been performed with X-ray scattering with time resolution in the nanosecond time frame [234]. Free electron lasers like the LCLS in Stanford or the X-FEL in Hamburg do provide even higher time resolution down to the picosecond [192] and even femtosecond regime. It should be noted that these type of experiments are typically reserved for reversible processes and cannot be applied to plasticity where pinning of defects and nucleation events make the whole process non reversible. However, given enough flux at free electron lasers the evolution of a system including irreversible processes and defects can be tracked after a single pump, e.g. a shock wave.
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