WATERMARKING AND RANK METRIC CODES
Pascal Lefèvre, Philippe Carré, Philippe Gaborit

To cite this version:

Pascal Lefèvre, Philippe Carré, Philippe Gaborit. WATERMARKING AND RANK METRIC CODES. 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP2018), Apr 2018, Calgary, Canada. hal-01771871

HAL Id: hal-01771871
https://hal.archives-ouvertes.fr/hal-01771871
Submitted on 20 Apr 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A very useful tool to enhance the robustness of a mark is the use of error-correcting codes which permit to correct errors induced by a given attack. Now, depending on the attack and on the structure of the induced errors, the type of codes used can be more or less efficient. For instance, if the error induced on the mark is random, the best results are obtained with binary codes, like BCH codes for instance (in the case of small lengths).

For other attacks, it may happen that the error comes in packet. In that case, it is better to use more structured codes over a larger alphabet (say $GF(2^m)$), like Reed-Solomon codes where decoding is done by packets [3]. One does not decode error independently on each bit, but on packet of $m$ bits, so that an error on each bit of the packet or only one error on one bit of the packet is corrected the same way. Therefore, based on the attack, i.e. based on the error type, we can choose an adapted error correcting code. This point of view on the error type is rather well known and led to numerous industrial applications of these Hamming codes.

In this paper, we consider a new type of metric called rank metric. Error correcting codes using this metric are already often used in network coding [4] and cryptography [5]. It permits to correct errors with a specific structure. If one considers a code over $GF(2^m)$ of length $m$. Each coordinate of a codeword over $GF(2^m)$ is encoded by $m$ bits, and since the code has length $m$, any codeword can be seen as a $m \times m$ matrix. Now, it is possible to correct errors for $m \times m$ error matrix of low rank. For instance, consider an attack on the mark which flips every bits of the mark, if one consider the usual Hamming metric, it is not possible to correct this error since all bits are false. Meanwhile, in terms of rank metric, the associated error matrix has rank 1 (because it is filled with ones only) and hence, the received modified matrix can be decoded and the original message retrieved.

Our contribution: we introduce the rank metric (section 2) and Lattice QIM method (section 3). Then, we propose a watermarking process that uses both concepts able to deal with structured errors produced by a luminance modification that are not handled by conventional Hamming codes. We explain why such structure exists in this case and provide an enhanced Lattice QIM decoder for theoretical error free decoding against this attack.

2. RANK METRIC CODES

2.1. Definitions and properties

We refer to [6] for more details on rank metric codes. Let us consider $B = (\beta_1, ..., \beta_m)$ a basis of $GF(q^m)$ over $GF(q)$. Consider now $x = (x_1, ..., x_n) \in GF(q^m)^n$. The rank of $x$ over $GF(q)$ is the rank of the matrix $X = (x_{ij})$, where $x_{ij} = \sum_{i=1}^{m} x_{ij} \beta_i$. It is denoted by $\text{Rank}(x;GF(q))$, or by $\text{Rank}(x)$ when there is no ambiguity. Let $x$ and $y$ in $GF(q^m)^n$, one defines the rank distance between $x$ and $y$ as $d_R(x,y) = \text{Rank}(x - y)$. As the rank of a vector is independent of the basis, it is obvious that the rank metric is less precise than the Hamming metric as two vectors with different Hamming distance could have the same rank. The linear...
rank code \( C \) of length \( n \) and dimension \( k \) over \( GF(q^m) \) is a subspace of \( GF(q^m)^n \). The minimum rank distance of \( C \) is defined as 
\[ d = \min(d_R(c_1, c_2), c_1, c_2 \in C | c_1 \neq c_2) \].

2.2. Decoding rank metric codes

Classical bounds for Hamming distance can be adapted in rank metric context and the same type of decoding results hold. If a rank code \( C \) has minimum distance \( d \) and one receives a vector \( y = c + e \), for \( c \in C \) and \( e \) an error vector of rank less than \((d-1)/2\), it may be possible to uniquely decode \( y \) in \( c \). Unlike classical Hamming codes, only few families of codes with easy rank metric decoding are known. Gabidulin codes is one code family among them and parameters \([n, k, n - k + 1]\) over \( GF(q^m) \). These codes can decode up to \((n - k)/2\) errors and can be seen as an analogous family in rank metric of the well-known Reed-Solomon codes family. Different approaches to decode Gabidulin codes have been proposed in the literature such as [7, 8].

2.3. Rank metric codes in practice

In practice, we use codes in an extension \( GF(q^m) \) of \( GF(2) \), and one associates a binary vector of length \( m \) to any coordinate of the codeword, so that a codeword \( c \) can be seen as a \( m \times m \) binary matrix. After an attack on the watermark, codeword \( c \) is modified with error \( e \), which also is a \( m \times m \) binary matrix. To evaluate if the rank metric is better than the classical Hamming metric, we compare the embedded watermark (a codeword \( c \)) with the modified watermark \((y = c + e)\). Suppose \( m = 4 \). Let \( c \) be a codeword and \( y = c + e \) a modified codeword such that:

\[
c = \begin{pmatrix}
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 \\
1 & 0 & 0 & 1 \\
1 & 1 & 0 & 1
\end{pmatrix},
y = \begin{pmatrix}
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 \\
1 & 1 & 1 & 0
\end{pmatrix}
\]

Then, the error matrix is:

\[
e = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1
\end{pmatrix}
\]

The Hamming weight of \( e \) is 9 and the rank of \( e \) is 4. We see that it is not possible to decode with both metrics with this error matrix. In fact, rank metric is more interesting when the error has a particular structure such as:

\[
e = \begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

With Hamming metric, there are still 9 errors out of 16 bits transmitted, no binary code of length 16 is able to decode properly while with the rank metric, the rank of \( e \) is only 1. We can easily decode with such error (for instance, with a Gabidulin code of parameters \([4, 2, 3]\)). Of course, such a structured error does not happen necessarily often. In the following, we show that this type of error may happen in a certain case where the rank metric behaves better than the classical Hamming metric in watermarking applications. In the next section, we introduce an embedding method we used to combine with rank metric codes.

3. LATTICE QIM (LQIM)

Vector quantization was introduced by B. Chen and Gregory W. Wornell ([9, 10]). To embed binary information, we have two cosets of the lattice \( \Delta \mathbb{Z}^L \) cosets of dimension \( L \) and a quantizer \( Q_m \):

\[
\Lambda_0 = -\frac{\Delta}{4} + \Delta \mathbb{Z}^L, \quad \Lambda_1 = \frac{\Delta}{4} + \Delta \mathbb{Z}^L
\]

\[
y = Q_m(x, \Delta) = \left\lfloor \frac{x}{\Delta} \right\rfloor \Delta + (-1)^{m+1} \frac{\Delta}{4},
\]

with \( x \) a host sample, \( y \) the quantized sample and \( m = 0, 1 \).

Figure 1 illustrates an example of the lattice space in dimension \( L = 2 \). For any circle or cross (say a quantized vector \( y \)), the diamond delimited by the dotted lines will be denoted by “quantization cell”. To embed information in \( x \), one can quantize \( x \) to the nearest quantization cell center \( y \).
For detection, we compute which coset is closer to the received vector $z$:

$$
\hat{m} = \arg \min_{m \in \{0,1\}} dist(z, \Lambda_m),
$$

$$
dist(z, \Lambda) = \min_{y \in \Lambda} \|z - y\|_2
$$

As an illustration, $z$ will be decoded into $y$ the quantization cell center where $z$ is located. In the next section, we explain how the experiment results allow us to see the error structure produced by a luminance modification on a LQIM watermark coupled with a rank metric code.

4. STUDY OF THE LUMINANCE ATTACK

![Fig. 2. Red curve: Binary error rate of LQIM method in function of $\beta$. This curve is similar when $\beta$ is negative. Blue curve: Image error rate of LQIM method combined with a rank metric code in function of $\beta$. Each point of the blue curve represents the ratio of images where the error rank $\text{Rank}(e) \geq 2$ (failed decoding).](image)

4.1. Detection analysis after attack

The first experiment shows binary error rates (BERs) between the original payload and the decoded payload in function of the luminance constant $\beta$. The following equation illustrates how the luminance additive constant change of parameter $\beta$ acts on a quantized vector $y$:

$$
z = y + \beta \times u
$$

with $u = (1, ..., 1) \in \mathbb{R}^L$ and $z$ a corrupted version of $y$. When $\beta$ increases, $z$ saturates. From a geometrical point of view (in 2D for figure 1), every $z$ travel from one quantization cell to another flipping the embedding bit at every quantization cell change. In figure 2, one can notice that the red curve looks like a square waveform and we can distinguish three cases: $\beta = 0, 0.5, 1$. In the first case, there is no error at detection at regular intervals (such as $\beta \in [14, 21]$). Then, the third case is similar to the first case; BER $= 1$ also happens at regular intervals (such as $\beta \in [5, 14]$). This third case represents situations when every bits of the payload are flipped. The second case (BER $= 0.5$), detected payloads are random sequences. Unlike the previous cases, $\beta = 0.5$ only happens for specific values instead of intervals ($\beta = 4, 21, 40, ...$). This curve clearly shows the existence of a partially structured error form. Moreover, rank metric codes are well suited against this type of error.

4.2. Luminance error structure

When we apply a luminance modification on an image, every quantized vectors will suffer the same distortion of the form $z - y = \beta u$ according to equation 3. In other words, if we imagine the quantization space as in figure 1, every corrupted vectors $z$ will travel through the quantization cells. Indeed, BER $= 0$ means that every $z$ are located in a cell carrying the original bit, not necessarily the one it was quantized at embedding. When BER $= 1$, every $z$ are located in a cell carrying the opposite version of the embedded bit. In the next subsection, we show how a rank metric code can remove the majority of errors.

4.3. Rank metric codes application

As a second experiment, we used a rank metric code of parameters $[7, 3, 5]$ (corrects at most errors of rank 2) and measured Image Error Rates (IERs) and embedded a codeword as the watermark payload. IERs are the ratio of images where the message was not decoded by the rank metric, i.e., the error rank $\text{Rank}(e) \geq 2$. In figure 2, this code is very efficient because IERs are 0 for every $\beta$ except at four values. When $z$ makes the transition from one cell to another, LQIM decoder decodes with BER $= 0.5$ (which means we have full rank errors). On the other hand, a similar parameters Hamming code is $[47, 23, 11]$ and corrects at most 5 binary errors over 47 bits. In that case, the IER curve obtained with this code is identical to the red BER curve because either we have no binary error either every bits of the payload is flipped, i.e., the Hamming metric is inefficient against this attack. In practice, the decoder cannot guess $\beta$ and the probability to find $\beta$ such that errors are not structured for rank metric codes depends on $\Delta$: a small value means a higher probability to decode with errors. Moreover, the red curve in figure 2 does not look like a square waveform for some images due to the random nature of the pixel values they contain. Some BER values might be slightly under 1 or slightly above 0, this is why we choose, for a start, a rank metric code of parameters $(7, 3, 5)$ correcting at most errors of rank 2 to correct more errors. Theoretically,
a code correcting errors of rank at most 1 is enough. In the context of a luminance image processing, these codes provide almost perfect error correction. In the next subsection, we show how to improve the LQIM rank metric decoder.

4.4. Enhanced LQIM rank metric decoder

The luminance channel is parameterized by the additive constant $\beta$. Suppose a watermarked image is damaged by this channel. At decoding, we have the modified versions $z = y + \beta$. Equation 3 shows how to improve the decoder performances by adding a controlled luminance modifications. Periodically, one can notice that we cannot properly decode for $\beta = \sqrt{2} \Delta / 4$ with $k \in \mathbb{Z}$. This case represents transition states traveling from one quantization cell to another, i.e., vectors $z$ are located at the boundaries of quantization cells.

Let $\delta_i \leq \sqrt{2} \Delta / 4, \delta_j \in \mathbb{N}, 1 \leq i \leq n$. Then, from figure 3, we deduce the following property: there is a unique $i$ such that the corrupted image with $z + \delta_i$ cannot be well decoded with LQIM rank metric decoder and for every $j \neq i$, corrupted image with $z + \delta_j$ is perfectly well decoded with LQIM rank metric decoder. By modifying $z$ with $\delta_i$, we guarantee to have the majority of $z + \delta_j$ perfectly decoded. A majority vote strategy on the decoding of multiple attacked image can get rid of the spikes at the only cost of time decoding. Taking $n = 3$ suffices to have good results with this decoding strategy. We have $d = \sqrt{2} \Delta / 4, \delta_1 = 0, \delta_2 = d/3$ and $\delta_3 = 2d/3$. In the experiments, $d \approx 6$ and we used $\delta_1 = 0$, $\delta_2 = 2$ and $\delta = 4$ and they represent modified versions of transmitted $z$. Then, we extract 3 estimations of the original payload. Using the proposed property, two out of the three payloads are correct given fixed $\beta$. In figure 4, error rates are 0 for almost every $\beta$. For non-zero values, some images may have lost some information because of the image processing, so it is impossible for the proposed method to retrieve those information.

Fig. 3. Image error rates of LQIM method combined with a rank metric code in function of $\beta$ with controlled distortions using $\delta = 0, 2, 4$ to shift error rates curves from one to another (spike shift).

As a summary, we proposed a strategy to improve the LQIM decoder combined with a rank metric code. Cases where BER = 0.5 can be avoided by taking an average estimation of multiple decoded payloads where the luminance parameter was modified on purpose. With this enhanced decoder, it is possible to use smaller quantization steps for more invisible watermark (see figure 4 with $\Delta = 8$). Indeed, the correction ability of rank metric codes eliminates all errors except at some particular $\beta$ values. Using the proposed property, we can shift curves i.e. IER spikes and compute the majority vote of payloads. Compared to other approaches against luminance image processing (such as embedding in the low frequency coefficients in the DCT domain), we innovate with a theoretically perfect resistance with weak quantization noise at the cost of some capacity (code rate $k/n$). Due to space constraints, we chose to focus on the luminance image processing to fully understand how rank metric codes work. Results are very interesting for luminance because of the error structure but less interesting for others attacks (such as JPEG compression and additive white Gaussian noise) where the error type is less structured.

5. CONCLUSION

We introduced a new kind of error correcting codes which uses the rank distance instead of the usual Hamming distance. Then, we studied the robustness of the association of LQIM method and rank metric codes against luminance image processing. We proposed an analysis of the luminance attack and showed that rank metric codes provide great correction power because of the errors structured nature. A first application of these codes with Lattice QIM method provided good results but some errors still remain (spikes). Finally, we gave a method to enhance the LQIM rank metric decoder to obtain a theoretically error free decoding. Rank metric codes can be of great interest in digital watermarking. Of course, this result is limited to luminance modifications and similar attacks. As a perspective, we plan to study more about how rank metric codes can be applied in digital watermarking.
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