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Abstract
This work is concerned with the numerical simulation of sound pressure field in three-dimensional cavities in which absorbing materials are present. Standard techniques such as the Finite Element Method are known to be extremely demanding computationally when the frequency increases and thus limited to low frequency applications. To alleviate these difficulties, an alternative formulation based on the Partition of Unity Finite Element Method is proposed. The method involves enriching the approximation finite element space by expanding the acoustic pressure in a set of plane waves propagating in various directions over the unit sphere. Particular attention is devoted to the fast and accurate computation of highly oscillatory integrals which is required by the method. Convergence studies show that these wave finite elements allow to capture accurately the wave field with a number of degrees of freedom that only grows quadratically with the frequency yielding drastic data reduction compared to classical FEM. Results of practical interest are shown for the case of a sound source placed in a reverberation room with absorbing materials.

1. Introduction

Traditional Finite Element Method (FEM) is not efficient enough to solve medium and high frequency acoustic waves because of excessive demands involving heavy computational cost. This results from the thumb rule which indicates that at least 10 nodal points per wavelength are required. Moreover FEM is known to suffer from the so-called pollution error which requires a fine mesh discretization, especially at high frequency, in order to maintain acceptable accuracy.

New deterministic prediction techniques have been developed in the recent years to overcome this limitation. Mainly developed for domain-based methods, one direction of particular interest to us is the reduction of the complexity by expanding the dynamic field variable with a set of oscillatory wave functions which are the analytical solutions to the governing equation of the problem. These techniques include the Partition of Unity Finite Element Method (PUFEM) [1], the Ultra-Weak formulation [2], Wave-Based Methods [3], the Discontinuous Galerkin Method [4] and the Variational Theory of Complex Rays [5][6]. All of these methods can offer a drastic reduction in degrees of freedom compared with conventional FEM. Among them, PUFEM offers the advantage of being very similar to the FEM, can be easily adapted to any FEM mesh and has
been successfully used to solve acoustic wave scattering \cite{7, 8}, flow acoustic \cite{9} and other wave propagation problems including porous and poroelastic materials \cite{10, 11}.

Although these prediction techniques allow a huge reduction in the number of degrees of freedom, the computation of element matrices requires the integration of highly oscillatory functions leading to expensive computational costs due to the need of a too large number of integration points. These limitations can be prohibitive especially for 3D simulations. Therefore, several new integration schemes were developed to improve competitiveness of the PUFEM and in this regard we can cite the earlier work of Sugimoto \cite{12}, Bettess \cite{13} and Gordon \cite{14}. By using the divergence theorem Gabard \cite{15} addresses the issue of integrating general polynomial–exponential products by deriving exact expressions for these integrals in the case where the domain of integration is polygonal. The author applies the technique to the calculation of PUFEM triangular elements. Following a somewhat different approach El Kacimi \cite{16} presents an exact integration scheme for the evaluation of PUFEM element matrices for elastic wave scattering problems in two dimensions. In this work successive integration by parts is performed to obtain closed forms that do not require the coefficients of the polynomial function of the integrand, unlike in reference \cite{15}. More recently, a semi-analytical procedure to efficiently integrate the product of a smooth function and a complex exponential over tetrahedral elements has been published in \cite{17}. The method allows to consider a wider class of smooth functions, i.e. non-polynomial, but remains limited to exponentials with arguments depending linearly with geometrical coordinates.

The purpose of this paper is to bring new contribution to the PUFEM technique for the simulation of acoustic fields in 3D domains. In particular, a new exact integration scheme over linear tetrahedral elements is presented. Through successive use of Green’s theorem, it is shown that volume integrals have closed-form expressions in which no numerical integration is involved. Some numerical aspects of this integration algorithm are also discussed and illustrated. The efficiency of the PUFEM method, in terms of data reduction, is shown and a guideline for selecting the number of plane waves attached to each nodes of the mesh is proposed.

The paper is organized as follows: after presenting the general PUFEM formulation with plane waves in Section 2, the derivation of an exact integration algorithm for the computation of element matrices is explained in Section 3. A convergence analysis is performed in Section 4. It is shown that PUFEM elements allow to capture accurately the wave field with a number of degrees of freedom that only grows quadratically with the frequency, yielding drastic data reduction compared to classical FEM. The case of a singularity (radiating monopole) in the computational domain is also investigated. The paper finishes with applications of practical interest in Section 5 for the case of a monopole sound source placed in a reverberation room with locally reacting walls.

2. PUFEM formulation

For the time harmonic wave oscillation problem, where time-dependence $e^{-i\omega t}$ is assumed, the homogeneous Helmholtz equation for the acoustic pressure $p$ in the bounded three-dimensional domain $\Omega$ is

$$\Delta p + \kappa^2 p = 0 \quad \text{in } \Omega,$$

where $k = \frac{\omega}{c}$ is the wavenumber and $\omega$ is the angular frequency. In this work, we assume that the pressure satisfies the local boundary condition of Robin type:

$$\frac{\partial p}{\partial n} = \hat{\alpha} p + \hat{\beta},$$

where $\hat{\alpha}$ and $\hat{\beta}$ are complex-valued functions defined on the boundary $\Gamma = \partial \Omega$. Applying the standard weighted residual scheme to the governing equation, we can write

$$\int_{\Omega} w(\Delta p + \kappa^2 p) d\Omega = 0,$$
where \( w \) stands for the weighting function. The choice of this function is not unique. Among them, the Galerkin method which is probably the most common approach adopted in the finite element community, consists in choosing the weighting function to be identical to the trial basis function. The reason of its popularity among others stems from the fact that this selection allows the construction of a symmetric linear system. By applying integration by parts, the weak form of the governing Helmholtz equation (4), we arrive at PUFEM matrix

\[
\phi \text{ where, function } P_j \text{ is also a plane wave stemming from the product of the trial and test functions. This can be written as}
\]

\[
\phi = \exp(i\kappa d \cdot x) \quad \text{with} \quad \kappa = k\|d_{jq} + d_{j'q'}\| \quad \text{and} \quad d = \frac{d_{jq} + d_{j'q'}}{\|d_{jq} + d_{j'q'}\|}.
\]
As for the choice of the wave directions, these are chosen to be regularly distributed over the unit circle in the bidimensional case. In three dimensions, in order to ensure that the distribution of plane wave directions is also based on the equal spacing of points on the unit sphere, we apply the Coulomb force method developed by [18]. It is based on the use of an explicit time stepping scheme to converge to a static equilibrium state for a set of charged particles on a unit spherical surface. Compared to the discretized cube method used in [8], the use of Coulomb force method allows to obtain uniformly spaced directions, and at the same time, avoid the possibility of a subset of plane waves gathering together in a preferred direction which might deteriorate the stability of the PUFEM solution. The other advantage of the Coulomb force method is that an arbitrary number of wave directions can be assigned, which renders the PUFEM method more flexible. The computational aspect of the Coulomb force method is given in detail in [18] and this will not be repeated here. The special case in (10) when directions of waves are opposite, i.e. \( \kappa = 0 \), is avoided by adding small random variations, such that two wave directions will never be exactly opposite to each other. Finally, once a particular set of directions has been found, it is stored once for all. For the sake of illustration, the distribution of 30 plane wave directions is given in Fig. 1.

3. Exact integration algorithm for linear transformation

At this point, it is imperative to develop an efficient three-dimensional integration algorithm for addressing the computation of 3D highly oscillatory wave integrals involved in (9). Typically, the computational burden stemming from the huge amounts of integration Gauss points, which is expected to grow cubically with \( k \), will be inevitable if standard quadrature methods are used. To make some progress, we consider a linear mapping system between real and local coordinate, as shown in Figure 2. The linear shape functions are of the form: \( N_1 = \zeta_1, N_2 = \zeta_2, N_3 = \zeta_3 \) and \( N_4 = 1 - \zeta_1 - \zeta_2 - \zeta_3 \), and we can write explicitly the linear mapping between real space \( \mathbf{x} = (x_1, x_2, x_3) \) and local space \( (\zeta_1, \zeta_2, \zeta_3) \) as

\[
\mathbf{x} = \sum_{j=1}^{4} N_j \mathbf{x}_j = \mathbf{x}_4 + \zeta_1 \mathbf{e}_{41} + \zeta_2 \mathbf{e}_{42} + \zeta_3 \mathbf{e}_{43}.
\]

Here, we adopt the notation \( \mathbf{e}_{jj'} = \mathbf{x}_{j'} - \mathbf{x}_j \), so that the Jacobian matrix can be written by

\[
\mathbf{J} = [\mathbf{e}_{41} \quad \mathbf{e}_{42} \quad \mathbf{e}_{43}]^\top.
\]
Its inverse $H = J^{-1}$ can be easily calculated, which allows us to get the transformation formulas for the gradient and Laplace operators:

$$\nabla F = H \nabla_\zeta F \quad \text{and} \quad \Delta F = H_{ij} H_{kl} \partial_{\zeta_l} \partial_{\zeta_k} F. \quad (13)$$

Since the geometric mapping is linear and the shape functions $N_i$ are also linear, some terms can be moved out of the integrals in (9), which results in

$$(A_e)_{j,q',q'} = -k^2 (1 + d_{j,q} \cdot d_{j,q'}) \int_{\Omega_e} N_j N_{j'} \phi d\Omega + i k d_{j,q} \cdot \nabla N_j \int_{\Omega_e} N_{j'} \phi d\Omega$$

$$+ i k d_{j,q} \cdot \nabla N_{j'} \int_{\Omega_e} N_j \phi d\Omega + \nabla N_j \cdot \nabla N_{j'} \int_{\Omega_e} \phi d\Omega. \quad (14)$$

All integrals involved are of the form

$$\int_{\Omega_e} F \phi d\Omega, \quad (15)$$

where function $F$ is either quadratic (regardless of the coordinate system, real or local), $F = N_j N_{j'}$, linear $F = N_j$ or simply a constant $F = 1$. We can take advantage of the fact that $\phi$ is a plane wave and apply the Green theorem iteratively (see Appendix A). This yields the series of surface integrals

$$\int_{\Omega_e} F \phi d\Omega = - \int_{S_e} (\epsilon F d + \epsilon^2 \nabla F + \epsilon^3 \Delta F d + \cdots) \cdot n \phi dS, \quad (16)$$

where $\epsilon = i/\kappa$ and $S_e = \partial \Omega_e$. Though the series contains, in principle, an infinite number of terms, the important feature of the linear mapping signifies that the maximum order of the polynomial $F$ in the above volume integrals is quadratic, so only the first three terms of the series are kept. Note that the above equation can be regarded as an alternative formulation to previous research work (see Section 4.1 in [16]).

In the following, we define the notation:

$$S_e = \bigcup_{\alpha=1}^4 T_{\alpha}, \quad (17)$$
to represent all surfaces of the tetrahedron element, where the triangle $T_\alpha$ denotes one surface of the element, here $\alpha$ stands for the node number of the element which lies opposite to the surface. Applying (16), we get

$$
\int_{\Omega_\alpha} N_j N_j' \phi \, d\Omega = - \sum_{\alpha=1}^4 d \cdot n_\alpha \left( \epsilon \int_{T_\alpha} N_j N_j' \phi \, dS + \epsilon^2 \Delta(N_j N_j') \int_{T_\alpha} \phi \, dS \right) - \epsilon^2 \sum_{\alpha=1}^4 n_\alpha \cdot \nabla N_j \int_{T_\alpha} N_j' \phi \, dS,
$$

and

$$
\int_{\Omega_\alpha} N_j \phi \, d\Omega = - \sum_{\alpha=1}^4 d \cdot n_\alpha \epsilon \int_{T_\alpha} N_j \phi \, dS - \epsilon^2 \sum_{\alpha=1}^4 n_\alpha \cdot \nabla N_j \int_{T_\alpha} \phi \, dS,
$$

and

$$
\int_{\Omega_\alpha} \phi \, d\Omega = - \sum_{\alpha=1}^4 d \cdot n_\alpha \epsilon \int_{T_\alpha} \phi \, dS.
$$

Here, $n_\alpha$ are outward-pointing normal vectors. At this stage, we shall operate an appropriate change of variable from the real space $T_\alpha$ to the local coordinate system $(x,y)$ defined over the unit triangle $\mathcal{T} \equiv \{x \geq 0, y \geq 0, x + y \leq 1\}$. By definition, the node $x_\alpha$ does not belong to $T_\alpha$. Thus, the set $T_\alpha$ can be defined using the three other nodes and we can put

$$
x \in T_\alpha \quad \iff \quad x = x_{\alpha-1} + x(x_{\alpha+1} - x_{\alpha-1}) + y(x_{\alpha+2} - x_{\alpha-1})
$$

(21)

with the convention that $x_{\alpha+4} = x_\alpha$. So, if we define $\omega_\alpha = i \epsilon \mathbf{d} \cdot x_\alpha$, we can calculate

$$
\int_{T_\alpha} \phi \, dS = \int_{T_\alpha} \exp[i \epsilon \mathbf{d} \cdot (x_{\alpha-1} + x(x_{\alpha+1} - x_{\alpha-1}) + y(x_{\alpha+2} - x_{\alpha-1}))] \, dS
$$

(22)

$$
= 2 A_\alpha \exp[\omega_{\alpha-1}] \int_{\mathcal{T}} \exp[(\omega_{\alpha+1} - \omega_{\alpha-1})x + (\omega_{\alpha+2} - \omega_{\alpha-1})y] \, dx \, dy,
$$

where $A_\alpha$ is the area of $T_\alpha$. Now, it is useful for the analysis to introduce the family of surface integrals

$$
I_{mn}(\mathbf{a}) = \int_{\mathcal{T}} x^m y^n \phi \, dx \, dy,
$$

(23)

where $\phi = \exp(ax + by)$ and $\mathbf{a} = (a,b)$ is an arbitrary vector. Thus, we can write

$$
\int_{T_\alpha} \phi \, dS = 2 A_\alpha \exp[\omega_{\alpha-1}] I_{00}(\mathbf{a}) \quad \text{with} \quad \mathbf{a} = (\omega_{\alpha+1} - \omega_{\alpha-1}, \omega_{\alpha+2} - \omega_{\alpha-1}),
$$

(24)

It is also convenient to introduce a set of integers $S$ which contains the four node numbers associated with the element, that is $S = \{1, 2, 3, 4\}$. Following the same approach, it can be shown that

$$
\int_{T_\alpha} N_j \phi \, dS = 2 A_\alpha \exp[\omega_{\alpha-1}] I_{10}(\mathbf{a}) \quad \text{with} \quad \mathbf{a} = (\omega_j - \omega_r, \omega_l - \omega_r),
$$

(25)

where it must be understood that the set of indices $\alpha, j, l$ and $r$ must constitute the set $S$, namely, $\{\alpha, j, l, r\} = S$, which signifies that $\alpha, j, l, r$ must be all different. Otherwise, the value of the integral is zero (this happens when $\alpha = j$). Similarly

$$
\int_{T_\alpha} N_j N_j' \phi \, dS = 2 A_\alpha \exp[\omega_{\alpha-1}] I_{11}(\mathbf{a}) \quad \text{with} \quad \mathbf{a} = (\omega_j - \omega_r, \omega_j' - \omega_r),
$$

(26)
where it must be understood that \( \{j, j', \alpha, r\} = S \). Otherwise, the value of the integral is zero (this happens when \( \alpha = j \) or \( \alpha = j' \)). For the particular case where \( j = j' \), we have

\[
\int_{T_\alpha} N_j^2 \phi \, dS = 2A_{\alpha} e^{\omega r} I_{20}(\mathbf{a}) \quad \text{with} \quad \mathbf{a} = (\omega_j - \omega_r, \omega_l - \omega_r).
\]

(27)

The numerical treatment of (23) is presented with all necessary details in Appendix B.

We shall mention exceptional cases that might lead to wrong results corrupted by round-off errors. The first one corresponding to \( \kappa \approx 0 \) is easily circumvented by selecting plane wave directions accordingly (see previous section). A second scenario occurs when \( \mathbf{a} \approx 0 \) in equation (45), this case characterizes the fact that the resulting plane wave direction is orthogonal to one of the surfaces of the element. To tackle this problem, we shall take advantage of the fact that the exponential function \( \hat{\phi} \) is nearly a constant so quadrature methods are well suited. Integrals are computed numerically using the discrete sum

\[
\int_{T} f(x, y) \, dx \, dy \approx \sum_{g} w_g f(x_g, y_g),
\]

(28)

where \( w_g \) and \((x_g, y_g)\) are, respectively the weight and the quadrature point on the unit triangle. In practice, the summation is performed over a very small number of terms to achieve high accuracy and the condition \( \mathbf{a} \approx 0 \) means \( \|\mathbf{a}\| < 10^{-2} \). The use of closed-form expressions also break down when \( a \approx 0 \) or \( b \approx 0 \) or \( s \approx 0 \) in Eq. (48), this case signifies that the resulting plane wave direction is orthogonal to one edge of the surface integration domain. Again, the use of Gauss quadrature allows to obtain extremely accurate and reliable results.

4. Note on computational efficiency

The complexity of the integration algorithm can be assessed for the case of single element having \( Q_j \) plane wave directions ‘attached’ to each node \( x_j \). Thus, \( Q_j \times Q_{j'} \) corresponds to the total number of plane waves (i.e. function \( \phi \)) involved for a given pair of indices \((j, j')\). The computational cost depends largely on the number of (non-zero) surface integrals and the number of blocks \( B_{(j,j')} \) (of size \( Q_j \times Q_{j'} \)) in the PUFEM elementary matrix which is of the form:

\[
A_e = \begin{pmatrix}
B_{(1,1)} & B_{(1,2)} & B_{(1,3)} & B_{(1,4)} \\
B_{(2,1)} & B_{(2,2)} & B_{(2,3)} & B_{(2,4)} \\
B_{(3,1)} & B_{(3,2)} & B_{(3,3)} & B_{(3,4)} \\
B_{(4,1)} & B_{(4,2)} & B_{(4,3)} & B_{(4,4)}
\end{pmatrix}.
\]

(29)

and for which only 6 off-diagonal and 4 diagonal blocks need computing as the rest is obtained by invoking symmetry. The implemented version of the algorithm follows the description presented earlier : the volume integral is converted into surface integrals over the reference triangle and then converted into line integrals for which closed-form solutions are available. To speed up the integration, a Fortran version has been implemented and linked as a mexfile to Matlab core. This version takes advantage of multithread capability of modern CPU with openMP shared memory parallelism. The double loop over the tetrahedron vertices is distributed over the available threads.

As illustrated in Fig. 3 for a sufficiently large number of plane waves (say \( Q > 150 \), here we took \( Q_j = Q \)), the scaling is almost linear up to 5 threads. The use of a larger number of threads appears to be inefficient due to the overhead. A profile (valgrind/cachegrind) indicates that around 15% of CPU time is spent for the computation. The reminder of the computational time is spend mostly for the recombination.

5. Convergence analysis

In this section, we shall investigate the numerical performance of the PUFEM in terms of accuracy and data reduction. Here the idea is to test the convergence of the method without modifying the coarse mesh.
In other words, we perform a $Q$-refinement as opposed to a $h$-refinement. Following theoretical arguments given in [20] and [21] on acoustic field synthesis and the Fast Multipole method, we may assume that the number of plane waves attached to each node of the FEM mesh should vary quadratically as

$$Q_{\text{node}} = C(k\bar{h})^2.$$  \hspace{1cm} (30)

This criteria which is also consistent with results given in [9] is node-dependent and $\bar{h}$ is the longest edge attached to the node of the mesh. In practice, coefficient $C$ must also be viewed as a function of $kh$ and it must be adjusted depending on the configuration and the expected accuracy. The behavior of $C$ with respect to the non-dimensional frequency $kh$ can be found by taking advantage of an artificial wave propagation problem for which the analytical solution is easily available. To do this, we consider an arbitrary incident plane wave $p^{inc}$ propagating inside a single regular tetrahedron (the 4 edges are all of equal length $h = \bar{h}$).

The boundary condition applied on each face is given by

$$\frac{\partial p}{\partial n} = i k (p - p^{inc}) + \frac{\partial p^{inc}}{\partial n}.$$  \hspace{1cm} (31)

To be fair in our convergence test, the incident plane wave direction is always chosen as far as possible from the plane waves directions of the PUFEM basis, so that peculiar behaviors can be avoided. In all cases, plane wave directions are computed through the algorithm presented in Section 2, with the aim to ensure a regularly spaced distribution. The numerical error is evaluated via $L_2$ error criteria on the boundary of the domain (here we have simply: $\Gamma = \partial \Omega_e$, as there is a single element, and $p^{ex} = p^{inc}$):

$$\varepsilon_2 = \frac{\|p^{ex} - p\|_{L_2(\Gamma)}}{\|p^{ex}\|_{L_2(\Gamma)}}.$$  \hspace{1cm} (32)

In Table 1 convergence results are reported. All these tests have been carried out to assess the convergence and verify the effectiveness of the method. Here the condition number $\text{Cond}$ is estimated with Matlab by using the command \texttt{Condest}. Moreover, we also introduce the average discretization level $n_\lambda$ in the context of 3D PUFEM, $n_\lambda$ describes the number of variables needed to capture a single wavelength. For 3D problems, it is evaluated via:

$$n_\lambda = \lambda \left( \frac{N_{\text{def}}}{\int_{\Omega_e} \, d\Omega} \right)^{1/3}. \hspace{1cm} (33)$$
Table 1: Convergence test of the PUFEM for a single element of size $h$.

<table>
<thead>
<tr>
<th>$kh$</th>
<th>$C$</th>
<th>$Q$</th>
<th>$n_\lambda$</th>
<th>$h/\lambda$</th>
<th>$\log_{10}(\text{Cond})$</th>
<th>$\varepsilon_2(%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.080</td>
<td>32</td>
<td>2.04</td>
<td>3.18</td>
<td>6.99</td>
<td>86.59</td>
</tr>
<tr>
<td></td>
<td>0.130</td>
<td>52</td>
<td>2.39</td>
<td>3.18</td>
<td>9.24</td>
<td>9.21</td>
</tr>
<tr>
<td></td>
<td>0.180</td>
<td>72</td>
<td>2.67</td>
<td>3.18</td>
<td>11.53</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>0.230</td>
<td>92</td>
<td>2.89</td>
<td>3.18</td>
<td>14.26</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>0.280</td>
<td>112</td>
<td>3.09</td>
<td>3.18</td>
<td>16.44</td>
<td>0.0036</td>
</tr>
<tr>
<td></td>
<td>0.300</td>
<td>120</td>
<td>3.16</td>
<td>3.18</td>
<td>17.70</td>
<td>0.0057</td>
</tr>
<tr>
<td>45</td>
<td>0.090</td>
<td>183</td>
<td>1.62</td>
<td>7.16</td>
<td>10.72</td>
<td>2.82</td>
</tr>
<tr>
<td></td>
<td>0.105</td>
<td>213</td>
<td>1.70</td>
<td>7.16</td>
<td>12.37</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>0.120</td>
<td>243</td>
<td>1.78</td>
<td>7.16</td>
<td>14.07</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>0.135</td>
<td>273</td>
<td>1.85</td>
<td>7.16</td>
<td>16.19</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>0.150</td>
<td>303</td>
<td>1.91</td>
<td>7.16</td>
<td>17.67</td>
<td>0.0027</td>
</tr>
<tr>
<td></td>
<td>0.164</td>
<td>333</td>
<td>1.98</td>
<td>7.16</td>
<td>19.23</td>
<td>0.0025</td>
</tr>
<tr>
<td>65</td>
<td>0.085</td>
<td>360</td>
<td>1.40</td>
<td>10.35</td>
<td>13.12</td>
<td>9.41</td>
</tr>
<tr>
<td></td>
<td>0.094</td>
<td>395</td>
<td>1.45</td>
<td>10.35</td>
<td>14.33</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>0.102</td>
<td>430</td>
<td>1.49</td>
<td>10.35</td>
<td>16.39</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>0.110</td>
<td>465</td>
<td>1.53</td>
<td>10.35</td>
<td>17.22</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>0.118</td>
<td>500</td>
<td>1.56</td>
<td>10.35</td>
<td>18.68</td>
<td>0.0027</td>
</tr>
<tr>
<td></td>
<td>0.127</td>
<td>535</td>
<td>1.60</td>
<td>10.35</td>
<td>19.20</td>
<td>0.0029</td>
</tr>
<tr>
<td>80</td>
<td>0.080</td>
<td>513</td>
<td>1.28</td>
<td>12.73</td>
<td>14.09</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>0.086</td>
<td>549</td>
<td>1.31</td>
<td>12.73</td>
<td>15.30</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>0.091</td>
<td>585</td>
<td>1.34</td>
<td>12.73</td>
<td>16.28</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td>0.097</td>
<td>621</td>
<td>1.37</td>
<td>12.73</td>
<td>17.29</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>657</td>
<td>1.39</td>
<td>12.73</td>
<td>18.75</td>
<td>0.0021</td>
</tr>
<tr>
<td></td>
<td>0.108</td>
<td>693</td>
<td>1.42</td>
<td>12.73</td>
<td>19.78</td>
<td>0.0018</td>
</tr>
</tbody>
</table>

Figure 4: The relative error (a), condition number (b), with respect to $kh$. 
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where \( N_{dof} \) is the total number of degrees of freedom.

After running a series of numerical tests, we managed to obtain the error performance with respect to different values of the non-dimensional parameter \( kh \), varying from 5 to 80. For the sake of clarity, only 5 of them are displayed in Figure 4. We can observe that the region of convergence, once it begins, is relatively narrow, and the error drops abruptly showing exponential rates of convergence until it reaches a plateau. This is mainly caused by the large condition number inherent to PUFEM with plane waves. A closer analysis reveals that the plateau is reached as soon as the condition number exceeds \( 10^{16} \) or \( 10^{17} \).

Interestingly, if we draw a horizontal line corresponding to a specified error level, say 1% for instance, then the intersection points with each curve corresponding to a given value of \( kh \) will give the required number of plane wave directions to attain this accuracy. Hence, by inverting formula (30), we can deduce the value of coefficient \( C \) that guarantees a certain prescribed accuracy. Values of coefficient \( C \) are reported in Figure 5 for two prescribed accuracies of \( \varepsilon_2 = 1\% \) and \( \varepsilon_2 = 0.1\% \). It can be observed that the value of \( C \) decreases and converges to a certain value around 0.1 for high frequency. More precisely, the curves show similar asymptotic behavior as \( Q \sim 0.1(kh)^2 \) and the coefficient \( C \) ranges between 0.1 and 0.7 as long as the frequency is sufficiently high compared to the element length (i.e., \( kh > 10 \)). This suggests that an unreasonable number of plane waves are needed for small value of \( kh \). In practice, it shows that PUFEM is not efficient enough for the low-frequency scenario when \( kh < 10 \). In this case, the use of classical piecewise polynomial functions would be a better option. For sufficiently large frequency, or more precisely when \( kh > 10 \), the PUFEM clearly outperforms standard piecewise polynomial FEM. To summarize, we can anticipate that, the number of plane waves should vary quadratically with respect to \( kh \) whereas the number of degrees of freedom required by standard FEM should grow cubically with frequency, thus the computational gain is expected to be very substantial at high frequency.

Before we end this section, one should have in mind that these results can be regarded as nearly-optimal as the problem treated here consists in approximating an arbitrary propagating plane wave with other plane waves propagating in multiple directions. In the 2D case, a rigorous analysis can be conducted as in [19], the 3D case appears to be more tricky since the wave directions are not known a priori as these are computed using the Coulomb force method. Finally, the optimal curves of figure 5 should provide a useful ‘rule-of-thumb’ for assigning the appropriate number of plane waves at each node of the mesh. An example of this shall be given in the next section.
6. Applications

6.1. Response to a point source in a hard wall cubic cavity

We now consider the case of radiating monopole placed in a hard wall cubic cavity of size $2 \times 2 \times 2$ (dimensions are given in meters). The total pressure field satisfies

$$\Delta p + k^2 p = \delta(x - x_0),$$  \hspace{1cm} (34)

where $x_0$ is the source location. The exact solution to this problem can be recovered by the modal series

$$p^{ex} = \sum_m \frac{\psi_m(x)\psi_m(x_0)}{k^2 - k_m^2}$$  \hspace{1cm} (35)

where $(\psi_m, k_m)$ are the normalized cavity modes and the associated frequency. In order to circumvent the singular behavior of the solution, it is judicious to split the pressure as

$$p = p^I + p^S$$

where

$$p^I = \exp(i k |x - x_0|)/(4\pi |x - x_0|)$$  \hspace{1cm} (36)

is the free space incident field and $p^S$ is the scattered field which is solved with the PUFEM with Neumann boundary conditions: $\partial_n p^S = -\partial_n p^I$. The cavity is meshed with 24 elements of typical size $h = 2$ with a total of 15 nodes. In Fig. 6, are plotted the PUFEM solution due a point source located near the center with $x_0 = (0.9, 0.8, 1)$. Three numerical tests have been ran by increasing the number of plane waves. Note that the selection rule (30) indicates that the number of plane waves differs depending on the type of node it is attached to, thus $Q_{\text{max}}$ refers to the number of plane waves attached to nodes belonging to largest elements, i.e. the eight corners of the cavity. Clearly, PUFEM solutions with $Q_{\text{max}} = 278$ have converged to reasonable accuracy. A careful examination of the imaginary part of the computed solution, which is a consequence of the complex-valued plane wave basis, shows that it tends to vanish as the number of plane waves increases. Since the true solution is purely real, the imaginary part could serve as an indicator of the numerical accuracy. In this scenario, we shall take advantage of this and define the following error estimate

$$\tilde{\varepsilon}_2^2 = \frac{\|\Im(p)\|_{L^2(\Gamma)}}{\|\Re(p)\|_{L^2(\Gamma)}}.$$  \hspace{1cm} (37)

Results of Fig. 7 confirm that the two error indicators (32) and (37) are in perfect agreement (note that $\langle Q \rangle$ refers to the average number of plane waves per node used in the calculation). The observed discrepancies when $\langle Q \rangle$ exceeds 300 stem simply from the fact that the truncated modal series does not contain enough terms to guarantee very precise results. Thus the indicator (37) is very reliable and results show similar convergence properties as for the test problem of Figure 4. The third curve shows errors obtained when the total pressure $p$ is computed using a direct approach, that is by expanding the right-hand side of the wave equation in the PUFEM plane wave basis. In this context, the weak form (4) is

$$\int_\Omega (\nabla p \cdot \nabla w - k^2 p w) \, d\Omega = -\int_\Omega w \delta(x - x_0) \, d\Omega = -w(x_0).$$  \hspace{1cm} (38)

This indicates, as expected, that the plane wave basis cannot capture correctly singular or quasi-singular fields.

6.2. Response to a point source in a treated room

In this section, the simulation of acoustic fields in a reverberation room with treated walls is considered. The shape of the room is taken from a reverberation chamber from our laboratory in SUPMECA and the upper surface (‘roof’ as indicated in Fig. 8) is treated acoustically. It is assumed that the surface is locally reacting and

$$\partial_n p = ikZ^{-1}p,$$  \hspace{1cm} (39)
where $Z$ is the reduced wall impedance. The acoustic monopole source is located at $x_0 = (0, 0, 0.5)$.

First, one shall consider a somewhat artificial problem by choosing a purely imaginary wall impedance $Z = 2i$. Figure 9 (left) shows the amplitude of the total pressure field at the specific frequency $f = 1620$ Hz. Using dimensionless quantities, this corresponds approximately to $kH = 60$ where $H \approx 2$ m stands for the longest edge of the mesh, i.e. the height of the room. The number of plane waves at each node of the mesh is chosen using $Q_{node} = 2C(kh)^2$ (which is twice the ‘optimal’ case of (30)) where coefficient $C = C(kh)$ is node-dependent and chosen from results of Figure 5. The total number of degrees of freedom is about 12400, which means that the average discretization level is $n_\lambda = 2.4$ d.o.f. per wavelength. In this scenario, the exact solution is real-valued so it is fair to assume that error estimate (37) is a good indicator and it is found that $\hat{\varepsilon}_2 \approx 1\%$ which is sufficiently accurate for engineering purposes. We now repeat the same calculation with a more conventional value for the wall impedance: $Z = 2 + 2i$. The corresponding acoustic field is illustrated in Figure 9 (right) showing that the wall treatment allows the amplitude of the sound pressure to be reduced by an order of magnitude.

In this last example, we shall consider a cavity problem in the presence of a re-entrant corner, where the sound field is produced by a monopole source placed inside the cavity. In Figure 10 it can be seen that a small cube of size $1 \times 1 \times 1$ is cut out from the original cubic cavity of dimension $2 \times 2 \times 2$. Similarly to the reverberant room case, a surface impedance boundary condition $Z = 2 + 2i$ is also applied on the roof of the cavity, i.e. at $z = 2$. The characteristic length of this cavity is $H = 2$ m. The position of the point source $x_0 = (0.99, 0.99, 1.01)$ is located in close proximity of the re-entrant corner of the cavity at a distance of about $d \approx 1.73 \times 10^{-2}$ m from the corner. Results (viewed from a given observing angle) are shown in Figure 10 for two discretization levels. In this example, taking an average number of $Q$ = 220 plane wave directions per node suffices to guarantee converged results as differences between the two results are hardly noticeable.
7. Conclusions

This paper has brought new contribution to the PUFEM technique for the simulation of acoustic fields in 3D domains. In particular, an exact integration scheme is presented for the fast and accurate computation of highly oscillatory integrals arising from the PUFEM matrix coefficients associated with the 3D Helmholtz equation. It is shown that, through successive use of Green’s theorem, volume integrals have closed-form expressions in which no numerical integration is involved. Through convergence tests, a criteria for selecting the number of plane waves is proposed. It is shown that this number only grows quadratically with the frequency thus leading to a drastic reduction in the total number of degrees of freedoms in comparison to classical FEM. The method has been verified for two numerical examples. In both cases, the method is shown to converge to the exact solution. For the hard wall cavity problem with a monopole source located inside, a direct approach which consists in projecting the delta function in the plane wave basis shows poor convergence due to the singular nature of the solution. Results of practical interest are shown for the case of a sound source placed in a reverberation room with locally reacting walls. When the surface impedance is purely imaginary the exact solution is real and an error estimate based on the imaginary part of the numerical solution allows to assess the quality of the results at a relatively cheap cost. It is believed that the error estimate could also serve as reliable indicator for arbitrary impedance values. Because the work presented in this paper is still restricted to linear 3D elements, there is a need for more sophisticated integration algorithms able to handle geometrically curved elements and this should be the subject of future work.
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Figure 8: Geometry of the reverberant chamber at SUPMECA (a) meshed with PUFEM elements (b).

Figure 9: Amplitude of the total pressure field $|p|$, at $f = 1620$ Hz. (a): treated roof with purely imaginary impedance $Z = 2i$ and (b): treated roof with $Z = 2 + 2i$.

**Appendix A: Green’s identity**

Recall that the plane wave $\phi$ satisfies
\[
\nabla \phi = i\kappa d\phi \quad \text{and} \quad \Delta \phi = -\kappa^2 \phi.
\] (40)

By using second Green’s identity,
\[
\int_{\Omega} F\phi \, d\Omega = -\frac{1}{\kappa^2} \int_{\Omega} \Delta F \phi \, d\Omega - \frac{1}{\kappa^2} \int_{S_{\kappa}} (F\partial_n \phi - \phi \partial_n F) \, dS.
\] (41)

A similar formula holds by replacing $F$ by $\Delta F$ and it finally yields
\[
\int_{\Omega} F\phi \, d\Omega = -\frac{1}{\kappa^2} \int_{S_{\kappa}} (F - \frac{1}{\kappa^2} \Delta F)\partial_n \phi - (\partial_n F - \frac{1}{\kappa^2} \partial_n \Delta F)\phi + \ldots
\] (42)
Figure 10: Response to a point source located near a re-entrant corner. (b): ⟨Q⟩ = 220 and (c): ⟨Q⟩ = 275.

Or in a more tractable form (recall that \( \epsilon = i/\kappa \)):

\[
\int_{\Omega} F \phi \, d\Omega = - \int_{S} (\epsilon F d + \epsilon^2 \nabla F + \epsilon^3 \triangle F + \epsilon^4 \nabla(\triangle F) + \ldots) \cdot n \phi \, dS.
\] (43)

Appendix B: Integration over the reference triangle

The aim is to arrive to a closed-form expression for the exact computation of

\[
I_{mn}(a) = \int_{T} x^m y^n \hat{\phi} \, dx \, dy,
\] (44)

where \( \hat{\phi} = \exp(ax + by) \) and the vector \( a = (a, b) \) is complex-valued. In the present context, indices \( m, n \) are only varying from 0 to 2. Figure 11 shows the reference triangular domain. The dimension of the integral domain can be further reduced from surface to its edges by applying Green theorem as in formula (43). This yields

\[
I_{mn}(a) = \frac{1}{\|a\|^2} \left[ \sum_{\beta=1}^{3} a \cdot \hat{n}_{\beta} \int_{\gamma_{\beta}} x^m y^n \hat{\phi} \, d\gamma - \int_{\gamma} \nabla(x^m y^n) \cdot \hat{n} \hat{\phi} \, d\gamma + \frac{a}{\|a\|^2} \cdot \triangle(x^m y^n) \int_{\gamma} \hat{\phi} \, d\gamma \right],
\] (45)

in which, the first line integral can be written in its closed-form expression:

\[
I_{mn}^1(a) = \sum_{\beta=1}^{3} a \cdot \hat{n}_{\beta} \int_{\gamma_{\beta}} x^m y^n \hat{\phi} \, d\gamma
\]

\[
= -b \int_{0[y=0]}^{1} x^m y^n e^{ax} \, dx - a \int_{0[x=0]}^{1} x^m y^n e^{by} \, dy + (a + b)e^b \int_{0}^{1} x^m (1 - x)^n e^{sx} \, dx
\]

\[
= -b I_{m,0}(a) \delta_{n,0} - a I_{n,0}(b) \delta_{m,0} + (a + b)e^b I_{m,n}(s),
\] (46)

in which \( s = a - b \). The closed-form expression for the second integral can be expressed as

\[
I_{mn}^2(a) = \sum_{\beta=1}^{3} \int_{\gamma_{\beta}} \nabla(x^m y^n) \cdot \hat{n}_{\beta} \hat{\phi} \, d\gamma
\]

\[
= - \int_{0}^{1} nx^{m-1} y^n e^{ax} \, dx - \int_{0}^{1} mx^{m-1} y^n e^{by} \, dy
\]

\[
+ e^b \int_{0}^{1} [nx^m (1 - x)^{n-1} + mx^{m-1} (1 - x)^n] e^{sx} \, dx
\]

\[
= - I_{m,0}(a) \delta_{n,1} - I_{n,0}(b) \delta_{m,1} + e^b [n I_{m,n-1}(s) + m I_{m-1,n}(s)].
\] (47)
The closed-form expression of third integral can be derived based on the previous calculated integrals, which is given by

\[ I_{20}^3(a) = I_{02}^3(a) = \frac{2}{\|a\|^2} I_{00}^1(a). \] (48)

The line integrals are all expressed in terms of the elementary integrals

\[ I_{m,n}(s) = \int_0^1 x^m (1-x)^n e^{sx} \, dx \] (49)

For the purposes of avoiding round off errors, enhancing the numerical stability as well as saving computational time, Evans and Webster [23, 15] have shown that these integrals can be obtained via the recurrence:

\[ Q_m(s) = \int_0^1 x^m e^{sx} \, dx, \] (50)

\[ Q_m(s) = \left[ e^s - mQ_{m-1}(s) \right] / s, \] (51)

where \( Q_0(s) = (e^s - 1) / s \) and \( Q_m(0) = 1 / (m + 1) \) when \( s = 0 \). The other integrals can be easily recovered once all monomials have been computed.
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