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ABSTRACT

The need to understand and simulate hydrological phenomena and their interactions, and the impact of anthropogenic and climate changes on natural environments have promoted the study of evaporation from bare soils in arid climates. In closed Altiplano basins, such as those encountered in arid and hyper arid basins in northern Chile, evaporation from shallow groundwater is the main source of aquifer depletion and thus, its study is crucial for water resources management. The objective of this work is to understand the mechanisms of evaporation in saline soils with shallow water tables, in order to better quantify evaporation fluxes and improve our understanding of the water balance in these regions. To achieve this objective, a model that couples fluid flow with heat transfer was developed and calibrated using column experiments with saline soils from the Huasco salt flat basin, Chile. The model enables determination of both liquid and water vapor fluxes, as well as the location of the evaporation front. Experimental results showed that salt transport inside the soil profile modified the water retention curve, highlighting the importance of including salt transport when modeling the evaporation processes in these soils. Indeed, model simulations only agreed with the experimental data when the effect of salt transport on water retention curves was taken into account. Model results also showed that the evaporation front is closer to the soil surface as the water table depth reduces. Therefore, the model allows determining the groundwater level depth that results in disconnection of liquid fluxes in the vadose zone. A sensitivity analysis allowed understanding the effect of water-flux enhancements mechanisms on soil evaporation. The results presented in this study are important as they allow quantifying the evaporation that occurs in bare soils from Altiplano basins, which is typically the main water discharge in these closed basins.
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1. Introduction

The need to understand and simulate hydrological phenomena and their interactions, and the impact of anthropogenic and climate changes on natural environments have promoted the study of evaporation from bare soils in arid climates (Alazard et al., 2015). However, current knowledge of evaporation remains incomplete because the complex and strongly coupled interaction of transport mechanisms (phase change, capillary flow, film flow, vapor diffusion), soil properties (hydrodynamic and thermal), and atmospheric forcings (air temperature, relative humidity, radiation, atmospheric stability) are not well understood (Trautz et al., 2015). In closed Altiplano basins such as those encountered in arid and hyper arid basins in the northern Chile, evaporation is the main source of aquifer depletion, and thus its study is crucial for water resources management. Understanding evaporation is also important for the study of sensitive soil systems such as wetlands (de la Fuente and Niño, 2010; Johnson et al., 2010). Nonetheless, understanding the evaporation processes in these environments is complex because evaporation occurs under non-isothermal conditions, where water can be mobilized as liquid water or water vapor (Nassar and Horton, 1989; Grifoll et al., 2005; Hernández-López, 2014). In addition, quantifying evaporation in Altiplano basins is difficult due to the harsh conditions, the spatial variability of the evaporation rates, and also due to the difficulty in accessing this region (Kampf et al., 2005; Johnson et al., 2010).

Many studies have been carried out using laboratory soil columns to improve the knowledge on the evaporation mechanisms, focusing on the combined transport of water, heat and solutes (Nassar and Horton, 1989; Cahill and Parlange, 1998; Konukcu et al., 2004; Braud et
al., 2005b; 2009a; Gran et al., 2011; Nachshon et al., 2011; Schulz et al., 2015). These studies have been performed in homogeneous soils of sand or silt under saturated conditions at the beginning of the experiments, and have used saline solutions or deionized water. These investigations have enabled the calibration and validation of numerical models to solve the coupled equations of liquid water, water vapor, heat and solute flows, which can be used as predictive tools to quantify evaporation fluxes in arid regions (Boulet et al., 1997; Grifoll et al., 2005; Braud et al., 2009b; Saito et al., 2006; Novak, 2010). Nonetheless, few studies have tried to understand the evaporation processes in a homogeneous natural saline medium from Altiplano basins (Johnson et al., 2010; Hernández-López et al., 2014). Moreover, Lictevout et al. (2013), who performed an extensive assessment of the water resources in the north of Chile, highlights that the main problem in the Altiplanic closed basins is the lack of evaporation data. Although studies that involve field data collection have been carried out in these regions, e.g., see Johnson et al. (2010), numerical modelling has not been used to quantify the different evaporation processes that occur in the soils from these environments. In a recent study, Hernández-López et al. (2014) measured the temporal and spatial evolution of soil water content, electrical conductivity and temperature under different groundwater levels in a laboratory column filled with natural saline soil from the Huasco salt flats basin, Chile. They estimated the thermal and isothermal liquid and vapor fluxes and tried to determine the location of the evaporation front, which could not be precisely determined due to their sensors’ poor spatial resolution. Nonetheless, these experiments provided a valuable data set that can be used to better understand evaporation processes in saline soils with shallow water tables using numerical modelling.
The objective of this work is to complement the measurements performed by Hernández-López et al. (2014) by conducting a modeling study that can improve the understanding of evaporation processes from bare soils in the Chilean Altiplano basins. The specific objectives of this study are to: (1) develop and calibrate a numerical model that can represent the soil water content and thermal profiles, as well as the evaporation fluxes; (2) simulate liquid water and water vapor fluxes to locate the evaporation front; and (3) perform a sensitivity analysis on the calibrated parameters to ensure their validity based on physical constrains. To achieve these objectives, we used the bare soil version of the SiSPAT (Simple Soil Plant Atmosphere Transfer) model (Braud et al., 1995) and optimized the soil hydrodynamic and thermal properties to adequately represent the experiments reported by Hernández-López et al. (2014). Different water fluxes were analyzed in detail using the optimized model results for two water table levels, and the location of the evaporation front was found. A sensitivity analysis was carried out to better understand the uncertainty that calibration parameters (e.g., tortuosity, enhancement factor) have on evaporation, and finally a discussion of the limitations of our approach is presented.

2 Materials and Methods

2.1 Soil hydraulic properties

In this study, we utilized the soil collected by Hernández-López et al. (2014) from the Huasco salt flat basin, Chile. This soil had 95% sand, 4% silt, 1% clay, an in-situ dry bulk density of 1.55 g cm$^{-3}$, and a soil bulk electrical conductivity of 8.1 dS m$^{-1}$ (measured at a soil water content of ~0.07 m$^3$ m$^{-3}$). The soil’s water retention curve was obtained experimentally using a 5-bar pressure plate extractor (1660, Soilmoisture Equipment Corp., Santa Barbara, CA). The van
Genuchten model (1980) was fitted to the experimental measurements to estimate the parameters of the water retention curve:

\[
\theta(h) = \theta_r + \frac{\theta_s - \theta_r}{\left[1 + (\alpha h)^n\right]^m}
\]

(1)

where \(\theta (\text{m}^3 \text{ m}^{-3})\) is the volumetric water content; \(\theta_r\) and \(\theta_s\) (m\(^3\) m\(^{-3}\)) are the residual and saturated water contents, respectively; \(\alpha (\text{m}^{-1})\) is the inverse of the air-entry pressure; \(h (\text{m})\) is the soil water suction or negative pressure expressed as an equivalent water column; and \(n\) and \(m (-)\) are empirical parameters. In the following, we use the Mualem hypothesis (i.e., \(m = 1-1/n\)).

The saturated hydraulic conductivity, \(K_s (\text{m s}^{-1})\), was measured using a constant head permeameter (Soil Measurement System, Tucson, AZ), and the unsaturated hydraulic conductivity was determined using the Brooks-Corey-Burdine model (Brooks and Corey, 1964):

\[
K(\theta) = K_s \left(\frac{\theta}{\theta_s}\right)^\beta
\]

(2)

where \(K(\theta) (\text{m s}^{-1})\) is the hydraulic conductivity at a volumetric water content of \(\theta\), and \(\beta (-)\) is an empirical coefficient.

### 2.2 Evaporation experiments

Quasi steady state soil evaporation experiments were conducted in a laboratory with controlled environmental conditions (ambient temperature of 22 ± 2.5°C and relative humidity between 25% and 58%). An unaltered dry soil sample collected from the Huasco salt flat basin was transported in layers to the laboratory and packed homogeneously in an insulated acrylic
column of 0.35 m internal diameter and 1.20 m height. The packing reproduced the in-situ dry
bulk density.

The bottom of the soil column was connected to an external reservoir, which fixed the
water table level within the column. Temperature ($T$) was measured in the soil profile using
thermistors (107-L, Campbell Sci., Logan, UT). Soil water content ($\theta$) and electrical conductivity
($\sigma$) were measured using time domain reflectometry (TDR) probes (CS645, Campbell Sci.,
Logan, UT). The accuracy and precision in the measurement of the soil water content were 0.5%
and 0.05%, respectively. The accuracy in the electrical conductivity measurements was ~1%.
Temperature and TDR probes were installed at nine depths in the soil profile spaced equally
between 5 and 45 cm depth (measured from the soil surface). These data were collected using a
datalogger (CR1000, Campbell Sci., Logan, UT).

In the first experiment, the external reservoir fixed the water level at 0.75 m (below the
soil surface). The evaporation experiments were carried out using tap water and thus the source
of salinity was the soil itself. Evaporation was driven by an infrared lamp (General Electric IR
150 W) located 0.30 m above the soil surface and enhanced using a fan that simulated wind
speeds of 0.2 m s$^{-1}$. The infrared lamp was on from 8:00 to 18:00 hours to simulate the diurnal
cycle of solar radiation. Air temperature and relative humidity measurements were recorded in
the laboratory and at the surface of the column with two shielded sensors (HMP75, Vaisala,
Helsinki, Finland) at 15-min intervals. Daily evaporation rates were estimated with a precision of
0.7 mm day$^{-1}$ from the water level fluctuations in the external reservoir. The profiles of $T$, $\theta$, and
$\sigma$ were monitored at 5-min intervals, and the evaporated water was replenished daily in the
external reservoir to maintain a fixed water level. When the previous variables varied in less than 1\%, it was assumed that steady state was reached (typically after ~20 days). This state was used to model the evaporation process within the soil column (described below). Then, the water level was raised to a depth of 0.40 m and the experiment was repeated. More details about these experiments are presented in Hernández-López et al. (2014), in which evaporation rates vs. water table depth observations in the laboratory are successfully compared to lysimeters and in-situ chamber measurements in the Huasco salt flat basin.

2.3 Description of the numerical model

2.3.1 Water flow and heat transport equations

To represent the hydrodynamics in the evaporation experiments, we adapted the SiSPAT model (Braud et al., 1995) to the laboratory conditions. SiSPAT simulates the one-dimensional heat and water transfer in the soil-plant-atmosphere system by coupling the liquid and water vapor flow equations based on the approach of Philip and de Vries (1957), modified by Milly (1984). The modified SiSPAT model is divided into three modules: soil, atmosphere, and soil-atmosphere interface. In the soil module, water flow and heat transport are described as a coupled system of two mass and heat transfer equations that predict temperature and soil water suction fields:

\[
C_h \frac{\partial h}{\partial t} = \frac{\partial}{\partial z} \left( D_{mh} \frac{\partial h}{\partial z} + D_{mT} \frac{\partial T}{\partial z} - K(h) \right) \tag{3}
\]

\[
C_T \frac{\partial T}{\partial t} = \frac{\partial}{\partial z} \left( D_{ch} \frac{\partial h}{\partial z} + \lambda \frac{\partial T}{\partial z} \right) \tag{4}
\]
where \( T \) is the soil temperature (K), \( C_h \) (m\(^{-1}\)) and \( C_T \) (J m\(^{-3}\) K\(^{-1}\)) are the capillary capacity and volumetric heat capacity, respectively; \( t \) (s) is time; and \( z \) (m) is the spatial coordinate oriented downward. The transport coefficients are the isothermal hydraulic conductivity \( D_{mh} = K + \frac{D_{vh}}{\rho_w} \) (m s\(^{-1}\)), the thermal vapor hydraulic conductivity \( D_{mT} = D_{vT} / \rho_w \) (m\(^2\) K\(^{-1}\) s\(^{-1}\)), the isothermal vapor hydraulic conductivity \( D_{ch} = L_v D_{vh} \) (m s\(^{-1}\)), and the apparent thermal conductivity \( \lambda \) (W m\(^{-1}\) K\(^{-1}\)). \( K(h) \) (m s\(^{-1}\)) is the unsaturated hydraulic conductivity of the liquid phase as a function of water suction, \( D_{vh} \) (m\(^2\) s\(^{-1}\)) is the isothermal vapor diffusivity, \( D_{vT} \) (m\(^2\) s\(^{-1}\)) is the thermal vapor diffusivity, \( \rho_w \) (kg m\(^{-3}\)) is the water density, and \( L_v \) (J kg\(^{-1}\)) is the latent heat of vaporization. All these coefficients can be expressed as function of soil water content and/or temperature, as shown in Table 1. Note that \( D_{vh} \) and \( D_{vT} \) are function of the tortuosity factor, \( \tau_a \), and the enhancement factor, \( \eta \), respectively, as shown in Table 1. The description of the tortuosity and enhancement factors is provided with more details in section 2.4.

2.3.2 Model parameters and initial and boundary conditions

In the model, the soil column was first discretized using only one horizon and a variable grid spacing with a finer resolution close to the top and bottom interfaces (minimum and maximum layer thickness of 0.001 and 0.005-m respectively) to simulate a vertically homogeneous soil. Then, different horizons were adopted to simulate spatial heterogeneity (described below). This approach required considering variable thicknesses with finer resolutions close to the interfaces between horizons. In this last case, the minimum and maximum layer thicknesses were 0.001 m and 0.005 m respectively. Table 2 presents the model parameters, and the chosen initial and boundary conditions used to represent the evaporation experiments for the
homogeneous soil case. For water flow, the experimental soil hydraulic properties (i.e., water retention curve and saturated hydraulic conductivity) were considered as the initial parameters set. For heat transport, the parameters of the apparent thermal conductivity, described using the Laurent and Guerre-Chaley model (Laurent and Guerre-Chaley, 1995) were used. Then, to improve model predictions, these parameters were calibrated as described later.

As initial conditions, we used linearly interpolated $h$ and $T$ profiles from the experimental measurements at nine depths in the soil profile. For the water transport bottom boundary condition, a known water flux equal to the evaporation flux at the surface was used. On the other hand, constant average daily temperatures of 11.42 and 13.90°C, which were imposed for the 0.75 m and 0.40 m water table levels, respectively, were used as the bottom boundary condition for heat transport. The choice of the water transfer bottom boundary condition is consistent with the experimental conditions, where the soil column was replenished daily from the bottom to compensate for surface evaporation. Another type of boundary condition, where a constant pressure (i.e. the water table depth) is imposed at the bottom of the domain, was also tested and is discussed in the sensitivity analysis discussed in section 4.2. Also, note that the temperatures at the bottom for the 0.75 and 0.40 m water table levels are different because even when the experiments were conducted successively, they were carried out at different times of the year. The temperature values correspond to an extrapolation of the data measured at 50 cm depth. The upper boundary condition was adapted to the laboratory experimental conditions since it was not possible to compute the surface energy balance as required by SiSPAT. In the upper boundary, surface temperature, relative humidity and wind speed measurements were used to calculate the evaporation flux (Braud et al., 2009b). These measurements were included in the model as
follows: air temperature $T_a$ (K) and relative humidity $H_r$ (-) were measured at a reference level $z_{at} = 0.01$ m, and the wind speed $U_a$ (m s$^{-1}$) at a reference level $z_{av} = 0.3$ m. Bare soil evaporation, $E$ (m s$^{-1}$), was calculated using the following equation:

$$E = \rho_a \frac{(q_s - q_a)}{R_{aH}}$$  \hspace{1cm} (5)$$

where $\rho_a$ (kg m$^{-3}$) is the air density, $R_{aH}$ (s m$^{-1}$) is the aerodynamic resistance to heat and water vapor transfer, and $q_s$ (-) and $q_a$ (-) are the soil and air surface specific humidity, respectively. $q_s$ and $q_a$ are related to the soil surface temperature $T_s$ (K), the air temperature $T_a$ (K), and the relative humidity of the soil $H_{rs}$ (-) and the air $H_a$ (-) by:

$$q_s = \frac{0.622 e_{sat}(T_s) H_{rs}}{P_{atm} - 0.378 e_{sat}(T_s) H_{rs}}$$  \hspace{1cm} (6)$$

$$q_a = \frac{0.622 e_{sat}(T_a) H_a}{P_{atm} - 0.378 e_{sat}(T_a) H_a}$$  \hspace{1cm} (7)$$

$$H_{rs} = \exp \left( \frac{Mgh}{RT_a} \right)$$  \hspace{1cm} (8)$$

where $P_{atm}$ (Pa) is the atmospheric pressure, $R$ (J mol$^{-1}$ K$^{-1}$) is the gas constant, $M$ (kg mol$^{-1}$) is the molecular weight of water and $e_{sat}(T)$ is the saturated vapor pressure at a temperature $T$. The value of $q_s$ at the soil surface ($z = 0$) was computed using the simulated values of soil temperature and soil water pressure in Eqs. (6) and (8).

The aerodynamic resistance to heat and water vapor transfer ($R_{aH}$) is defined as (Boulet et al., 2000):
\[ R_{\text{alt}} = R_{\text{ao}} (1 + \text{Stab})^{-2} \quad \text{Stab} \leq 0 \]
\[ R_{\text{alt}} = R_{\text{ao}} (1 + \text{Stab})^{-0.75} \quad \text{Stab} \geq 0 \]

(9)

where \( \text{Stab} \) is a stability parameter and \( R_{\text{ao}} \) (s m\(^{-1}\)) is the aerodynamic resistance under neutral conditions. The stability parameter enables the atmosphere stratification to be taken into account, and is defined as (Boulet et al., 2000):

\[ \text{Stab} = \frac{5 g z_{\text{at}} (T_s - T_a)}{T_a U_a^2} \]

(10)

Finally, the aerodynamic resistance under neutral conditions is defined as (Shuttleworth and Wallace, 1985; Liu et al., 2007):

\[ R_{\text{ao}} = \frac{1}{k^2 U_a} \left[ \ln \left( \frac{z_{\text{at}}}{z_{\text{om}}} \right) \right]^2 \]

(11)

where \( z_{\text{om}} \) (m) is the roughness length for momentum, and \( k \approx 0.4 \) (-) is the von Karman constant.

2.3.3 Calibration procedure and calibration metrics

As described before, the experimental soil hydraulic properties were used as the initial parameters set to run the model. As the soil was packed homogeneously in the soil column, these properties were assumed to be uniform within the soil profile. Then, these properties were adjusted to fit the modeled results to the evaporation experiments observations. The model parameters were fitted manually, based on the comparison of modeled and observed soil volumetric water content and temperature profiles. Once the parameters were fitted, the cumulative evaporation simulated at the soil surface was compared to the experimental
cumulative evaporation. The calibration metrics used to quantify the goodness of fit were the root mean square error (RMSE), the bias (B), and the Nash-Sutcliffe efficiency (E):

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_{i}^{\text{mod}} - y_{i}^{\text{obs}})^2} \]  
\[ B = \frac{1}{n} \sum_{i=1}^{n} (y_{i}^{\text{mod}} - y_{i}^{\text{obs}}) \]  
\[ E = 1 - \frac{\sum_{i=1}^{n} (y_{i}^{\text{obs}} - y_{i}^{\text{mod}})^2}{\sum_{i=1}^{n} (y_{i}^{\text{obs}} - \overline{y}_{i}^{\text{obs}})^2} \]

where \( y_{i}^{\text{mod}} \) are the modeled values, \( y_{i}^{\text{obs}} \) the corresponding observed values, and \( \overline{y}_{i}^{\text{obs}} \) is the average value of all observed data. These statistics were computed using the observed profiles of temperature and soil water content at the end of the experiment and the modelled values at the same depths.

### 2.4 Sensitivity analysis

A sensitivity analysis can provide valuable information about the evaporation mechanisms and the role of various parameters on these mechanisms. In our sensitivity analysis, the impact of the variation of different parameters on cumulative evaporation was assessed. Although the processes involved in evaporation are strongly coupled, we focused the sensitivity analysis on two parameters of the vapor flow component: tortuosity (\( \tau \)) and the enhancement factor (\( \eta \)), which are the most uncertain parameters in the isothermal and thermal water vapour fluxes respectively.
In the literature, there are several expressions to determine the tortuosity, which has values less than 1.0 (Penman, 1940; Millington and Quirk, 1961; Abu-El-Sha’r and Abriola, 1997). In the sensitivity analysis, we considered several constant tortuosity values in the soil profile, ranging between 0.1 and 0.3; and the expression of the tortuosity factor proposed by Millington and Quirk (1961), as reported by Saito et al. (2006):

\[
\tau_a = \frac{a_v^{7/3}}{\theta_v^2} = \frac{(\theta_a - \theta_v)^{7/3}}{\theta_v^2}
\]  

(15)

where \(a_v\) (\(m^3 \cdot m^{-3}\)) is the air content.

The sensitivity analysis related to the enhancement factor value consisted in evaluating constant values ranging between 1.5 and 3.0, as reported by Philip and de Vries (1957). We also evaluated the enhancement factor using the expression reported by Cass et al. (1984):

\[
\eta = a + 3 \frac{\theta}{\theta_s} - (a - 1) \exp\left\{- \left[1 + \frac{2.6}{\sqrt{f_c}} \frac{\theta}{\theta_s}\right]^{3/2}\right\}
\]  

(16)

where \(f_c\) is the clay fraction of the soil studied and \(a\) is an adjustment factor that was varied between 3.0 and 9.5. Note that the reference simulation discussed in section 3.2 was performed using \(\eta = 1.5\) and the tortuosity given by Eq. (15).

3 Results

3.1 Summary of experimental results, simulations with vertically uniform hydraulic properties, and calibration of model parameters
Figure 1 shows the experimental and modeled soil water content ($\theta$) and thermal ($T$) profiles, for the 0.75 and 0.40 m water table levels. The modeled results were obtained assuming a soil profile that has vertically uniform hydraulic properties. Figure 1 also shows the corresponding observed electrical conductivity ($\sigma$) profiles. The experimental and modeled results depicted in Figure 1 correspond to the mean daily values after ~20 days of fixing the water table level. The soil column experiments began with a dry soil and then the water table was fixed at a depth of 0.75 m. After ~20 days, the electrical conductivity profile showed a zone of increased conductivity (~0.2-0.3 m depth) that is correlated to a zone of increased moisture content.

The simulation results presented in Figure 1 highlights the inability of the numerical model to correctly represent the hydraulic and thermal behavior assuming a vertically homogeneous soil and using the soil hydraulic properties obtained from independent laboratory experiments. From Figure 1 it is clear that using spatially uniform soil’s hydrodynamic properties in the modeling exercise does not allow a correct simulation of the experimental soil moisture and thermal profiles for both water table levels. Additional sensitivity analyses showed that it is not possible to reproduce the observed profiles when the hydrodynamic properties are considered uniform along the soil profile (data not shown).

Figure 2 shows the mean observed and modeled soil water content and temperature profiles on day 20 for the 0.75 and 0.40 m water table levels, when using the optimized parameters for each horizon in the soil profile. For the 0.75 m water table level, the thicknesses of the soil horizons were: 0.20 m for horizon 1 (H1); 0.10 m for horizon 2 (H2); and 0.90 m for...
horizon 3 (H3). For the 0.40 m water table level, the thicknesses of the soil horizons were: 0.15 m for H1; 0.15 m for H2; and 0.90 m for H3. These thicknesses were determined according to the experimental results presented by Hernández-López et al. (2014). Table 3 presents the values of the parameters obtained in the calibration process. After calibrating the soil hydraulic and thermal properties, the model results agree fairly well with the experimental data and suggest that the only way to represent water and heat transport in these experiments is by accounting for the soil properties spatial variability, which are likely to be modified as a consequence of salt transport and precipitation/dissolution reactions (Vásquez et al., 2013; Fierro, 2015; Nachshon and Weisbrod, 2015).

Table 4 presents the calibration metrics obtained after considering the three soil horizons and the experimental and modeled cumulative evaporation values, for both the 0.75 and of 0.40 m water table levels. The values of the $\text{RMSE}$, $B$, and $E$ for soil water content and temperature are very good for the 0.75 m water table depth and lower for the 0.4 m water table depth. The calibrated model correctly reproduces the observed evaporation values from the laboratory measurements, with differences of ~0.01 mm in the cumulative evaporation for the 0.75 m water table depth and ~0.67 mm for the 0.40 m water table depth. Also, by simultaneously reproducing the soil water content and the thermal profiles, and the cumulative evaporation, the problem of equifinality is minimized (Tang and Zhuang, 2008) (this is discussed in more details in the sensitivity analysis). These results highlight the importance of calibrating the model parameters for each water table level in order to obtain a better estimate of the main mechanism that govern the evaporation fluxes.
3.2 Simulation of liquid water and water vapor fluxes to locate the evaporation front and sensitivity analysis

The evaporation fluxes are related to vapor transfer due to temperature and pressure gradients (Boulet et al., 1997). Figures 3 (a) and (b) show the total water flux, $q_T$, the liquid water flux, $q_L$, and water vapor flux, $q_v$, profiles for the 0.75 and 0.40 m water table depths, respectively. Figures 3 (c) and (d) present the vapor fluxes due to thermal ($q_{vT}$) and pressure ($q_{vh}$) gradients for the 0.75 and 0.40 m water table levels. From these results, three regions can be distinguished in the soil profile: (1) Region 1, located near to the soil surface, between 0 and 0.12 m for the 0.75 m water table level and between 0 and 0.03 m for the 0.40 m water table level; (2) Region 2, located between 0.12 and 0.41 m for the 0.75 m water table level and between 0.03 and 0.32 m for the 0.40 m water table level; and (3) Region 3, located between 0.41 and 0.75 m for the 0.75 m water table level, and between 0.32 and 0.40 m for the 0.40 m water table level.

Our sensitivity analysis focused on determining how the tortuosity ($\tau_a$) and the enhancement factor ($\eta$) affect the cumulative evaporation. These parameters were selected for the sensitivity analysis because $\tau_a$ is the most uncertain parameter used to determine the isothermal diffusivity ($D_{vh}$), and $\eta$ is the parameter with greater uncertainty when calculating the thermal diffusivity ($D_{vT}$). Figure 4 presents the results of the sensitivity analysis. On one hand, when $\tau_a$ increases, the cumulative evaporation also increases. On the other hand, when $\eta$ increases (i.e., when the $a$ parameter of the Cass et al. (1984) model increases), the cumulative evaporation decreases.
4 Discussion

4.1 Experimental results, simulations with vertically uniform hydraulic properties, and calibration of model parameters

The results of the experiments are discussed in details in Hernandez-Lopez et al. (2014) and here we only present the main findings that are relevant for this modelling study. Because the column was homogeneously packed before the evaporation experiments, the zone of increased electrical conductivity and moisture shown in Figure 1 is likely to be the result of salt movement towards the soil surface as evaporation occurred (Nachshon et al., 2011), and also due to salt transport as the water level rose. We believe that these salt-transport processes resulted in soil stratification (in terms of salt deposition) and soil hydraulic properties that are no more vertically homogeneous. Note also that there was no evidence of spatial heterogeneity across the soil surface or preferential flow along the sidewalls of the soil column. For the 0.4 m deep water table level, electrical conductivity and soil water content profiles increased at all horizons, as compared to the profiles obtained when the water table was at 0.75 m depth. This increased water content profile is a consequence of the increased liquid water transport by capillarity. Such a movement was favored in our experimental conditions because we wetted the soil from below as the water table rose. In the zone between ~0.2-0.3 m depth, this increased water content may also be due to salt accumulation (Scotter, 1974). According to the electrical conductivity profiles, salt crystallized in the smallest pores in the soil as subflorescent precipitation. This crystallization decreases the pore space in the soil matrix and therefore decreases the $K_s$ (Nachshon et al., 2011; Vásquez et al., 2013), reduces the vapor flow (Nachshon and Weisbrod, 2015), and also modifies the water retention characteristics (as described below) (Fierro, 2015). Although subflorescent
precipitation has been widely investigated in other disciplines, few investigations have reported this type of precipitation in soils under drying conditions (Weisbrod et al., 2013; Sghaier et al., 2014). To our best knowledge, the present work is the first one reporting probable subflorescence precipitation in laboratory columns designed to study water movement in soils where the water table is rising. Although subflorescence was not directly measured, we rely on electrical conductivity measurements to evidence this phenomenon. More detailed measurements would have been required to clearly show the subflorescence. Moreover, most of the studies that investigate salt precipitation in soils have been performed with initially saturated soil columns where efflorescent precipitation or formation of a salt crust was observed at the surface of the column when the water table was lowered (Gran et al., 2011; Nachshon et al., 2011).

The soil water content and electrical conductivity profiles shown in Figure 1 evidenced salt transport and a probable salt accumulation within the soil column (Hernández-López et al., 2014). Unfortunately, we did not quantify the deposited salts within the pores using visual techniques such as microscopic imaging. Nonetheless, the electrical conductivity, as an indirect measure of salinity, showed the existence of three horizons resulting from the transport and accumulation of salt in the soil column. Therefore, it is very likely that transport, dissolution and precipitation of salts modified the hydrodynamic properties of the soil as evaporation occurred (Benavente et al., 1999; Fierro, 2015; Nachshon and Weisbrod, 2015). All this literature review shows that there is still no clear consensus about the impact of salt precipitation inside salty soils and more experimental studies, with enhanced capabilities to observe salt movement and precipitation would be required.
To address the spatial variability of the soil properties, we divided the soil profile into three horizons of different thicknesses for the two studied water table levels. For each horizon we optimized their hydrodynamic and thermal properties to fit the observed values, which produced the parameters presented in Table 3. This approach overcomes the limitation of the SiSPAT model, which does not account for salt transport, but increases significantly the number of parameters. As the objective was to analyze the calculated evaporation fluxes, we consider that the model should simulate the moisture and thermal profiles as close as possible to those observed, in order to accomplish the correct interpretation.

Figure 5 compares the experimental water retention curve and those fitted for the three horizons of the soil profile (for water tables located at 0.75 and 0.40 m depth). For both water table depths, the shallower soil horizons (H1 and H2) show an increase in their capacity to retain water, while the deeper horizon (H3) shows the opposite trend and reduces its capacity to hold water. Even when the fitted water retention curves show small differences when compared to the vertically uniform water retention properties, the changes are relevant to describe the water content and temperature profile within the soil column. The fitted water retention curves (Figure 5) for horizons H1, H2 and H3 show a behavior that is consistent with upward salt transport. The salts that were in the lower parts of the soil matrix dissolved as the soil column wetted from below. This dissolution increased the pore size and reduced the capacity of the soil to retain water. As the salts were dissolved in the lower parts of the soil column, they began to move upwards as a consequence of the evaporation fluxes. Once the liquid water evaporated at shallower parts of the soil, salts are being accumulated and precipitation reactions occur. This salt precipitation increases the capacity of the soil to retain water, which can occur due to a reduction
in the pore space (Vásquez et al., 2013) or due to hygroscopy (Tóth et al., 2012), which is the
ability of the salts to attract and retain water molecules from the surroundings. Even when the
fitted water retention curves show minor differences when compared to the vertically uniform
water retention curve derived from experimental measurements, their changes are relevant for
describing the moisture and thermal dynamics within the soil (Figures 1 and 2). These results are
in agreement with those obtained by Fierro (2015). The most significant variation in the hydraulic
parameters are associated with those related to the hydraulic conductivity curve ($K_s$ and $\beta$) for the
0.40 m water table level. The $K_s$ values fitted for this water table are very small for the two
shallower horizons (i.e., H1 and H2) and do not correspond to the type of soil used. This
hydraulic conductivity reduction is likely due to a higher concentration of salts that could lead to
precipitation reactions, which then reduce the water flow paths (Vásquez et al., 2013). Note also
that in the experiments of Nachshon and Weisbrod (2015) subflorescent salt precipitation reduced
the pore space. As a consequence, there is a potential decrease in the unsaturated hydraulic
conductivity (Wissmeier and Barry, 2008). However, this pore space reduction in the liquid flow
path did not limit the evaporation rates in the experiments of Nachshon and Weisbrod (2015).
Therefore, in their experiments, which began with saturated conditions in the soil profile, the
evaporation rates were controlled by the diffusive vapor transport between the matrix surface and
the atmosphere.

4.2 Simulation of liquid water and water vapor fluxes to locate the evaporation front
and sensitivity analysis
As described before, from the simulation results three regions can be distinguished in the soil profile (Figure 3). In region 1, the total flux is directed upwards and the water movement is mainly due to vapor fluxes driven by pressure gradients. Although in this area isothermal upwards vapor fluxes and thermal downwards vapor fluxes coexist, the isothermal vapor flux \( q_{\text{v}h} \) is larger than the thermal vapor flux \( q_{\text{v}T} \). In this area, the evaporation front is located where the liquid and water vapor fluxes are equal (Braud et al., 2005a; 2009b; Hernández-López et al., 2014), i.e., at depths of 0.12 and 0.03 m for 0.75 and 0.40 m water table levels, respectively. In region 2 for the 0.75 m water table depth, the liquid water flux dominates and net water transfer is directed upwards. On the contrary, when the water table was located at 0.40 m depth, the net water transfer is directed downwards (being the liquid water flux the main water transfer mechanism). This downward liquid flux implies a condensation process within the soil profile, which may contribute to water storage in this portion of the soil (unfortunately, such condensation was not measured experimentally due to the low vertical resolution of the observations). In this area, the isothermal vapor flux is zero and the downwards thermal vapor flow is smaller as depth increases. In region 3, the water vapor flux is very small. These results indicate that evaporation occurs in the upper soil profile, and that the position of the evaporation front is closer to the soil surface as the water table depth reduces. In the area close to the surface where evaporation takes place, the upward vapor flux caused by pressure gradients is larger than the downward vapor flux due to temperature gradients (Konukcu et al., 2004; Gran et al., 2011; Hernández-López et al., 2014).

It is interesting to note that the experiments of Hernández et al. (2014) assumed that steady state was reached when the experimental variables varied in less than 1%. However, in the
previous discussion the directions of the net water flux in regions 1 and 2 are different, which
contradicts the principle of mass conservation under steady state conditions. Because the SiSPAT
model has been conceived to respect the energy and mass balance, and it has proven its
robustness for isotopic transport in very constraining conditions (see for instance Braud et al.,
2005a), mass conservation is being correctly solved in the model. Therefore, even when the
experimental variables did not changed significantly after 20 days of fixing the water level, the
system is likely to be under transient conditions. Note also that the experimental conditions of
Hernández-López et al. (2014), may not favor steady state establishment because although the
laboratory temperature and humidity were controlled; the forcing temperature above the soil
column and at the bottom of the column was varying in time. When analyzing the model results,
there is a change in soil moisture storage, even after 20 days, and the sign of change in water
content is consistent with the explanation provided in the previous paragraph in terms of fluxes
directions. In this case, even if the fluxes at the top and at the bottom of the soil column were the
same, steady state was not reached after 20 days as the total flux inside the intermediate part of
the column was not equal to that modeled at the boundaries. We tested a run lasting 500 days to
see if it was possible to reach steady state and we found that for the 0.75-m water table depth,
steady state was reached after ~150 days with soil water content and temperature profiles very
similar to those shown in Figure 2 (see Figure 6). For the 0.40-m water table depth, the time to
reach steady state was longer (~400 days) and the shape of the profile is quite different, as shown
in Figure 6. These results suggest that the experiments performed by Hernández-López et al.
(2014) were not under steady state conditions after 20 days of fixing the water table level.
Additional simulations were also performed to test the impact of the choice of the bottom boundary condition on the results. In these simulations, the known flux equal to the evaporation rate at the top of the soil profile was replaced with a known pressure of 0.45 m (to simulate a water table depth at 0.75 m from the surface of the 1.2-m depth column). With this boundary condition (imposed soil water pressure), it was found that after 500 days steady state conditions were not achieved and the simulation results were not realistic. In fact, given the model configuration, drainage was simulated at the bottom of the column.

The analysis of these results shows the value of running a physical model in parallel to laboratory experiments as the model provides information and explanation about possible active processes that are not accessible to the experimental observations. Especially in terms of the interplay between liquid and vapor fluxes. The physical model also allows testing various boundary conditions and soil hydraulic properties, which would not be accessible using laboratory experiments only.

It is important to point out that from the experimental results, as discussed by Hernández-López et al. (2014), it is not easy to locate the evaporation front. This issue occurred because of the too low spatial resolution (0.05 m) of the instruments used in their experiments. From the thermal profile when the water table was at 0.75 m depth, Hernández-López et al. (2014) estimated that the location of the evaporation front was between the soil surface and a depth of ~0.10 m. For shallower water tables, Hernández-López et al. (2014) were unable to determine the position of the evaporation front and only concluded that it was located between the soil surface and ~0.05 m depth (the location of their shallowest sensor). This difficulty can be overcome with
high resolution measurements or with the use of a numerical model. Indeed, our numerical model allowed determining the evaporation front (0.12 and 0.03 m when the water table was at 0.75 and 0.40 m depth, respectively). Note also that, as described before, the location of the evaporation front obtained from the numerical model agrees fairly well with the observations of Hernández-López et al. (2014).

The sensitivity analysis permitted to understand how the enhancement and tortuosity factors affect cumulative evaporation (Figure 4). In terms of the enhancement factor, Cass et al. (1984) recommend using \( a = 9.5 \) for a sandy textured soil when determining \( \eta \) using equation (16). Although the Cass et al. (1984) model is generally accepted to determine the vapor thermal diffusivity, the recommended value of \( a \) does not lead to an acceptable fit with the experimental values. On the contrary, Philip and de Vries (1957) suggests \( \eta = 1.5 \) for sandy soils. This value of \( \eta \) yields simulated cumulative evaporation values more consistent with those observed in the experiments (Hernández-López et al., 2014). Note also that when \( \tau_a \) is calculated using the expression proposed by Millington and Quirk (1961), the cumulative evaporation for both experiments are simulated correctly.

Figure 7 compares the vapor fluxes \( (q_v) \) for the different values of \( \tau_a \) and \( \eta \) presented in Figure 4, and for both water table levels. In general, when \( \tau_a \) increases, the vapor flux increases in the upward direction. This behavior is more evident between \(~0-0.13\) m depth when the water table level was at 0.75 m, and between \(~0-0.05\) m depth when the water table was at 0.40 m. It is also interesting to observe that for large values of \( \eta \), the net water flux direction changes from upwards to downwards. Moreover, when \( \eta \) increases, condensation at the soil surface occurs.
(Figures 4 and 6). In addition to the magnitude and direction, in some cases the position of the evaporation front also changes. By increasing $\tau_a$, the evaporation front is located deeper in the soil (starting from the surface of the soil).

Although changes in cumulative evaporation and vapor flux due to changes in $\tau_a$ are important, the influence of variations in $\eta$ is even more significant, resulting sometimes in major condensation. These results, which disagree with the experimental observations, allow discarding different set of calibrated parameters that yields non-physical results and thus, minimize the problem of equifinality. For instance, as shown in Figure 4 for a water table located at 0.75 m depth and using a variable $\eta$ (equation (16) with $a \geq 4.0$), even when the soil water content and the temperature profiles are represented satisfactorily, the modeled cumulative evaporation after reaching quasi steady state is negative, i.e., the model predicts water condensation at the soil surface. Instead, the experimental observations show a cumulative evaporation of $\sim 0.9$ mm.

4.3 Model limitations

Our approach has some limitations that need to be understood in order to perform a correct interpretation of the results. One important aspect that the SiSPAT model does not represent is fluid flow due to solute concentration effects (Barbour and Fredlund, 1989; Nachshon et al., 2011). Indeed, as shown by Nassar et al. (1989), the osmotic gradient can be an important driving force for water movement in unsaturated soils with high clay content. We used the approach proposed by Barbour and Fredlund (1989) to determine the order of magnitude of the liquid and water vapor fluxes due to solute concentration gradients. In this analysis, we assumed that sodium chloride (NaCl) was the main component that contributes to the osmotic
pressure and that the maximum solute concentration occurred at saturated conditions (~25 wt% for NaCl). Also, the observed experimental conditions were utilized to evaluate the temperature in the Van’t Hoff equation (Barbour and Fredlund, 1989), and the experimental soil water content was used to determine the osmotic flow of water within the soil. This analysis resulted in osmotic fluid flows on the order of $10^{-11}$ m/s, which are at least one order of magnitude smaller than those obtained using SiSPAT. Thus, in our experiments we expect a small contribution of the osmotic flow of water in the liquid and the gaseous phase.

It is also important to discuss that discrepancy between experimental data and model predictions has led to the development of vapor-flux enhancement factors, such as $\eta$ (Philip and de Vries, 1957; Cass et al., 1984). The inclusion of these enhancement factors in numerical models, such as that used in this work, is due to a lack of sufficiently accurate description of vapor dynamics to represent correctly the soil physics processes that occur during evaporation (Assouline et al., 2013). There are many processes that explain this vapor-flux enhancement (Philip and de Vries, 1957; Cass et al., 1984; Bachmann et al., 2001; Grifoll et al., 2005; Shokri et al., 2009; Shahraeeni and Or, 2012; Assouline et al., 2013; Trautz et al., 2015). For instance, investigations have shown that with proper account of capillary flow, continuity and pathways, no vapor-flux enhancement factors are required (Grifoll et al., 2005; Shokri et al., 2009). Shahraeeni and Or (2012) demonstrated that water transport can be enhanced by ~10% when isolated liquid-phase bridges are present due to a reduction in the gaseous diffusion path length, and that thermal gradients can enhance water vapor diffusion. Also, vapor flux from within the soil profile can be enhanced by thermally driven convective transport mechanisms (Bachmann et
al., 2001). Recently, Trautz et al. (2015) argued that non-equilibrium phase change is also responsible for vapor-flux enhancement.

From the vapor-flux enhancement mechanisms that have been reported in the scientific literature, we hypothesize that a combination between non-equilibrium phase change and cyclic thermal conditions typically found between day and night, could be responsible for the vapor-flux enhancement observed in our experiments. When cyclic thermal conditions are present, two processes can drive soil evaporation: evaporation from the soil surface into the atmosphere during early morning and subsurface evaporation limited by Fickian Diffusion until late afternoon. As explained by Assouline et al. (2013), evaporation from the soil surface depletes the water condensed and redistributed during nighttime. After the depletion of this water, Fickian diffusion becomes the governing process and increases the thickness of the dry layer of soil observed at the soil surface. In addition, as discussed by Trautz et al. (2015), non-equilibrium processes are relevant when cyclic thermal conditions occur.

Many studies have used laboratory columns, but very few of them have focused on understanding natural highly saline dry soils. Moreover, typical column experiments do not deal with natural highly salty soils and low water content. Our results show that evaporation in initially dry soils produce moisture content and conductivity distributions that are atypical. This behavior has not been reported in the literature, which typically reports experiments in which an initially saturated soil column is subsequently dried out.

5. Conclusions
To improve the understanding of bare soil evaporation, which is typically the main source of aquifer depletion in zones such as those located in the Altiplano basins of northern Chile, we conducted a modeling study to investigate evaporation processes under non-isothermal conditions. A model that couples liquid water, water vapor, and heat transport was developed and calibrated using laboratory observations performed in a homogeneous natural soil column that was filled with soil from the Huasco salt flat, Chile. Modeled and experimental results only agreed when the soil hydrodynamic properties (water retention and hydraulic conductivity curve) were calibrated. The change in the soil hydrodynamic properties can be explained by precipitation/dissolution reactions that are driven by evaporation and that yield a stratified soil profile when quasi steady state conditions were achieved.

Model results showed a good agreement with the experimental observations of the soil water content and thermal profiles, and also reproduced the experimental cumulative evaporation with differences of 0.01 and 0.67 mm for the 0.75 and 0.40 m water table depths, respectively. Model results permitted to distinguish three characteristic zones in the soil profile. The first zone (region 1) is located near the surface, where the total flux is directed upwards and the water movement is mainly due to vapor fluxes driven by pressure gradients. The second zone (region 2) is located below region 1 and is where the liquid water flux dominates. The third zone (region 3) is where the liquid water flux is very small. Model results indicate that evaporation occurs in the upper soil profile and that the position of the evaporation front depends on the water table depth.

A sensitivity analysis allowed understanding the impact of the enhancement factor and the tortuosity on the cumulative evaporation. The enhancement factor had the largest influence on
cumulative evaporation that can even result in condensation at the soil surface. This analysis also
allowed discarding different set of calibrated parameters that yield non-physical conditions,
which minimize the problem of equifinality. The results presented in this study are important as
they allow understanding the main evaporation processes that occur in bare soils from Altiplano
basins where these processes are not well understood.
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Table 1: Coefficients and variables used in the SiSPAT model to estimate liquid water and water vapor flows.

Table 2: Model parameters, and initial and boundary conditions.

Table 3: Model parameters used for the three horizons.

Table 4: Model calibration efficiency for soil water content ($\theta$) and temperature (T), and comparison of the experimental cumulative evaporation and the data obtained from the calibrated model.
Figure captions

Figure 1: Observed and modeled soil water content ($\theta$) and temperature profiles, and observed electrical conductivity ($\sigma$) profile for different water table levels (WTL), after 20 days of fixing the water table level. Model results assume a vertically homogeneous soil profile. (a) and (b) show the soil water content profiles for WTL of 0.75 and 0.40 m, respectively; (c) and (d) show the temperature profiles for WTL of 0.75 and 0.40 m, respectively; and (e) and (f) show the electrical conductivity profiles for WTL of 0.75 and 0.40 m, respectively.

Figure 2: Observed and modeled soil water content ($\theta$) and temperature profiles for different water table levels (WTL), after 20 days of fixing the water table level and assuming the soil stratifies in three horizons (H1, H2, and H3) due to salt transport. (a) and (b) show the soil water content profiles for WTL of 0.75 and 0.40 m, respectively; (c) and (d) show the temperature profiles for WTL of 0.75 and 0.40 m, respectively.

Figure 3: Variation of liquid and water vapor flux along the soil profile for different water table levels (WTL). (a) and (b) show the liquid flux ($q_L$), the water vapor flux ($q_v$) and the total water flux ($q_{total}$) for WTL of 0.75 and 0.40 m, respectively; (c) and (d) show the thermal vapor flux ($q_{vT}$), the isothermal (due to pressure) vapor flux ($q_{vh}$), and the total vapor flux ($q_v$) for WTL of 0.75 and 0.40 m, respectively. Negative (positive) fluxes correspond to upward (downward) movement.
Figure 4: Comparison of cumulative evaporation (mm) for different tortuosity values ($\tau_a$) and enhancement factors ($\eta$) for the 0.75 and 0.40-m water table levels. $\tau_a^*$ was calculated based on equation (15) (Millington and Quirk, 1961), and equation (16) was used when $\eta = \text{variable}$ (Cass et al., 1984).

Figure 5: Water retention curves fitted for each horizon (H1, H2, and H3) for the 0.75 m water table level (a), and the 0.40 m water table level (b).

Figure 6: Comparison of the soil water content and temperature profiles for the 0.75-m (a and c) and 0.40-m (b and d) water table levels (WTL), for the simulation presented in Figure 2 (black) and after steady state was reached (red) when using the bottom boundary conditions equal to the top evaporation flux.

Figure 7: Comparison of the water vapor fluxes profiles for the 0.75 and 0.40 m water table levels (WTL). Results are shown for different tortuosity values, $\tau_a$, (a) and (c), and for different enhancement factor values, $\eta$ (b) and (d). $\tau_a^*$ was calculated based on equation (15) (Millington and Quirk, 1961), and equation (16) was used when $\eta = \text{variable}$ (Cass et al., 1984). Negative (positive) fluxes correspond to upward (downward) movement.
Table 1: Coefficients and variables used in the SiSPAT model to estimate liquid water and water vapor flows.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturated vapor pressure</td>
<td>[ e_{sat}(T) = 618.78 \exp \left( \frac{17.27(T - 273.15)}{T - 35.86} \right) ]</td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>[ h_v = \exp \left( \frac{h g}{RT} \right) ]</td>
</tr>
<tr>
<td>Vapor density</td>
<td>[ \rho_v = \frac{h_v e_{sat}(T)}{RT} ]</td>
</tr>
<tr>
<td>Diffusivity of water vapor in the air (Philip and De Vries, 1957)</td>
<td>[ D_a = 2.17 \times 10^{-5} \left( \frac{T}{273.15} \right)^{1.88} ]</td>
</tr>
<tr>
<td>Isothermal diffusivity of water vapor (Philip and De Vries, 1957)</td>
<td>[ D_{ih} = \tau_a F(\varepsilon - \theta) D_a \frac{P_{atm}}{P_{atm} - e_v} \frac{\partial \rho_v}{\partial h} ]</td>
</tr>
<tr>
<td>Thermal diffusivity of water vapor (Philip and De Vries, 1957)</td>
<td>[ D_{iT} = \eta F(\varepsilon - \theta) D_a \frac{P_{atm}}{P_{atm} - e_v} \frac{\partial \rho_v}{\partial T} ]</td>
</tr>
<tr>
<td>Apparent thermal conductivity (Laurent and Guerre-Chaley, 1995)</td>
<td>[ \lambda = \lambda_0 + a_{LG} \frac{\theta}{\theta_S} + b_{LG} \left{ 1 - \exp \left{ -c_{LG} \left( \frac{\theta}{\theta_S} \right)^{d_{LG}} \right} \right} ]</td>
</tr>
</tbody>
</table>

\( \theta \): volumetric water content (m\(^3\) m\(^{-3}\)); \( \theta_s \): saturated volumetric water content (m\(^3\) m\(^{-3}\)); \( \theta_r \): residual volumetric water content (m\(^3\) m\(^{-3}\)); \( \alpha \): inverse of the air-entry pressure (m\(^{-1}\)); \( h \): water suction (m); \( n \) and \( m \) are empirical fitting parameters of the water retention curve; \( K_s \): saturated hydraulic conductivity (m s\(^{-1}\)); \( T \): temperature (K); \( g \): gravitational acceleration (m s\(^{-2}\)); \( R \): universal gas constant (J kg\(^{-1}\)); \( \tau_a \): soil tortuosity (-); \( \lambda_0 \): dry thermal conductivity; \( P_{atm} \): atmospheric pressure (Pa); \( e_v \): partial pressure of water vapor (Pa); \( \eta \): enhancement factor (= 1.5); and \( a_{LG}, b_{LG}, c_{LG}, \) and \( d_{LG} \) are empirical fitting parameters of the Laurent Guerre-Chaley model.
Table 2: Model parameters and initial and boundary conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Saturated moisture content $\theta_s$ (m$^3$ m$^{-3}$)</td>
<td>0.3</td>
<td>Measured</td>
</tr>
<tr>
<td>Residual moisture content $\theta_r$ (m$^3$ m$^{-3}$)</td>
<td>0.0</td>
<td>Parameter fitted from the water retention data</td>
</tr>
<tr>
<td>Inverse of the air-entry pressure $\alpha$ (m$^{-1}$)</td>
<td>0.7160</td>
<td>Parameter fitted from the water retention data</td>
</tr>
<tr>
<td>$n$ (-)</td>
<td>1.1859</td>
<td>Parameter fitted from the water retention data</td>
</tr>
<tr>
<td>Saturated hydraulic conductivity $K_s$ (m s$^{-1}$)</td>
<td>$1.06 \times 10^{-5}$</td>
<td>Measured</td>
</tr>
<tr>
<td>Porosity (-)</td>
<td>0.3</td>
<td>Assumed equal to the saturated moisture content</td>
</tr>
<tr>
<td>$a_{LG}$</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>$b_{LG}$</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>$c_{LG}$</td>
<td>1.0</td>
<td>Parameters of the apparent thermal conductivity</td>
</tr>
<tr>
<td>$d_{LG}$</td>
<td>4.0</td>
<td>from the Laurent and Guerre-Chaley model (1995).</td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Initial soil temperature conditions $T(z)$</td>
<td></td>
<td>Linear interpolation of temperature measurements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>in the soil at 0.05, 0.10, 0.15, 0.20, 0.25,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.30, 0.35, 0.40 and 0.45 m. The initial time</td>
</tr>
<tr>
<td></td>
<td></td>
<td>corresponds to the 1st day after fixing the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>water table depth.</td>
</tr>
<tr>
<td>Initial soil pressure conditions $h(z)$</td>
<td></td>
<td>Determined from moisture content measurements</td>
</tr>
<tr>
<td></td>
<td></td>
<td>at 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.40 and 0.45 m depth using the water retention</td>
</tr>
<tr>
<td></td>
<td></td>
<td>curve. The initial time corresponds to the 1st</td>
</tr>
<tr>
<td></td>
<td></td>
<td>day after fixing the water table depth.</td>
</tr>
<tr>
<td>Boundary conditions at the bottom $T(t)$</td>
<td></td>
<td>Known flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A known water flux equal to the evaporation flux</td>
</tr>
<tr>
<td></td>
<td></td>
<td>This boundary condition was then evaluated in a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sensitivity analysis.</td>
</tr>
<tr>
<td>Boundary condition on the surface $T(t)$</td>
<td></td>
<td>Extrapolated from the measurements of the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>thermal profile within the soil column.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temperature measured at the soil column surface.</td>
</tr>
</tbody>
</table>


Table 3: Model parameters used for the three horizons.

<table>
<thead>
<tr>
<th>Depth of the water table (m)</th>
<th>0.75</th>
<th>0.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon</td>
<td>H1</td>
<td>H2</td>
</tr>
<tr>
<td>Horizon depth (m)</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>Saturated moisture content, $\theta_s$ (m$^3$ m$^{-3}$)</td>
<td>0.300</td>
<td>0.300</td>
</tr>
<tr>
<td>Residual moisture content, $\theta_r$ (m$^3$ m$^{-3}$)</td>
<td>0.033</td>
<td>0.000</td>
</tr>
<tr>
<td>Inverse of the air entry pressure, $\alpha$ (cm$^{-1}$)</td>
<td>0.6677</td>
<td>0.7163</td>
</tr>
<tr>
<td>Shape parameter of the water retention curve, $n$ (-)</td>
<td>1.2370</td>
<td>1.16</td>
</tr>
<tr>
<td>Saturated hydraulic conductivity, $K_s$ (m s$^{-1}$)</td>
<td>$1.5\times10^{-5}$</td>
<td>$5.0\times10^{-5}$</td>
</tr>
<tr>
<td>Shape factor of the hydraulic conductivity curve, $\beta$ (-)</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>$a_LG$</td>
<td>0.300</td>
<td></td>
</tr>
<tr>
<td>$b_LG$</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>$c_LG$</td>
<td>35.0</td>
<td></td>
</tr>
<tr>
<td>$d_LG$</td>
<td>5.00</td>
<td></td>
</tr>
<tr>
<td>$\lambda_n$</td>
<td>0.12</td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Model calibration efficiency for soil water content ($\theta$) and temperature (T), and comparison of the experimental cumulative evaporation and the data obtained from the calibrated model.

<table>
<thead>
<tr>
<th>Depth to groundwater table (m)</th>
<th>RMSE$_\theta$ ($m^3 m^{-3}$)</th>
<th>$B_\theta$ ($m^3 m^{-3}$)</th>
<th>$E_\theta$ (%)</th>
<th>RMSE$_T$ (°C)</th>
<th>$B_T$ (°C)</th>
<th>$E_T$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0.0095</td>
<td>0.002</td>
<td>0.985</td>
<td>2.08</td>
<td>0.40</td>
<td>0.67</td>
</tr>
<tr>
<td>0.40</td>
<td>0.020</td>
<td>-0.0003</td>
<td>0.50</td>
<td>2.61</td>
<td>-2.41</td>
<td>0.46</td>
</tr>
<tr>
<td>Experimental cumulative evaporation (mm)</td>
<td>0.85</td>
<td>5.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modeled cumulative evaporation (mm)</td>
<td>0.86</td>
<td>5.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$RMSE$: root mean square error; $B$: bias; $E$: Nash-Sutcliffe efficiency
Figure 1: Observed and modeled soil water content ($\theta$) and temperature profiles, and observed electrical conductivity ($\sigma$) profile for different water table levels (WTL), after 20 days of fixing the water table level. Model results assume a vertically homogeneous soil profile. (a) and (b) show the soil water content profiles for WTL of 0.75 and 0.40 m, respectively; (c) and (d) show the temperature profiles for WTL of 0.75 and 0.40 m, respectively; and (e) and (f) show the electrical conductivity profiles for WTL of 0.75 and 0.40 m, respectively.
Figure 2: Observed and modeled soil water content ($\theta$) and temperature profiles for different water table levels (WTL), after 20 days of fixing the water table level and assuming the soil stratifies in three horizons (H1, H2, and H3) due to salt transport. (a) and (b) show the soil water content profiles for WTL of 0.75 and 0.40 m, respectively; (c) and (d) show the temperature profiles for WTL of 0.75 and 0.40 m, respectively.
Figure 3: Variation of liquid and water vapor flux along the soil profile for different water table levels (WTL). (a) and (b) show the liquid flux ($q_L$), the water vapor flux ($q_v$) and the total water flux ($q_{total}$) for WTL of 0.75 and 0.40 m, respectively; (c) and (d) show the thermal vapor flux ($q_{vT}$), the isothermal (due to pressure) vapor flux ($q_{vh}$), and the total vapor flux ($q_v$) for WTL of 0.75 and 0.40 m, respectively. Negative (positive) fluxes correspond to upward (downward) movement.
Figure 4: Comparison of cumulative evaporation (mm) for different tortuosity values ($\tau_a$) and enhancement factors ($\eta$) for the 0.75 and 0.40-m water table levels. $\tau_a^*$ was calculated based on equation (15) (Millington and Quirk, 1961), and equation (16) was used when $\eta =$ variable (Cass et al., 1984).
Figure 5: Water retention curves fitted for each horizon (H1, H2, and H3) for the 0.75 m water table level (a), and the 0.40 m water table level (b).
Figure 6. Comparison of the soil water content and temperature profiles for the 0.75-m (a and c) and 0.40-m (b and d) water table levels (WTL), for the simulation presented in Figure 2 (black) and after steady state was reached (red) when using the bottom boundary conditions equal to the top evaporation flux.
Figure 7: Comparison of the water vapor fluxes profiles for the 0.75 and 0.40 m water table levels (WTL). Results are shown for different tortuosity values, $\tau_a$, (a) and (c), and for different enhancement factor values, $\eta$ (b) and (d). $\tau_a^*$ was calculated based on equation (15) (Millington and Quirk, 1961), and equation (16) was used when $\eta = \text{variable}$ (Cass et al., 1984). Negative (positive) fluxes correspond to upward (downward) movement.