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Abstract—This paper casts surface registration as the problem of finding a set of discrete correspondences through the minimization of an energy function, which is composed of geometric and appearance matching costs, as well as higher-order deformation priors. Two higher-order graph-based formulations are proposed under different deformation assumptions. The first formulation encodes isometric deformations using conformal geometry in a higher-order graph matching problem, which is solved through dual-decomposition and is able to handle partial matching. Despite the isometry assumption, this approach is able to robustly match sparse feature point sets on surfaces undergoing highly anisometric deformations. Nevertheless, its performance degrades significantly when addressing anisometric registration for a set of densely sampled points. This issue is rigorously addressed subsequently through a novel deformation model that is able to handle arbitrary diffeomorphisms between two surfaces. Such a deformation model is introduced into a higher-order Markov Random Field for dense surface registration, and is inferred using a new parallel and memory efficient algorithm. To deal with the prohibitive search space, we also design an efficient way to select a number of matching candidates for each point of the source surface based on the matching results of a sparse set of points. A series of experiments demonstrate the accuracy and the efficiency of the proposed framework, notably in challenging cases of large and/or anisometric deformations, or surfaces that are partially occluded.

Index Terms—Surface Registration, Higher-order Graph Matching, Conformal Geometry, Higher-order Markov Random Fields

1 INTRODUCTION

Finding the correspondences between two or more surfaces is a prerequisite for many applications in computer vision, medical imaging and computer graphics such as shape recognition, deformation transfer, object recognition and segmentation [1]. Furthermore, the proliferation of 3D content (e.g., [2], [3], [4]) has further enhanced the need of developing a robust surface registration method, in particular for noisy-sampled 3D shapes undergoing large and/or non-rigid deformations.

Surface registration approaches can be classified as either extrinsic (i.e., the coordinates for each point on the surface is known, e.g., [5]), or intrinsic (i.e., the surface is represented in a parametrization space, e.g., [6]). Registration of surfaces undergoing large deformations in the extrinsic space is very challenging due to the large number of degrees of freedom present in their non-rigid deformations. In contrast, intrinsic methods can significantly reduce the complexity of the problem by representing the shape in a space that is invariant to certain types of deformations.

In the most common case, intrinsic methods assume that two surfaces undergo isometric (i.e., distance or metric preserving) deformations. Such an assumption is a reasonable approximation for most of the real-world deformations. State-of-the-art intrinsic methods refer to geodesic/exponential maps (e.g., [7], [8]), conformal maps (e.g., [9], [10], [11]) and diffusion maps (e.g., [12], [13]). In particular, conformal maps provide a closed-form solution to the dense surface matching problem, and can be directly generalized to anisometric deformations using quasi-conformal maps [14], which can handle arbitrary diffeomorphisms between two surfaces. Despite the fact that conformal maps are well-suited for establishing dense correspondences between surfaces undergoing large deformations, the use of a single map is unreliable in the presence of inconsistent boundary conditions, anisometric deformation, and noise. It is therefore necessary to consider correspondences obtained from multiple mappings and use them towards robust metrics able to handle uncertainties in the input. Graph-based approaches have strong advantages in handling noise and occlusions [15], [16], and thus will be used as the basis for our approach.

In this paper, we cast the surface registration as a two-stage matching task that seeks correspondences between two discrete point sets, sampled from two surfaces. In such a setting, deformation constraints between two surfaces are represented by up to third-order interactions among these point sets. Thus, the optimal registration corresponds to the optimal solution of an objective function defined over a higher-order graph. To efficiently couple the strength of intrinsic surface registration methods and graph-based approaches, we propose two graph-based formulations to solve sparse and dense surface registration, leading to both computational efficiency and accurate dense surface registration results.

Initially, surface registration is expressed as a higher-order graph matching problem that integrates both extrinsic matching costs (e.g., texture, curvature and normal consistencies) and intrinsic deformation constraints (deviation from isometry, inspired by [17]), and is solved using the dual-decomposition technique [18]. Despite its success in registering sparsely sampled
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points, the deformation metric [17] is only robust to points on the surface that are sufficiently sparse. It is no longer discriminating enough, when the set of points to be registered becomes dense.

To this end, we propose a novel local surface deformation model to characterize arbitrary deformations between two surfaces. According to Riemannian geometry [19], a shape is endowed with a metric tensor at each point in the parametrization domain. Here, we consider a special canonical parametrization of the shape whose metric tensor at each point is Euclidean. This allows us to define a generic deformation descriptor, namely Canonical Distortion Coefficients (CDCs), which can be used to characterize surface deformations and can be efficiently computed in the discrete setting. Based on this, we formulate dense surface registration using a higher-order MRF with special topology, and develop an associated inference algorithm that requires minimal memory and achieves significant speedup via parallel acceleration. Last but not least, in order to reduce the search space, we design an efficient matching candidate selection scheme for any point on the surface based on the fact that any three correspondences determine a unique closed-form solution to establish the mapping between two surfaces.

1.1 Related work
Modeling surface deformation is a very challenging task due to the large number of degrees of freedom that exist in real-world deformations. Certain “rigidity” assumptions have been widely made, as a trade-off between the quality in deformation approximation and the simplicity in computation. Existing deformation models either characterize the rigidity in the extrinsic space or in the intrinsic space.

Extrinsic surface representations were studied exhaustively for matching two surfaces undergoing a global rigid deformation (i.e., rotation and translation) through the iterative closest points (ICP) [5] algorithm as well as its numerous variants (e.g., [20], [21]). Whereas global rigidity does not take into account bendable shapes (e.g., garments or rubber bands), the notion of local rigidity has been proposed by defining the deformation between two local corresponding neighborhoods as rigid [22]. However, searching for the correspondences between surfaces undergoing large deformations directly in the original extrinsic space may suffer from high computational complexity.

Intrinsic surface representations through distance functions and the expression of the surface matching problem as a volume registration one were studied initially to provide a dense solution to the correspondence problem (e.g., [23], [24]). Such methods could handle a reasonable but still limited amount of deformations due to the regularization constraints imposed on the deformation field. To tackle large scale deformations, several approaches have been developed to obtain dense point correspondences by representing the surfaces to a canonical domain which preserves the geodesic distances or angles (e.g., [7], [8], [9], [10], [11]). Such representations usually require an initial set of feature correspondences or boundary conditions, which are difficult to find. The performance of these methods degrades in the presence of noise as well as varying scales, boundary conditions and resolutions. Furthermore, since most surface deformations are not perfectly isometric, solely considering intrinsic information introduces approximation errors to the matching result. In order to address the above-mentioned issues, [25], [26], [27] proposed to search for correspondences using a probabilistic formulation based on geodesic distances. Nevertheless, issues like the computational complexity and inaccuracy of geodesic distances towards establishing dense correspondences reduce the applicability of these methods. An alternative approach for seeking correspondences in the intrinsic space is to map the shape to a high dimensional space in which the Euclidean distance approximates the intrinsic properties of the surface. For example, the idea of diffusion maps [12], [13] is to represent the shape through a space that preserves the commute time, which has the advantage of being robust to topological changes. To overcome the high computational complexity issues in establishing point correspondences, the idea of functional maps [28] was proposed to establish the correspondences in the functional space, which is nevertheless limited to shapes with bijective mapping.

Graph matching is a powerful framework for establishing correspondences [29], [30], which is able to combine multiple matching cues (e.g., appearance similarity and geometric compatibility) within an objective function through the integration of singleton, pairwise or higher-order interactions among nodes (e.g., [31], [32], [33]). It has been employed often in the literature (e.g., [34], [35]) to encode contextual constraints between feature points for high-level applications (mostly for images) such as object recognition. However, its use in 3D surface matching has been very limited, probably due to the fact that more sophisticated metrics are required in order to encode invariant spatial relationships between points on the surfaces [36]. Numerous optimization methods have been proposed in the context of graph matching, such as spectral relaxation (e.g., [37], [38]), continuous relaxation (e.g., [39], [40]), and randomized algorithms (e.g., [41]). Notably, [33] proposed a novel pairwise graph-matching algorithm based on the dual-decomposition framework, which provides certain optimality guarantee on the solution.

Markov Random Fields (MRFs), in particular pairwise MRFs, have been widely applied to address numerous computational visual perception tasks, such as image segmentation, stereo, detection and registration, etc. [15], [16]. Recently, the applications of higher-order MRFs in computer vision have become increasingly popular, largely driven by the development of inference methods (e.g., [18], [42], [43]). Higher-order MRFs, compared with pairwise models, allow a better characterization of statistics among random variables and have better expression power [16]. This is particularly useful for modeling measures that intrinsically involve more than two variables (e.g., [44], [45], [46]) and characterizing invariant statistics (e.g., [47], [48]).

1.2 Overview
A brief overview of the proposed surface registration system is shown in Fig. 1, where sparse surface matching is first performed and is followed by dense registration.

In the sparse registration stage, sparse feature points are selected according to geometric principles (such as the local maxima of Gaussian curvature [17] and the average geodesic distance function [49] on the input surfaces $S_1$ and $S_2$). We then determine $n_s$ correspondences between the two sets of feature points, via a higher-order graph matching algorithm that uses multiple matching criteria and is solved via the dual-decomposition technique (Sec. 2).

Once such correspondences have been established, the dense registration stage relies on them to constrain the local search space for each point on the surface (Sec. 3). Since every three
correspondences determine a unique conformal map between two surfaces, \( n_s \) sparse correspondences provide \( \binom{n_s}{3} \) candidate matching points on \( S_2 \) for any point \( p \in S_1 \). These points are then clustered to obtain meaningful matching candidates for each point (Sec. 3.2.2). Given the discrete set of candidate correspondences for each point on \( S_1 \), the dense surface registration problem becomes combinatorial. To impose constraints on the deformation field, we introduce a local surface deformation model defined on the triangulated graph of these points on \( S_1 \) with meaningful candidate matching points (Sec. 3.1). A higher-order MRF optimization is then formulated and solved to obtain the optimal dense registration result (Sec. 3.2, 3.3).

Finally, experimental validation (Sec. 4) and discussion (Sec. 5) conclude the paper.

## 2 Sparse surface registration using higher-order graph matching

In this section, we present our sparse surface registration algorithm based on a higher-order graph matching formulation. First of all, we introduce the higher-order graph matching problem and in particular a general pseudo-boolean formulation.

### 2.1 Pseudo-boolean higher-order graph matching

Let us denote by \( P_1 \) and \( P_2 \) two sets of points, and \( P \equiv P_1 \times P_2 \) the set of potential correspondences between \( P_1 \) and \( P_2 \). We introduce the boolean indicator variable

\[
x_a = \begin{cases} 1 & \text{if } a = (p'_a, p''_a) \in P \text{ is an active correspondence,} \\
0 & \text{otherwise,}
\end{cases}
\]

where \( p'_a \in P_1 \) and \( p''_a \in P_2 \) are the two points defining a potential correspondence \( a \). A basic constraint imposed on the matching configuration is that each point in \( P_1 \) is mapped to at most one point in \( P_2 \), while for each point in \( P_2 \) there is at most one point in \( P_1 \) mapping to it. Therefore, we have the set of feasible solutions defined as,

\[
C = \{ x \in \{0, 1\}^{P_1 \times P_2} \mid \sum_{i \in P_1} x_{i,j} \leq 1, \sum_{j \in P_2} x_{i,j} \leq 1, \forall i \in P_1 \text{ and } \forall j \in P_2 \}.
\]

Note that missing correspondences are allowed in order to deal with partial matching. In such a graph labeling setting, the higher-order graph matching problem can be formulated as follows:

\[
\min_{x \in C} \{ E(x; \theta) = \sum_{a \in P} \theta_a x_a + \sum_{(a,b) \in P \times P} \theta_{ab} x_a x_b + \sum_{(a,b,c) \in P \times P \times P} \theta_{abc} x_a x_b x_c \},
\]

where \( \theta_a \) is the matching cost for each correspondence \( a \in P \), \( \theta_{ab} \) for a pair of correspondences \( (a,b) \in P \times P \), \( \theta_{abc} \) for a triplet of correspondences \( (a,b,c) \in P \times P \times P \), and \( \theta \) denotes the vector consisting of all such parameters. Note that in order for Eq. 2 to have non-trivial solutions, at least some values in \( \theta \) must be negative. Furthermore, the matching constraints can be reduced to pairwise terms in the energy function. More specifically, we observe the following equivalence:

\[
\begin{align*}
\forall i \in P_1, & \sum_{j \in P_2} x_{i,j} \leq 1 \\
\text{iff} \min_{x_{i,j} \neq x_{i,j'}} & \theta_{x_{i,j} x_{i,j'}} = 0 \tag{3}
\end{align*}
\]

where \( \theta_{x_{i,j} x_{i,j'}} \) is a sufficiently large number. We use \( P^C = \{(a,b) | a, b \in P, a \neq b \text{ and } (p'_a, p''_a) = (p'_b, p''_b) \} \) to denote the set of pairs that encodes the matching constraints for all the correspondences. Thus, the general higher-order graph matching problem can be formulated as a pseudo-boolean optimization problem [50] as follows:

\[
\min_{x \in \{0, 1\}^{P_1 \times P_2}} \{ E(x; \theta) = \sum_{a \in P} \theta_a x_a + \sum_{(a,b) \in P \times P} \theta_{ab} x_a x_b + \sum_{(a,b,c) \in P \times P \times P} \theta_{abc} x_a x_b x_c \}.
\]

The above formulation is generic and is able to handle partial matching by properly defining the potentials.

Because of the positive weight \( \theta_{x_{i,j} x_{i,j'}} \) that encodes the matching constraint, the energy function is non-convex [51], and in general its optimization is an NP-hard problem [50]. We adopt the flexible dual-decomposition technique [18] to perform the optimization efficiently. Moreover, theoretically any higher-order terms can be efficiently reduced into quadratic terms [42], often referred to as order reduction. The basic idea is to transform an energy function consisting of higher-order terms into an equivalent one that has the same minimum but involves only singleton and pairwise terms.

### 2.2 Higher-order graph matching for sparse surface matching

In the context of the above general higher-order graph matching formulation, the singleton terms encode both appearance and geometric similarities, the pairwise terms constrain the matching solution space and the higher-order terms encode intrinsic deformation errors.

#### 2.2.1 Singleton potentials

For each correspondence, we consider both geometric and texture information to define its potential [52]. Let us denote the Gaussian curvature at point \( p \) as \( \text{curv}(p) \), and the texture value at point \( p \) as
essentially endow each point on the surface where sets ambiguity, we consider an extrinsic property of the surface, the smaller the distance between those mutually closest pairs, the point correspondence set under the new coordinates, denoted as:

\[ \theta_i = (\text{curv}(p_i^1) - \text{curv}(p_i^2))^2 + \lambda_0(\text{tex}(p_i^1) - \text{tex}(p_i^2))^2, \]

where \( \lambda_0 \) balances the weight between the curvature and the texture information.

### 2.2.2 Pairwise potentials

In the general higher-order graph matching formulation as shown in Eq. 4, we use pairwise potentials to encode the mapping constraints for the graph matching, by setting \( \theta^\infty \) and \( \theta_{ab} \) to be 100 and 0, respectively, in our experiments. Other pairwise potentials for surface matching, such as those of [36], can also be incorporated straightforwardly in this formulation.

### 2.2.3 Higher-order potentials

The uniformization theorem [53] states any 3D surface can be flattened conformally to a canonical 2D domain. Such a mapping represents a feature point \( p \) as a parametric coordinate in the complex plane \( z_p \in \mathbb{C} \). Conformal mappings are flexible because of the Möbius transformation, which can be uniquely determined by fixing the mappings of any three points on the surface to the 2D parametrization domain. Inspired by [17], we compute the matching score between two triplets as the deformation error based on the Möbius transform.

Given two surfaces, \( S_1 \) and \( S_2 \), and a mapping from \( \{p_1^1, p_1^2, p_1^3\} \subseteq S_1 \) to \( \{p_2^1, p_2^2, p_2^3\} \subseteq S_2 \), we first determine the associated Möbius transformation \( m^1(z) \) and \( m^2(z) \) that maps each triplet to a prefixed configuration \( \{e^{i\frac{2\pi}{3}}, e^{i\frac{4\pi}{3}}, e^{i2\pi}\} \subset \mathbb{C} \), where \( \mathbb{C} \) represents the complex domain. Such transformations essentially endow each point on the surface \( S_1 \) and \( S_2 \) with a new coordinate in \( \mathbb{C} \). Let us denote the new coordinate for each point \( p \) as \( z(p) \in \mathbb{C} \).

Similar to [17], we establish correspondences between the two sets \( P_1 \subset S_1 \) and \( P_2 \subset S_2 \) by searching for the mutually closest point correspondence set under the new coordinates, denoted as:

\[
M_{abc} = \{ (p_1, p_2) | p_1 \in P_1, p_2 \in P_2, \\
\forall p_2^1 \in P_2 \setminus \{p_2\}, |z(p_1) - z(p_2)| < |z(p_1) - z(p_2^1)|, \\
\forall p_1^1 \in P_1 \setminus \{p_1\}, |z(p_1) - z(p_2)| < |z(p_1^1) - z(p_2)\} \]

and define the deformation error as

\[
E_{abc} = \sum_{(p_1, p_2) \in M_{abc}} |z(p_1) - z(p_2)|^2. \tag{6}
\]

Note that both \( M_{abc} \) and \( E_{abc} \) are computed by aligning \( p_1^1 \) to \( p_2^1 \), where \( k \in \{a, b, c\} \). Given \( M_{abc} \) and \( E_{abc} \), we then define the Möbius matching potential as follows,

\[
\theta_{Möbius} = \begin{cases} 
\frac{E_{abc}}{|M_{abc}|} - 1 & \text{if } E_{abc} < \delta \\
1/|M_{abc}| & \text{otherwise}
\end{cases}. \tag{7}
\]

Here \( |M_{abc}| \) denotes the number of matched correspondences and \( \delta \) is a threshold to deal with non-plausible correspondences (in our experiments \( \delta = 0.1 \)). Intuitively, the more matching pairs and the smaller the distance between those mutually closest pairs, the lower the potential energy.

However, the Möbius energy introduces ambiguity since it assumes isometry, which is invariant under symmetric transformations (an example is shown in Fig. 2). To resolve such an ambiguity, we consider an extrinsic property of the surface, the Gaussian map, defined as the mapping of the normal at each point on the surface to the unit sphere [54]. Two triplets have the same orientation if and only if the determinants of their normals are of the same sign. Therefore, in order to avoid ambiguities in orientation, a constraint on the Gaussian map is imposed via the following potential:

\[
\theta_{Gaussian} = \begin{cases} 
0 & \text{if } \det(n_i^1, n_i^3, n_i^2) \det(n_j^2, n_j^3, n_j^1) \geq 0 \\
1/|M_{abc}| & \text{otherwise}
\end{cases}. \tag{8}
\]

Here \( n_i \in \mathbb{R}^3 \) denotes the normal at point \( i \), and \( \det(n_i, n_j, n_k) \) denotes the determinant of the \( 3 \times 3 \) matrix \( [n_i, n_j, n_k] \). This is considered as a soft constraint in our framework, since normals can change orientations when the surface undergoes very large deformations.

The triple potential for each possible triplet matching \( (p_1^1, p_2^1, p_2^2) \rightarrow (p_2^2, p_2^1, p_1^1) \) can be defined as

\[
\theta_{abc} = \lambda_1 \theta_{Möbius} + \lambda_2 \theta_{Gaussian}. \tag{8}
\]

After defining the potentials of the graph matching problem (Eq. 4), we next discuss its optimization.

### 2.3 Optimization and computational complexity

The idea of dual-decomposition is to re-formulate the original problem as the union of several sub-problems that are easier to solve [18], [55]. For the graph matching problem, let \( \theta \) denote the vector of the weights of the singleton, pairwise and triplet terms, and \( I \) denote the set of subproblems. The decomposition is expressed as \( E(x) = \sum_{\sigma \in I} \rho_\sigma E^\sigma(x|\theta^\sigma) \) where \( \rho_\sigma \) is the weight for each subproblem. Then the original problem is solved by updating the parameter \( \theta^\sigma \) of each subproblem \( \sigma \) so that it increases the energy of the dual problem, while satisfying the following decomposition constraint:

\[
\sum_{\sigma \in I} \rho_\sigma \theta^\sigma = \theta. \tag{9}
\]

If we can find a lower bound \( \Phi(\theta^\sigma) \) for each subproblem, i.e., \( \Phi(\theta^\sigma) \leq \min_x E^\sigma(x|\theta^\sigma) \), then we can obtain a lower bound for the original problem, i.e.,

\[
\Phi(\theta) = \sum_{\sigma \in I} \rho_\sigma \Phi(\theta^\sigma) \leq \sum_{\sigma \in I} \rho_\sigma E^\sigma(x|\theta^\sigma) = E(x|\theta). \tag{10}
\]

This lower bound is maximized using a projected subgradient method so that a solution to the original problem can be extracted from the Lagrangian solutions [18].

Specifically, we decompose the optimization problem in Eq. 2 into the following three subproblems:

1) a linear subproblem which considers only the singleton term \( \sum_{a \in P} \theta_a x_a \). This linear subproblem is also known
as the linear assignment problem and can be solved efficiently using the Hungarian algorithm [29].

2) a higher-order pseudo-boolean subproblem by reducing the higher-order terms to quadratic terms [50] which can be solved by the QPBO algorithm [56]. Here we reduce [42] for the reduction. Specifically, each third-order term \( \theta_{abc}x_ax_bx_c \) in Eq. 4 is replaced by \( \theta_{abc}w(x_a + x_b + x_c - 2) \) if \( \theta_{abc} < 0 \), and \( \theta_{abc}(w(x_a + x_b + x_c - 1) + (x_a x_b + x_b x_c + x_c x_a) - (x_a + x_b + x_c) + 1) \) otherwise (where \( w \) is an auxiliary binary variable), leading to an objective function with the same minimum as the original one.

3) a local subproblem which divides the original surface into small regions and uses an exhaustive search to find the optimal solution in each small region.

We introduce a higher-order pseudo-boolean subproblem, in contrast to [33] that considers pairwise subproblems. Given the solutions of the subproblems, we update the dual variables \( \{\theta^*\} \) by projecting them to the space that satisfies Eq. 9 [18], [33]. This process is performed iteratively until convergence.

The above algorithm involves an expensive step in each iteration, which is the max-flow computation in the QPBO algorithm. We employ the implementation of [57], whose worst case complexity is \( O(mn^2|C|) \), where \( m \) is the number of edges, \( n \) is the number of vertices, and \( |C| \) is the cost of minimum cut. Assuming we select \([P_1]\) and \([P_2]\) feature points from two surfaces, there are \( O(|P_1|^{3/2}|P_2|^{3/2}) \) possible triplets, each corresponding to a higher-order term in Eq. 2.

3 Dense surface registration using higher-order MRFS

The main obstacles in extending the sparse matching approach to dense relate to:

- **Model accuracy:** the M"obius matching potential defined in Eq. 7 has high discriminative power when the feature points are far apart. However, such power degrades as the sampling becomes denser, which affects the optimality properties of the solution. Hence, an alternative potential that is able to encode localized and anisometric deformations is required for accurate dense surface registration.

- **Computational complexity:** increasing the number of sampling points \( n \) would make the sparse matching approach computationally prohibitive, since the graph structure would grow in the order of \( O(n^6) \) if we consider all possible triplets.

These issues are addressed through a novel higher-order MRF-based dense surface registration method that is endowed with: (i) a new deformation model; (ii) a novel graph-based energy to determine the optimal instance of this deformation model; (iii) an efficient matching candidate selection scheme; (iv) an efficient optimization algorithm for the MRF inference.

3.1 A generic deformation model

We will first introduce a mathematical formulation that accurately characterizes arbitrary surface deformations for a dense set of points living on a surface. We first introduce the generic deformation model in the continuous setting and then derive its variant for the discrete setting.

### 3.1.1 Continuous setting

Let \((M, g_M)\) denote a surface \(M\) endowed with a Riemannian metric \(g_M\). In Riemannian geometry [19], a surface is defined by its local charts \(M = U_\alpha \cup U_\beta \ldots\) and each open subset \(U_\alpha\) is in one to one correspondences \(\phi_\alpha: U_\alpha \rightarrow \mathbb{R}^2\), where \(\phi_\alpha\) is the local parametrization. For any \(p \in U_\alpha \subset M\), a metric tensor is associated with \(p\) as a symmetric positive definite matrix:

\[
g^\alpha(p) = \begin{pmatrix} g^\alpha_{11}(p) & g^\alpha_{12}(p) \\ g^\alpha_{21}(p) & g^\alpha_{22}(p) \end{pmatrix}.
\]

Different local representations describe the same surface, if the following chain rule is satisfied:

\[
\forall p \in U_\alpha \cap U_\beta, g^\alpha(p) = J_{\alpha\beta}(p)^T g^\beta(q) J_{\alpha\beta}(p) \tag{11}
\]

Here \(J_{\alpha\beta}\) is the Jacobian matrix of the transformation between the local coordinate systems of \(U_\alpha\) and \(U_\beta\). Any local representation satisfying this rule is a valid parametrization of the surface. Since the metric tensor at any point \(p \in M\) is positive definite, we can always apply a proper linear transformation to its parametrization \(\phi_\alpha\) such that \(g^\alpha(p)\) is the identity matrix. Such a parametrization is called the canonical parametrization for \(p\):

**Definition 1. (Canonical parametrization)** For any \(p \in M\), a parametrization \(\phi_\alpha: U_\alpha \rightarrow \mathbb{R}^2\) is called canonical for \(p\) if the metric tensor at \(p\) is the identity matrix.

Accordingly, the Jacobian matrix \(J_{pq}\) between the two points \(p\) and \(q\) under their canonical parametrizations is called the canonical Jacobian. We will show that considering the canonical parametrization/Jacobian allows us to characterize arbitrary deformations between surfaces independently of the choice of intrinsic/extrinsic surface representations, which is the main advantage of our deformation model.

Let us consider arbitrary diffeomorphisms between the parametrization domains of two surfaces. For any correspondence \(p \in U_\alpha \subset M \rightarrow q \in U_\beta \subset N\), the change of metric \(g^\alpha(p) \rightarrow J_{\alpha\beta}(p)^T g^\beta(q) J_{\alpha\beta}(p)\) reflects how an infinitesimal circle is deformed into an infinitesimal ellipse. In particular, under canonical parametrizations for \(p\) and \(q\) (i.e., both \(g^\alpha(p)\) and \(g^\beta(q)\) are identity matrices), the matrix \(J_{pq}^T J_{pq}\) accurately characterizes such local deformation, where \(J_{pq}\) is the canonical Jacobian between \(p\) and \(q\). If we only consider the change of shape, i.e., how a circle is deformed into an ellipse regardless of its orientation, the distortion along its two principle directions can be represented by the two eigenvalues \(\lambda_1\) and \(\lambda_2\) of \(J_{pq}^T J_{pq}\) (Fig. 3(a)). Therefore, the local deformation between two surfaces can be characterized by such two eigenvalues \(\lambda_1, \lambda_2\) for each pair \((p, q)\) of corresponding points. Formally, we define:

**Definition 2. (Canonical distortion coefficients)** The canonical distortion coefficients (CDCs) between \(p\) and \(q\) are defined as the eigenvalues of the Jacobian transformation matrix \(J_{pq}^T J_{pq}\) between any canonical parametrization at \(p\) and \(q\).

CDCs are generic deformation features that are able to characterize a wide class of deformation groups. For instance, below are two typical classes of deformations that can be characterized by CDCs:

1) In the case of the isometric deformation, a unit circle is mapped to a unit circle, i.e., \(\lambda_1 = \lambda_2 = 1\).
2) In the case of the conformal deformation, a unit circle can be mapped to a circle with arbitrary radius. Thus, \(\lambda_1 = \lambda_2 \neq 0\).
To further connect the canonical distortion coefficient to a general class of diffeomorphisms defined in the complex plane $f: \mathcal{U}_a \rightarrow \mathcal{U}_b$, between any canonical parametrization $x_\alpha$ and $x_\beta$ for $p$ and $q$ respectively, we define
\[
\frac{\partial f}{\partial z} = \frac{1}{2} \left( \frac{\partial x_\alpha}{\partial x_\beta} + i \frac{\partial x_\beta}{\partial x_\alpha} \right) + i \left( \frac{\partial x_\alpha}{\partial x_\beta} - \frac{\partial x_\beta}{\partial x_\alpha} \right),
\]
where we assume $x_\alpha = x_\alpha^1 + i x_\alpha^2$ and $x_\beta = x_\beta^1 + i x_\beta^2$. The notion of quasi-conformality [14] can be characterized by the Beltrami-coefficient:
\[
\mu(z) = \frac{\partial f}{\partial z} \frac{\partial f}{\partial z^*},
\]
which provides all the information about the conformality of $f$. Without loss of generality, let us suppose $\lambda_1 \geq \lambda_2$. It can be shown that $|\mu(z)| = (\sqrt{\lambda_1} - \sqrt{\lambda_2})/(-\sqrt{\lambda_1} + \sqrt{\lambda_2})$. In particular, $f$ is called holomorphic if $\mu(z) = 0$ [54], i.e., $\lambda_1 = \lambda_2$, coinciding with the fact that a holomorphic function is another description of conformal mapping. Hence, the Beltrami-coefficient generalizes conformal mapping and can be partially determined using CDCs. However, the Beltrami-coefficient is useful for surface parametrization, where the scaling factor is lost. The proposed CDC preserves the scale information which is important for shape matching. Besides, unlike the Beltrami-coefficient, the CDC is directly extendable to hyper dimensions ($n$D).

### 3.2.1 Discrete setting through finite elements

In the context of finite element analysis [58], a continuous space is approximated using a set of basis elements (e.g., polynomial functions defined on each facet) with continuity preserved at the boundaries among the basis elements. We consider the most popular representation of a continuous surface – a triangular mesh, with triangular facets as basis finite elements. In this discrete setting, CDCs are assumed to be constant for each basis element (i.e., each triangular facet). Thus, the concept of canonical parametrization can be expressed in the following manner: a parametrization of a point $p$ is locally Euclidean at $p$ if the images of any two tangent vectors have the same angle and length. In the discrete setting, this means in the canonical parametrization domain, a 3D surface facet $\triangle abc$ is mapped onto 2D by preserving all the angles and edge lengths.

In the continuous setting, the Jacobian matrix between $p$ and $q$ is a linear transformation that maps the tangent spaces at $p$ and $q$. Given a basis element $\triangle abc$ in the discrete setting, the tangent space at $p$ corresponds to the linear space spanned by $\triangle abc$. Hence, the linear mapping $J(\cdot)$ between two canonical domains $\triangle abc$ and $\triangle a'b'c'$ should satisfy $J(\vec{a}b) = a'b'$ and $J(\vec{a}c) = a'c'$, which can be computed in closed-form. Since $J(\cdot)$ is linear, $J(\vec{bc}) = b'c'$ is satisfied, i.e., the Jacobian for mapping $p \rightarrow q$ in the continuous case corresponds to a linear transformation mapping $\vec{ab} \rightarrow a'b'$, $\vec{ac} \rightarrow a'c'$ in the discrete case (Fig. 3).

Alg. 1 summarizes the algorithm for computing CDCs. For manifold shapes, the computation of CDCs only requires solving $n$ linear equations and eigenvalues. Note that the computation looks analogous to the surface parametrization of [59], [60], due to the piecewise linear assumption. However, Alg. 1 is derived in the context of Riemannian geometry for shape deformation.

### Algorithm 1: Algorithm for computing the canonical distortion coefficients (CDCs) for each triangular facet.

**Input**: $\triangle abc$ and its mapping $\triangle a'b'c'$

**Output**: CDCs for mapping from $\triangle abc$ to $\triangle a'b'c'$.

**Step One**: Map the triangles $\triangle abc$ and $\triangle a'b'c'$ to 2D while keeping their orientation.

**Step Two**: Compute the $2 \times 2$ linear transformation $J$ mapping $\vec{ab}$ to $a'b'$ and $\vec{ac}$ to $a'c'$.

**Step Three**: Compute the eigenvalues, $\lambda_1$ and $\lambda_2$ of $J^T J$.

**Step Four**: Output $\lambda_1$ and $\lambda_2$

Based on CDCs, we can deform the original shape (e.g., [61]), and also determine the correspondences between two shapes. We now introduce a general MRF formulation for dense shape registration.

### 3.2 MRF formulation for shape registration

Assuming that a triangulated set of $n$ points $S = \{p_u | p_u \in S_1, u = 1, \ldots, n\}$ are sampled on the surface $S_1$, shape registration seeks to determine the correspondence for each point $p \in V$ on $S_2$, which we obtain via the inference over a higher-order MRF framework.

The considered MRF model is a hyper-graph $G = (V, F)$, corresponding to a triangulation of the surface $S_1$, where $V$ denotes the vertex set and $F \subset V \times V \times V$ denotes the triangular facet set. Each vertex $u \in V$ of the MRF model represents a point in the triangulated set of points sampled on $S_1$, and its associated random variable $x_u$ represents the corresponding point on the surface $S_2$. Therefore, a joint configuration of the whole MRF can be denoted by $x = (x_u)_{u \in V}$, corresponding to a matching between the two surfaces.

The singleton potential $\theta_u(x_u)$ of the objective function is defined as the difference in the feature descriptor (e.g., texture, shape context) between $u$ and its correspondence $x_u$:
\[
\theta_u(x_u) = |\text{feats}_u(u) - \text{feats}_u(x_u)|^2, \tag{13}
\]
where $\text{feats}(\cdot) \in \mathbb{R}^n$ denotes the feature vector at a point on shape $S$. Next, let $\lambda_{uvw}(x_u, x_v, x_w) \in \mathbb{R}^2$ denote the CDCs computed from deforming $\triangle uvw$ to $\triangle x_u x_v x_w$ (Alg. 1), the higher-order potential can then be defined as:
\[
\theta_{uvw}(x_u, x_v, x_w) = \rho(\lambda_{uvw}(x_u, x_v, x_w)), \tag{14}
\]
where $\rho(\cdot)$ encodes the deformation constraints on the CDC values (detailed discussion is given in Sec. 3.2.1). Given the above potential functions, shape registration refers to the configuration $x$ that minimizes
\[
E(x) = \sum_{u \in V} \theta_u(x_u) + \sum_{(u,v,w) \in F} \theta_{uvw}(x_u, x_v, x_w). \tag{15}
\]
where \( \lambda \) for the higher-order terms in Eq. 15 as follows: the problem of surface registration, we define a Potts-like energy deformation. Therefore, the neighborhood relations of 3D points as shown in the 3D scan data. (d) also shows the CDCs of the template’s triangular facets for the deformation from (b) to (d), using the color map shown in (e). The histogram of the CDC values are shown in (f) and (g).

In the following, we first discuss the practical aspects of imposing the deformation constraints (Eq. 14), before addressing the optimization of the objective function.

### 3.2.1 Deformation constraints

The assumption that deformations are similar across different shapes of the same type is valid in the context of natural shapes, and has been applied in, for example, deformation transfer [62] and facial expressions transfer [63]. The ground truth deformation prior can be obtained by 3D scanning systems with reliable texture information (e.g., markers). Fig. 4 shows an example of human facial expressions. The 3D data, shown in (a) and (c), are captured with markers using the system described in [4]. Here we select two frames with the largest expression difference to measure the maximal possible change of CDCs. Fig. 4(b), (d), (f) and (g) show the visualization of the distribution of CDCs. From the above data set we obtain the allowed bound for human face expression changing from neutral to large deformation as \( I_1 = [0.7, 5.66] \), \( I_2 = [0.1, 4] \) for \( \lambda_1 \) and \( \lambda_2 \), respectively. For the problem of surface registration, we define a Potts-like energy for the higher-order terms in Eq. 15 as follows:

\[
\theta_{uvw}(x_u, x_v, x_w) = \begin{cases} 
0 & \text{if } \lambda_1 \in I_1 \text{ and } \lambda_2 \in I_2, \\
10 & \text{otherwise}
\end{cases}
\]  

(16)

where \( \lambda_1 \) and \( \lambda_2 \) are the CDCs obtained by matching \( \Delta uvw \) to \( \Delta x_u x_v x_w \).

### 3.2.2 Matching candidate set

Inclusion of all the points on \( S_2 \) as the candidate set of \( x_u \) would be computationally prohibitive. A common workaround is to prune unlikely matching points based on neighborhood information, as shown in the 2D graph matching case [31]. However, for the 3D surface matching problem, a surface may undergo large deformation. Therefore, the neighborhood relations of 3D points cannot be straightforwardly defined based on their 3D coordinates. However, given three correspondences, an alignment of the two surfaces in the conformal mapping domain can be obtained in a closed form by determining the associated Möbius transformation. The alignment is accurate when the two surfaces undergo perfect isometric deformation and the error increases continuously as the deformation deviates from isometry. Hence, the matching candidate set for dense surface registration can be obtained from the sparse registration results (Fig. 1), which we achieve via two successive operations: candidate selection and clustering.

Given sparse correspondences between \( S_1 \) and \( S_2 \), the goal of candidate selection is to obtain matching candidates on \( S_2 \) for each point on \( S_1 \). Triplets of sparse correspondences are mapped to a prefixed configuration by solving a Möbius transformation, as described in Sec. 2.2. A pair of corresponding triplets in the 2D domain produce a matching of the two surfaces and provide a corresponding point on \( S_2 \) for every point on \( S_1 \). This way, \( n \) sparse matching correspondences produces \( \binom{n}{3} \) candidate matching points for every point on \( S_1 \). A 2D illustration of the candidate selection scheme is given in Fig. 5.

Our candidate selection approach is robust to sparse matching errors, since only part of the sparse matching results (i.e., three correspondences) are used for selecting each dense matching candidate. A qualitative evaluation is shown in Fig. 6, where we observe that most candidate points are close to the desired correspondences. It should be noted that considering all triplet correspondences provides an exhaustive set of matching candidates. We further reduce the search space by clustering such candidates using mean shift [64] and maintain only the principal modes of the density (other approaches such as [65] and [66] can be used as well).

### 3.3 An efficient higher-order MRF optimization

Inference of higher-order MRFs is an active research topic and various techniques have been proposed. Most existing approaches either employ order-reduction [42], [67] (first reduce higher-order
terms into pairwise ones and then solve the problem using graph cuts techniques [56]) or dual-decomposition [55]. However, the algorithms designed for general MRFs often lack efficiency in terms of computation and/or memory, and fail to take advantage of MRFs with special topology and/or potentials. In order to efficiently perform inference, we explore the topological property of our MRF and develop a parallel optimization algorithm that requires minimal memory and achieves significant speedup via the GPU.

Let us first look at the dual problem for the LP relaxation of the minimization problem of the energy in Eq. 15, by introducing an indicator variable \( \tau_{ui} \) for \( u \in V, i \in L \).

\[
\tau_{ui} = \begin{cases} 
1 & \text{if } x_u = i \\
0 & \text{otherwise}
\end{cases}
\]

Here, for the sake of clarity and simplicity, we assume that a set of \( L \) possible matching candidates are obtained for each point of \( S_1 \) via the process described Sec. 3.2.2, and index them by \( L = \{1, 2, \ldots, L\} \). And \( x_u = i \) \((i \in L)\) denotes that the \( i \)th matching candidate is chosen as the corresponding point on \( S_2 \).

Similarly, \( \tau_{uvwijk} \) is introduced for each \((u, v, w) \in F \) and \((i, j, k) \in L \times L \times L \).

\[
\tau_{uvwijk} = \begin{cases} 
1 & \text{if } x_u = i, x_v = j, x_w = k \\
0 & \text{otherwise}
\end{cases}
\]

By defining \( \theta_{ui} = \theta_u(i) \) and \( \theta_{uvwijk} = \theta_{uvw}(i, j, k) \), we obtain the following integer LP formulation for the minimization problem of the energy in Eq. 15:

\[
\begin{align*}
\min_{\tau} & \quad \sum_{u \in V} \sum_{i \in L} \theta_{ui} \tau_{ui} + \sum_{(u, v, w) \in F} \sum_{(i, j, k) \in L^3} \theta_{uvwijk} \tau_{uvwijk} \\
\text{s.t.} & \quad \sum_{i} \tau_{ui} = 1, \quad \forall u \in V \\
& \quad \sum_{i,j,k} \tau_{uvwijk} = 1, \quad \forall (u, v, w) \in F \\
& \quad \sum_{j,k} \tau_{uvwijk} = \tau_{ui}, \quad \forall (u, v, w) \in F \text{ and } i \in L \\
& \quad \tau_{ui}, \tau_{uvwijk} \in \{0, 1\}.
\end{align*}
\]

By relaxing the domains of the variables \( \tau_{ui} \) and \( \tau_{uvwijk} \) to \([0, 1]\), we obtain the dual form of the LP problem as follows:

\[
\begin{align*}
\max_{\bar{\theta}} & \quad \sum_{u} \min_{i} \bar{\theta}_{ui} + \sum_{(u, v, w) \in F} \min_{i,j,k} \bar{\theta}_{uvwijk} \\
\text{s.t.} & \quad \bar{\theta}_{ui} = \theta_{ui}, \quad \forall u \in V \text{ and } i \in L \\
& \quad \bar{\theta}_{uvwijk} = \theta_{uvwijk} - \theta_{uvwui} - \theta_{uwvj} - \theta_{uwmk}, \quad \forall (u, v, w) \in F \text{ and } (i, j, k) \in L \times L \times L.
\end{align*}
\]

Here \( M_{uvwui} \) is the dual variable (message) corresponding to the constraint \( \sum_{j,k} \tau_{uvwijk} = \tau_{ui} \) (Fig. 8(a)).

The dual problem of Eq. 17 can be solved by min-sum diffusion algorithm [43] as shown in Alg. 2. It has been shown that once convergence is attained, the solution satisfies the \( J \)-consistency condition [43]. Furthermore, each update of the message requires a simple reparameterization of the MRF, and does not need extra memory for storing all the dual variables \( M_{uvwui} \). Hence, the memory requirement for Alg. 3 is only for storing primal variables, i.e., \( O(|V||L| + |F||L|) \).

Algorithm 2: Min-sum diffusion algorithm.

\[
\begin{align*}
\text{repeat} & \quad \text{for each } M_{uvwui} \text{ do} \\
& \quad \quad M_{uvwui} = \frac{1}{2} \left[ \theta_{ui} - \min_{j,k} \theta_{uvwijk} \right] \\
& \quad \quad \text{and reparameterize } \theta_{ui} \text{ and } \theta_{uvwijk} \text{ according to the constraints in Eq. 17}.
\end{align*}
\]

\text{end for}

\text{until convergence}

Algorithm 3: Parallel min-sum diffusion algorithm.

\[
\begin{align*}
\text{Decompose } F \text{ into independent facet sets } U_i \text{ and } \mathcal{F}_i \text{ parallel for all } (u, v, w) \in F_i \text{ and } k \in L \text{ do} \\
& \quad \text{Update the message } M_{uvwui}, M_{uwvjk} \text{ and } M_{uwvuk} \text{ and reparameterize (Alg. 2).}
\end{align*}
\]

\text{end for}

\text{until convergence}

Alg. 3 is \( \max(|F|/|L|) \).

4 Experimental results

Our system is tested on an Intel® Xeon(TM) 3.4G PC with 4G RAM and an NVIDIA® GeForce 9800GTX+ graphics card. We first present the experimental evaluation on our higher-order graph matching and higher-order MRF optimization algorithms, and then exhibit the performance of the whole method on sparse & dense shape registration, and surface tracking.

4.1 Higher-order graph matching

To evaluate the performance of our higher-order graph matching algorithm, in particular its ability to handle partial matching, we compare our algorithm with the tensor-based algorithm of [31] using the authors’ implementation. In order to compare the algorithms quantitatively, we follow the synthetic data generation process of [31]. Given \( n > 0 \), we randomly sample \( n \) points on the 2D plane to obtain the first point set \( S_1 \), and then generate their matching points by randomly rotating, translating and scaling those points in \( S_1 \) plus some random noise, resulting in a second point set \( S_2 \). In addition, in order to evaluate the performance of partial matching, we enlarge \( S_2 \) by including \( n_1 > 0 \) randomly generated points, which have no correspondence (i.e., \( |S_1| = n \) and \( |S_2| = n + n_1 \)). Similar to [31], we set singleton potentials as zero, and use the following similarity-invariant higher-order potentials:

\[
\theta_{abc} = Ae^{-((\xi p_a^2 - \xi p_b^2)^2 + (\xi p_b^2 - \xi p_c^2)^2 + (\xi p_a^2 - \xi p_c^2)^2))},
\]
where \( \angle p_i^k \), \( \angle p_j^k \) and \( \angle p_l^k \) denotes the vertex angles of \( \triangle p_i^k p_j^k p_l^k \), and the weight constant \( A \) is set to be \(-100\) in our algorithm. We sample \( 50n \) triangles for the triplet potentials and use the same ANN-based algorithm for computing the tensor as in [31].

Fig. 7(a) shows the matching accuracy with increasing \( n_1 \) (\( n = 30 \)). Note that our algorithm remains robust even when \( n_1 = n \), which demonstrates its ability to handle partial matching.

One limitation of our algorithm is the large memory requirement for encoding those pairwise potentials that ensure a valid matching result (Eq. 3). If we consider all the constraints in Eq. 3, the algorithm is only able to handle \( 30 - 40 \) matching pairs. However, this can be partially overcome by only considering a fraction of the pairwise constraints and selecting matching results that are valid (i.e., Eq. 1 is satisfied). Fig. 7(b) shows the percentage of correct matching as \( n \) increases (\( n_1 = 0 \)), by limiting the maximal number of pairwise terms to be \( 100n \). We observe that our algorithm degrades less sharply than [31] even in the case of full matching (\( n_1 = 0 \)). However, this gain in accuracy does not come for free, our algorithm runs 2 - 10 times slower than that of [31] on average.

### 4.2 Higher-order MRF optimization

We implement Alg. 3 using the NVIDIA® CUDA architecture [68]. In approximation algorithms, the approximation error (AE) is defined as the gap between the optimal integral solution and the solution obtained by the algorithm. In order to test the AE, we design the test inputs as follows: Given any input mesh, we randomly assign a ground truth label \( l_u \) for each node \( u \in \mathcal{V} \). We define the singleton potentials of Eq. 15 as

\[
\theta_u(x_u) = \begin{cases} 
0 & \text{if } x_u = l_u \\
\text{rnd}(1) & \text{otherwise}
\end{cases}
\]

where \( \text{rnd}(1) \) is a random number between \([0, 1]\). Also we define the higher-order potentials as

\[
\theta_{uvw}(x_u, x_v, x_w) = \begin{cases} 
0 & \text{if } (x_u, x_v, x_w) = (l_u, l_v, l_w) \\
\text{rnd}(1) & \text{otherwise}
\end{cases}
\]

In this case, the optimal solution of Eq. 15 should be \( (l_u)_{u \in \mathcal{V}} \). Fig. 8(a) shows the result of our algorithm using the above designed test cases for different mesh and label sizes. Although the total energy increases with mesh size, the average energy per term (vertex and facet) remains significantly low (< 0.01 for all cases). Fig. 8(b) shows the comparison on average time taken per iteration, between the implementations with and without GPU accelerations. The number of iterations depends on the (unknown) form of the objective function. In our experiments, the algorithm converges within 3000 iterations.

### 4.3 Sparse & dense shape registration

In this section, we evaluate our approach for dense surface matching. Let us first introduce some related implementation details and then discuss the obtained results.

In sparse surface matching, for the potential functions of the surface matching algorithm defined in Sec. 2.2, the weights of Eq. 5 and 8 are defined as \( \lambda_0 = 1 \), \( \lambda_1 = 0.1 \) and \( \lambda_2 = 1 \). For each input mesh, one conformal mapping is computed using the midpoint uniformization algorithm [17], [59], which involves solving a symmetric linear equation (it takes \(<1s\) for a mesh with \(10^3\) faces using a GPU implementation). Additional conformal mappings are computed in a closed form by the Möbius transformation induced by three correspondences (Sec. 2.2).

The candidate selection and clustering of \(10^3\) points based on 10 sparse features takes approximately 1 minute (as described in Sec. 3.2.2). The input to the dense surface registration stage is the set of vertices \( \mathcal{V} \) on the source surface with at least one valid matching point from our candidate selection stage. A triangulation of these vertices is constructed based on their parametrization, resulting in a higher-order graph \( \mathcal{G} = (\mathcal{V}, \mathcal{F}) \). In our experiment, the aforementioned candidate selection process typically provides 2 - 4 candidate points for each \( v \in \mathcal{V} \). We then uniformly re-sample \( L = 64 \) points for each \( v \in \mathcal{V} \) near the original matching candidates, to further improve matching accuracy. The computation of all the \( L^3 \) possible CDCs for one facet takes only 2.0ms on average using the GPU. The computation of the potential \( \theta_{uvwijk} \) for a graph with \( |\mathcal{F}| = 2000 \) takes 3s.

We consider the challenging problem of matching surfaces that involve large deformations and inconsistent boundaries (partial overlapping). The number of vertices for each mesh is in the range of 1, 500 – 4, 000. Our method produces dense matching for 60 – 90 percent of all vertices, which is illustrated as matched/total (no. of matched vertices/no. of total vertices of the source surface). The lion data of Fig. 10 comes from [62] and the face and hand data are captured with texture by the 3D scanner described in [4]. Based on the Delaunay triangulation of the points on the source surface, we consider the ratio of the area of each local triangle to the area of its matched triangle, to measure the quality of the dense registration. The local area is not expected to undergo abrupt change in natural deformations (e.g., expression change, stretched arms or bending figures). Therefore the area ratio is expected to be close to one for every local triangle.
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Matching with largely inconsistent boundaries and partial overlapping: The mid-edge uniformization algorithm is able to map the boundaries of the surface to slits while preserving the conformal structure of the surface in an exact sense. Therefore, it is suitable for matching partially overlapping surfaces. This property can be combined with our candidate selection scheme to determine the outliers near the boundary where the mean shift clustering returns a low score. Examples are shown in Figs. 11, 12, and 13. An example of significant non-overlap between the two meshes is shown in Fig. 1.

Matching with large deformations: Figs. 9, 10, 13 and 14 show results matching two surfaces undergoing a large deformation. Even when the sparse features cannot all be selected consistently (as shown in Fig. 14), our higher-order graph matching algorithm in Sec. 2.3 is able to find reliable sparse correspondences (Fig. 14(a)) and obtain a dense surface matching result through the two-stage optimization scheme in Sec. 1.2 (Fig. 14(b)).

Comparison experiments: Fig. 12 shows a comparison between our algorithm and the Least Square Conformal Mapping (LSCM) approach [49]. Although LSCM can handle free boundaries, there is no theoretical guarantee that the conformal structure is preserved near the boundary and it can produce self-intersections in the mapping space [70]. In our comparison, we use the feature correspondences computed from the sparse matching stage as the feature constraints for LSCM. The limitations of LSCM can be observed in Fig. 12(c). In this example, although all vertices on the left mesh are matched to the right mesh, there are approximately 42 percent flipped triangles. Note that we cannot compare directly with the results in [9], since their initial feature points were manually selected.

Furthermore, we compare our results with a more recent dense surface matching approach [49], using the authors’ implementation. Similar to [49], we define the matching error for a set of test points \( P_{test} \) to be

\[
\text{Err}(f, f_{true}) = \sum_{p \in P_{test}} d_{S_{2}}(f(p), f_{true}(p)) / |P_{test}|
\]  

(18)

where \( f \) denotes the correspondence map from \( S_1 \) to \( S_2 \) obtained by an matching algorithm, \( f_{true} \) the ground-truth correspondence map, and \( d_{S_{2}}(\cdot, \cdot) \) the geodesic distance between two points on surface \( S_{2} \) normalized by \( \sqrt{\text{Area}(S_{2})} \). Here we obtain the “ground truth” map \( f_{true} \) by manually selecting the matching points for around 100 points on \( S_1 \). To reduce the error caused by individual bias, we average the matching results by 5 people for each point. The result of the comparison between our method and [49] is shown in Table 1. Note that [49] assumes the mapping between two surfaces to be bijective and there is no explicit underlying deformation model in selecting the final dense match. In contrast, we take into account the partial matching problem both in our graph-based formulation and candidate selection scheme, and an accurate deformation model is considered in selecting the optimal dense matching result.

### Table 1: Comparison with a recent intrinsic method for dense surface registration [49]. The average error is calculated based on Eq. 18.

<table>
<thead>
<tr>
<th>Data</th>
<th>Our method</th>
<th>Kim et al. [49]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body (Fig. 9)</td>
<td>0.0622</td>
<td>0.2437</td>
</tr>
<tr>
<td>Lion (Fig. 10)</td>
<td>0.0832</td>
<td>0.1790</td>
</tr>
<tr>
<td>Face (Fig. 11)</td>
<td>0.0319</td>
<td>0.0465</td>
</tr>
<tr>
<td>Face (Fig. 13)</td>
<td>0.0565</td>
<td>0.0865</td>
</tr>
<tr>
<td>Hand (Fig. 14)</td>
<td>0.0481</td>
<td>0.1193</td>
</tr>
</tbody>
</table>
We have also applied our approach to the tracking of dynamic, 3D scanned data. For the singleton term in Eq. 15, we employed the robust metric proposed in [71]. Both the consistencies between consecutive frames and between current frame and the first frames are taken into account. To impose inter-frame consistency, we use the same data set as [71] and select the two consecutive frames with the largest deformation change to obtain the range of CDCs between frames, i.e., \( I_1 = [0.874, 1.143] \) and \( I_2 = [0.846, 1.182] \) for \( \lambda_1 \) and \( \lambda_2 \) respectively (Eq. 16). Furthermore, we handle drift errors by imposing consistency between the first frame and the current frame, using the same deformation prior obtained in Fig. 4.

Fig. 15 shows the tracking results on the BU-4DFE database [72], which consists of 3D dynamic facial expressions of different subjects. A mesh template is manually constructed in the first frame, and its configuration is automatically estimated in the subsequent frames so as to track the face deformation. Because of the temporal continuity in consecutive frames, sufficient matching candidates can be obtained by only looking at the 3D neighborhood of each point. In this dataset, the texture information is noisy and thus only relying on texture information can easily lead to erroneous results. Nevertheless, with our deformation model encoded in the higher-order terms of the MRF model, we have achieved accurate tracking results for sequences with significant anisometric facial deformation as shown in Fig. 15.

5 Conclusion

We proposed a higher-order graph-based approach for dense, non-rigid surface registration. Specifically, a two-stage algorithm was introduced to reduce the search space and improve matching accuracy, through an efficient candidate selection scheme and an accurate deformation model, respectively. In our sparse surface registration stage, a higher-order graph matching formulation combined the similarities in appearance and geometry as well as the intrinsic deformation error based on the isometry assumption. In our dense surface registration stage, a generic deformation model, introduced to a higher-order MRF formulation, was proposed to handle anisometric surface deformations. The proposed method achieved robust dense registration between non-rigid surfaces with large deformations, partial overlapping and inconsistent boundaries and scales.

This work provides a solid foundation for multiple future directions. For example, our matching method can be applied to dynamic 3D shape completion used in 3D virtual video conference, than to its ability to partially match surfaces with large deformations. Our deformation model, namely CDCs, can be used for driving the animation of 3D objects, by solving the 3D embedding of a template object using our higher-order MRF optimization. We will also explore more sophisticated ways to learn the CDCs and apply them in expression transfer, face recognition, etc.
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