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Abstract

Due to the ill-posedness of many inverse problems, parameter estimates are often prone to a possibly large uncertainty, caused by a series of errors and approximations in the experimental and modelling work. Stochastic state-space models for time series modelling incorporate a term of process noise that represents system error; most studies on building thermal model calibration however employ deterministic models that overlook this error.

This paper investigates how accounting for modelling errors affects the results of model calibration. Several simplified models are defined to simulate the indoor temperature of an experimental test cell. Some models include process noise and others do not. The parameters of each model are then learned repeatedly by using several training datasets from the test cell. The MCMC algorithm is used for training. The robustness of parameter estimates between independent trainings is evaluated. Then, the forecasting ability of the deterministic and stochastic options are compared, in terms of accuracy and robustness. Results show that stochastic modelling considerably increases the uncertainty of parameter estimates, but ensures their consistency between separate trainings, whereas deterministic models are less robust and offer a less reliable forecasting.

Keywords

calibration; uncertainty; MCMC; Kalman filter

1 Introduction

The calibration of simplified building thermal models using in-situ measurements is now a widespread research topic [1]. It is a type of inverse problems, as the user attempts to identify the causes of a physical phenomenon by observing its consequences: typically, observing the evolution of indoor temperature leads to the estimation of external solicitations or envelope properties. It is solved as an optimisation problem,
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where the objective is the minimisation of the deviation between measurements and predictions from a model [2, 3]. Such calibration is commonly performed for two general types of applications: the characterisation of the intrinsic building performance [4, 5, 6, 7, 8, 9] or other physical values; the identification of a model for predictive purposes [10, 11, 12], for instance in the aim of model predictive control [13, 14, 15, 16]. In the first case, the model should be based on some physical representation of reality in order to assess physical parameter values. In the second, a black-box model is suitable as it is used primarily for predictive purposes.

Due to the ill-posedness of many inverse problems [17], parameter estimates are prone to a possibly large uncertainty, caused by a series of errors and approximations in the experimental and modelling work [18, 19]. First, the model is an approximation of the real system: this model discrepancy may result from missing physics, overlooked input variables, numerical approximations, erroneous hypotheses, etc. Secondly, experimental uncertainty arises from inaccurate or intrusive sensors. Accounting for these errors when solving an inverse problem allows guaranteeing the value of estimated parameters within certain bounds [1].

Most of the time, the inverse problem of parameter characterisation is formulated supposing an unbiased model [18]. According to this hypothesis, there exists a set of parameter values that will allow the model to accurately simulate reality, and the only deviation between its output and experimental observations is measurement noise. This hypothesis is exceedingly optimistic, especially when models used for the characterisation of building thermal behaviour are simplified resistor-capacitor (RC) structures [3]. Accounting for modelling approximations is essential for the legitimacy of calibrated models and the interpretability of their parameters. One possible way to do so is using stochastic differential equations, solved with a Kalman filter for the estimation of states [20]. Another option for the quantification of model uncertainty is to calibrate a discrepancy function in an iterative model updating procedure [21, 22].

The literature offers many applications of parameter estimation and forecasting with stochastic models [23, 24, 25, 26, 27], but no direct comparison with their deterministic counterpart. According to [26]: stochastic models give more reproducible results and less bias, because random effects due to process and measurement noise are not absorbed into the parameter estimates but specifically accounted for by the noise terms. Separately, [28] stated and demonstrated that an analysis that does not account for model discrepancy may lead to biased and over-confident parameter estimates and predictions. The target of the present paper is to show this effect, in the case of a simple building and lumped capacitance models, made of a network of resistors and capacitors (denoted RC models). The process noise is included in the formulation of some of these models (denoted stochastic models), and excluded in others (deterministic models). The parameters of each model are then learned repeatedly by using several training datasets from an experimental test cell. The robustness of parameter estimates between independent trainings is evaluated. Then, the forecasting ability of the deterministic and stochastic options are compared, in terms of accuracy and robustness.

Sec. 2 briefly recalls the theory of filtering, forecasting and inference in state space models, applied to building modelling. Sec. 3 extends the questioning of the paper shown above, and presents the experimental and numerical methodology to answer it. Sec. 4 then shows the results of this study.

2 Inference in state space models for building modelling

2.1 Linear state space models

The presented study considers the particular (yet quite widespread and flexible) case of linear, Gaussian, time-invariant, discrete-time state space models [20]:

\[
\begin{align*}
x_t &= F_\theta x_{t-1} + G_\theta u_t + w_t \\
y_t &= H_\theta x_t + v_t
\end{align*}
\]

(1)

(2)

where \( t \) is a discrete time coordinate. The terms of this system are denoted as such:

- \( x_t \) is a \( p \)-dimensional vector of state variables;
- \( y_t \) is a \( q \)-dimensional vector of observations, or output variables;
• \( \mathbf{u} \) is a \( r \)-dimensional vector of inputs variables;

• \( \mathbf{w}_t \sim \mathcal{N}(0, \mathbf{Q}) \) is the process noise;

• \( \mathbf{v}_t \sim \mathcal{N}(0, \mathbf{R}) \) is the observation noise.

In addition to the covariances \( \mathbf{Q} \) and \( \mathbf{R} \), the system is defined by its matrices \( \mathbf{F}_\theta, \mathbf{G}_\theta \) and \( \mathbf{H}_\theta \). The subscript \( \theta \) indicates that these matrices are functions of a vector of parameters \( \theta \): parameter estimation is the process of assessing \( \theta \) from a set of observations \( \mathbf{y}_{1:N} = \{ \mathbf{y}_t, t \in 1 \ldots N \} \). The process noise \( \{ \mathbf{w}_t \} \) is a way to account for modelling approximations, unrecognized inputs or noise-corrupted input measurements [23]. The main target of this work is to show the importance of this term in the outcome of a parameter estimation problem.

[26] denote stochastic state-space models as grey-box models, as opposed to deterministic white-box models which do not account for process noise. This definition of grey-box versus white-box models is however not unanimous in the literature: in the present paper, both alternatives will be denoted as stochastic or deterministic.

### 2.2 Simplified building modelling

As a discrete-time model, Eq. 1 is not the direct expression of physical conservation equations. The present section describes how a simplified building model, written in continuous time, can be translated to this form in order to perform Kalman filtering, inference and forecasting.

This study uses RC models (or lumped models) for simplified building modelling. In the absence of non-linear phenomena (aeranics, long-wave radiation, moisture transfer...), these models can be expressed as linear state space models in continuous time [23]:

\[
\dot{T}(t) = \mathbf{A}_\theta T(t) + \mathbf{B}_\theta \mathbf{u}(t) + \mathbf{w}(t) \\
y(t) = \mathbf{C}_\theta T(t) + \mathbf{v}(t)
\]

• \( T(t) \) is the \( p \)-dimensional vector of all temperatures calculated by the model;

• \( y(t) \) is the \( q \)-dimensional vector of output temperatures that will be compared to measurements (typically \( q = 1 \) and \( y(t) \) is the indoor temperature);

• \( \mathbf{u}(t) \) is the \( r \)-dimensional vector of boundary conditions: prescribed heat input, solar radiation and outdoor temperature;

• \( \mathbf{w}(t) \sim \mathcal{N}(0, \mathbf{Q}_c) \) is the process noise in continuous time;

• \( \mathbf{v}(t) \sim \mathcal{N}(0, \mathbf{R}_c) \) is the observation noise in continuous time.

The target of a model calibration problem is to fit the model output \( y(t) \) with measurements carried in an experimental setting, in order to estimate parameter values \( \theta \) that constitute the terms of the system matrices \( \mathbf{A}_\theta, \mathbf{B}_\theta \) and \( \mathbf{C}_\theta \) (the latter is often a matrix of zeros and ones indicating which of the temperatures \( T(t) \) are observed). Measurements are classified according to their role with respect to the model: inputs \( \mathbf{u}_{1:N} = \{ \mathbf{u}_t, t \in 1 \ldots N \} \) are outdoor temperature, solar radiation and heating power; the observed output \( y_{1:N} \) is the indoor temperature. The equations for the specific RC models used in this study will be detailed below in Sec. 3.3.

The stochastic model described by Eq. 3 must be discretized in order to specify its evolution between discrete time coordinates, as in Eq. 1. Let us denote the sample interval length \( \Delta t \) and assume that the inputs \( \mathbf{u}(t) \) are constant during this interval. Then the system made of Eq. 3 and 4 can be translated into the discrete system made of Eq. 1 and 2 through:
The typical workflow for calibrating an RC model is to first select a model structure (1R1C, 2R2C, etc.) and write its equations in matrix form 3 and 4. Measurements are then acquired at a sample rate of $\Delta t$ and the model is discretized with Eq. 5 through 9 in order to obtain the system in the form of Eq. 1 and 2. Once the system is expressed as such, one can proceed to the next steps of filtering, parameter estimation and forecasting.

### 2.3 Kalman filter

Let us first suppose that the parameters $\theta$ of the system are known, and a sequence of output observations $y_{1:N}$ and input variables $u_{1:N}$ has been obtained.

Most building model calibration practitioners work with deterministic models, in which modelling errors are not explicitly expressed as it is in the previous section. In these circumstances, all states $x_{1:N}$ of the system are predicted given some parameter values $\theta$, and compared with observations in a single operation. The objective function of the parameter estimation problem is the sum of squared errors $\sum_{t=1}^{N} (y_t - H_\theta x_t)^2$.

In a stochastic setting however, the model is considered potentially wrong and its error covariance $Q$ might also be unknown. If the model is linear, the estimation of the underlying states $x_{1:N}$ given the observations $y_{1:N}$ is accomplished by applying a Kalman filter.

Filtering produces $p(x_t|y_{1:N}, \theta)$, the probability distribution function of each state $x_t$ given measurements and parameter values. In the following, definitions adapted from [20] are used: $x_t|s$ is the expected state at time $t$ given observations up to time $s$, $\mathbb{E}$ is the mean-squared error.

The Kalman filter algorithm is described here:

- Set the initial states $x_{0|0}$ and their covariance $P_{0|0}$
- for $t = 1...N$:

1. **Prediction step**: given the previous state $x_{t-1|t-1}$ and its covariance $P_{t-1|t-1}$, the model estimates the one-step ahead prediction.

   $x_{t|t-1} = F_\theta x_{t-1|t-1} + G_\theta u_t$  

   $P_{t|t-1} = F_\theta P_{t-1|t-1} F^T_\theta + Q$  

2. **Innovations** (prediction error) $\varepsilon_t$ and their covariances $\Sigma_t$ are then calculated, along with the Kalman gain $K_t$:

   $\varepsilon_t = y_t - H_\theta x_{t|t-1}$  

   $\Sigma_t = H_\theta P_{t|t-1} H^T_\theta + R$  

   $K_t = P_{t|t-1} H^T_\theta \Sigma_t^{-1}$
3. **Updating step**: the new states at time $t$ are updated from the prediction $x_{t|t-1}$ and the innovation.

$$x_{t|t} = x_{t|t-1} + K_t \varepsilon_t$$  \hspace{1cm} (17)$$

$$P_{t|t} = (I - K_t H_\theta) P_{t|t-1}$$  \hspace{1cm} (18)$$

- The total (negative) log-likelihood can be calculated up to a normalizing constant:

$$-\ln L_y(\theta) = \frac{1}{2} \sum_{t=1}^{N} \ln |\Sigma_t(\theta)| + \frac{1}{2} \sum_{t=1}^{N} \varepsilon_t(\theta)^T \Sigma_t(\theta)^{-1} \varepsilon_t(\theta)$$  \hspace{1cm} (19)$$

Roughly speaking, the Kalman filter applies Bayes’ rule at each time step: the updated state $p(x_{t|y1:t}) = \mathcal{N}(x_{t|t}, P_{t|t})$ is a posterior distribution, obtained from a compromise between a prior output of the model $p(x_{t|y1:t-1}) = \mathcal{N}(x_{t|t-1}, P_{t|t-1})$ and the evidence brought by measurements $y_t$. Their relative weight is expressed by the Kalman gain $K_t$ that measures the relative confidence we put in both the model and the measurements.

This standard Kalman filter algorithm works for linear systems only. Non-linear systems require either the Extended Kalman Filter (used by [26]) or the Unscented Kalman Filter.

### 2.4 Parameter estimation by MCMC

The prediction of states by filtering supposes that parameter values $\theta$ are known. In many problems however, these values are not known. Parameter estimation, or inference, can be carried in either a deterministic or a stochastic framework. Maximum Likelihood Estimation (MLE) is the typical way to solve parameter estimation problems [26]: starting from initial values $\theta_0$ for the parameters, a Newton-Raphson procedure is run with the negative log-likelihood (Eq. 19) as the objective function. One can also obtain an estimate of the uncertainty of the parameters, as the inverse of the Hessian matrix calculated at the ML estimator $\hat{\theta}_{ML}$ [23].

Instead of MLE, the posterior distribution $p(\theta|y_{1:N})$ is estimated here by Bayesian inference:

$$p(\theta|y_{1:N}) \propto L_y(\theta) p(\theta)$$  \hspace{1cm} (20)$$

where $L_y(\theta)$ is the likelihood function calculated by the Kalman filter algorithm, and $p(\theta)$ is the prior on the parameters. Bayesian inference describes parameters as probability density functions (PDF) and returns not only point and spread estimates of the likely solutions, but also a complete description of their uncertainty, conditioned by potential measurement noise and system noise.

The Metropolis-Hastings (MH) algorithm [29] is one of the Markov Chain Monte Carlo (MCMC) methods and is used here to approximate the posterior PDF. The algorithm is described extensively in the time series analysis literature [30] and in recent papers on building physics parameter identification. [31]. MCMC gives better approximations of the parameter confidence intervals in the case where the Jacobian of the system is not explicitly formulated. Examples of Bayesian inference in the calibration of building energy models [32, 6], and the characterisation of thermal properties of materials and components [33, 34, 31].

### 2.5 Forecasting with uncertain parameters

Forecasting is the estimation of future states $\{x_t, t > N\}$ for time steps outside of the measurement range $y_{1:N}$. The main reference for this section is [30].

Let us first fix the value of the parameter vector $\theta$. Forecasting with a state space model is done by only iterating the prediction step equations 12 and 13, and bypassing the update equations 17 and 18, since no new observations are available. In other words, the distribution of $x_{N+k}$ given the data $y_{1:N}$ is Gaussian, with:
\[
E(x_{N+k}|y_{1:N}, \theta) = F_\theta E(x_{N+k-1}|y_{1:N}, \theta) + G_\theta u_{N+k} \\
\text{Var} \ (x_{N+k}|y_{1:N}, \theta) = F_\theta \text{Var} \ (x_{N+k-1}|y_{1:N}, \theta) F_\theta^T + Q
\] (21)

Let us now suppose that \(\theta\) is described by a probability distribution, such as the outcome of the MCMC algorithm applied in this study. The PDF of \(x_{N+k}\) given \(y_{1:N}\) is calculated by integrating the above PDF (fixed \(\theta\)) over all possible values of \(\theta\), weighted by the posterior PDF:

\[
p(x_{N+k}|y_{1:N}) = \int_\Omega p(x_{N+k}, \theta|y_{1:N}) \, d\theta \\
= \int_\Omega p(x_{N+k}|\theta, y_{1:N}) p(\theta|y_{1:N}) \, d\theta
\] (23)

The first term within the integral of Eq. 23 is the same PDF as described by Eq. 21 and 22, and the second term of the integral is the posterior distribution of \(\theta\) once it has been estimated from the data.

Using MCMC as a parameter estimation technique makes the computation of Eq. 23 particularly convenient, since the posterior distribution \(p(\theta|y_{1:N})\) is directly available after inference. Forecasting uncertain states over this uncertain parameter space can be done by drawing a large enough sample \(\theta_{1:n}\) from the posterior, and averaging the state expectancies and variances calculated by Eq. 21 and 22 over this sample:

\[
E(x_{N+k}|y_{1:N}) \approx \frac{1}{n} \sum_{i=1}^{n} E(x_{N+k}|y_{1:N}, \theta_i) \\
\text{Var} \ (x_{N+k}|y_{1:N}) \approx \frac{1}{n} \sum_{i=1}^{n} \text{Var} \ (x_{N+k}|y_{1:N}, \theta_i)
\] (24)

\[ (25) \]

3 Questioning and case study

3.1 The question

The calibration of building energy models, such as simplified RC structures, can be done either in the aim of physical parameter estimation or the identification of a system for predictive purposes. In both cases, the user starts by formulating the model in continuous time (Eq. 3 if the model is linear), which after discretisation resembles Eq. 1. This formulation can then be used for states estimation, parameter estimation and forecasting.

The process noise \(w_t\) is often not included in the system equation, although RC models are very simplified. This means that a potentially important source of error is neglected in an inverse problem, where each error may have important consequences on results.

The question this paper aims to answer is: what are the effects of accounting for modelling uncertainty on the results of parameter estimation and indoor temperature forecasting? In order to answer it, model calibration was carried with seven separate training datasets from the same building, operating in similar conditions (described below) from May to August 2017. The same RC model structure was thus calibrated seven times, resulting in seven estimates (posterior PDF’s) for each parameter of the model (resistances, capacitances, effective solar aperture). Results will be presented in two parts:

- **Parameter estimation**: estimated parameter values and their uncertainty intervals are compared across all datasets, in order to show whether using a stochastic rather than deterministic model result in more robust (consistent) parameter estimates;
- **Forecasting**: each dataset is used alternatively as a training set or a test set, in a form of 7-fold cross-validation, in order to assess the predictive bias and variance of deterministic and stochastic alternatives.
In the stochastic modelling situation, the procedure for parameter estimation and forecasting follows the steps presented in Sec. 2. In the deterministic case, the system noise \( w_t \) is removed from Eq. 1 and 3: states \( x_{1:N} \) are single point values and no Kalman filtering is applied. The objective function of the parameter estimation problem is simply the sum of squared errors, as described above.

### 3.2 Case study

The experimental test cell used in this study is called the Armadillo Box. It is a demonstration building of 42 m\(^2\) floor area, designed for the 2010 European Solar Decathlon by the ENSAG-GAIA-INES team. The envelope is a light wood framed construction with integrated insulation. Heating and cooling is performed by a “3 in 1” heat pump, and photovoltaic solar panels provide recharge for electric vehicles. A large glazing area on the southern facade ensures solar heat gain in winter, while shadings have been sized to reduce summer overheating. The building considered in this study, shown on Fig. 1, is a copy of the original Armadillo Box, built on the INES test facilities to investigate its performance on the long term. A technical room on the northern side hosts monitoring equipment.

![Figure 1: View of the southern facade and floor plan of the Armadillo Box](image)

The building is monitored by a variety of sensors, but the present study only uses records of indoor temperature and prescribed heating power, in addition to weather data. The indoor temperature profiles used here have been averaged over several sensors distributed in the living space. Seven separate experimental sequences of four days each were used in this study. One of these test sequences is shown on Fig. 2: Fig. 2(a) shows indoor temperature \( T_{in} \), adjacent room and outdoor temperature \( T_{out} \); Fig. 2(b) shows the indoor heat input \( P_h \) and global solar irradiance on a southern surface \( I_{sol} \).

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Duration (h)</th>
<th>Heating (2 kW)</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Start (h)</td>
<td>Duration (h)</td>
<td>( T_{ext} ) (C)</td>
</tr>
<tr>
<td>D4</td>
<td>0</td>
<td>24</td>
<td>23.5</td>
</tr>
<tr>
<td>D5</td>
<td>18</td>
<td>24</td>
<td>21.5</td>
</tr>
<tr>
<td>D6</td>
<td>18</td>
<td>24</td>
<td>20.0</td>
</tr>
<tr>
<td>H1</td>
<td>3</td>
<td>48</td>
<td>16.3</td>
</tr>
<tr>
<td>H2</td>
<td>20</td>
<td>48</td>
<td>18.6</td>
</tr>
<tr>
<td>K1</td>
<td>18</td>
<td>24</td>
<td>17.4</td>
</tr>
<tr>
<td>K2</td>
<td>18</td>
<td>24</td>
<td>21.1</td>
</tr>
</tbody>
</table>

Table 1: Description of the test sequences
Figure 2: One measurement sequence in the Armadillo box

The test sequences resemble solicitations imposed in similar studies [35]. Each sequence has a duration of 3 to 5 days, and includes a period of imposed indoor heating of 2 kW, for either 24 or 48 hours. Heating may start right after the beginning of the test, or after a period of free-floating temperature. Tab. 1 shows the conditions of each sequence, as well as its average outdoor temperature and solar irradiance. It is important to notice that all sequences are very similar: a single model, if calibrated correctly, should be able to reproduce all of them accurately. The point of the paper is to check if deterministic and/or stochastic models indeed show such a robustness.

3.3 Modelling

The questioning stated above supposes that a given RC model structure is trained twice from each data set: once in a deterministic formulation, once in a stochastic formulation. The robustness of each formulation is assessed by comparing parameter estimates arising from all datasets. An additional dimension is however added to the problem by applying the methodology to three types of RC models.

It seems reasonable to think that the lack of system uncertainty would be more problematic for simple models than for complex models: in an overly simplified model, such as one with a single thermal resistance $R$ and capacitance $C$, modelling errors should be larger than in a model with close to no bias. As a result, we expect that if the system error $w_t$ is neglected (deterministic setting), parameter estimates should be highly inconsistent across different training datasets. We expect this effect to be reduced with models of higher complexity and lower bias.

An additional dimension is added to the problem by investigating the above questioning with several levels of model complexity: $1R1C$, $2R2C$, $3R3C$. The procedure begins by writing Eq. 3 and 4 for a given model structure ($1R1C$, $2R2C$ or $3R3C$) and modelling type (deterministic or stochastic). Some variables of Eq. 3 and 4 are common to all situations:

$$u(t) = \begin{bmatrix} T_{\text{out}} & I_{\text{sol}} & P_h \end{bmatrix}^T$$

$$y(t) = \begin{bmatrix} T_{\text{in}} \end{bmatrix}$$

$$v(t) \sim \mathcal{N}(0, r^2)$$

Other variables depend on the model structure and are listed on Tab. 2.

- Each model has a number of temperature nodes; the $C_\theta$ matrix indicates the position of the observed (indoor) temperature. In each model, the temperature $T_1$ is observed.
- The $2R2C$ and $3R3C$ models respectively have one and two unobserved temperature states. Their initial states $\{T_{2,0}, T_{3,0}\}$ are unknown parameters of the problem.
Table 2: Matrices of the RC state-space models in continuous form

- $C_i$ is the heat capacitance (J.K$^{-1}$) of state $T_i$, $k_i$ is its equivalent solar aperture (m$^2$) and $q_i$ is the standard deviation of the system error associated to it.

- The models are written with the assumption that the system error covariance matrix $Q_e$ is diagonal. The standard deviations of system errors $q_i$ and measurement error $r$ are considered unknown, and will be inferred along with the other parameters of the models.

As an example, the lists of all unknown parameters of the 2R2C model structure, in the deterministic and stochastic cases respectively, are:

$$\theta^{det}_{2R2C} = [R_1 \quad R_2 \quad C_1 \quad C_2 \quad k_1 \quad k_2 \quad T_{2,0} \quad r]$$

$$\theta^{sto}_{2R2C} = [R_1 \quad R_2 \quad C_1 \quad C_2 \quad k_1 \quad k_2 \quad T_{2,0} \quad r \quad q_1 \quad q_2]$$

Once written in continuous form, each system undergoes discretisation by Eq. 5 through 8. Each resulting discrete system is trained in a combination of the following settings:

- Deterministic or stochastic modelling;
- 1R1C, 2R2C or 3R3C model structure;
- One of 7 training data sets.

This results in 42 sets of posterior PDFs $p(\theta|y_{1:N})$ that were calculated by the MCMC algorithm. The questioning of the paper is answered in two sections: Sec. 4.2 compares these PDFs to show the ability of stochastic and deterministic models for robust parameter estimation; Sec. 4.3 uses these estimated parameters to assess each model’s ability to predict the indoor temperature in test datasets that are different from their training datasets.
4 Results and discussion

4.1 Model fit

Before showing the results of the robustness tests, let us first ensure that the selected model structures may capture the dynamics of the variable they aims at predicting (indoor air temperature).

As an example, Fig. 3(a) displays the indoor temperature measurements of a dataset, and prediction by the three model structures, calibrated using this dataset for training, in a deterministic setting (the system uncertainty is neglected). It is clear that the 1R1C model is unable to reproduce the dynamics of the indoor air temperature, while the other two models have a sufficient number of degrees of freedom. The 3R3C is especially indistinguishable from measurements.

Showing the fit of stochastic models is less informative since the Kalman updating step always ensures that model predictions will fit measurements. Assessing whether a model may describe the dynamics of a system is done by examining prediction residuals or their auto-correlation function (ACF). Fig. 3(b) shows the ACF of residuals between observations and each of the predictions from the 3 models structures, in a stochastic setting. A low ACF is a necessary condition for parameter estimates to be reliable [27]: the 2R2C model has very few occurrences of an ACF value above the 0.1 threshold, while the 3R3C model has none.

This analysis is not a careful model selection procedure: it merely shows that there is no need to add degrees of freedom to the models under investigation in this study. Examples of RC model selection procedures include for instance [27].

4.2 Parameter estimation

4.2.1 Heat loss coefficient

The first relevant indicator, that can be compared across all model structures, is the global heat loss coefficient (HLC) of the building. In each model structure, its PDF is obtained by reciprocating the sum of the PDFs of all resistances. The HLC is therefore comparable across all model structures: its estimate is expected to be consistent.

Fig. 4(a) compares the HLC estimated using deterministic models. Each box is the posterior PDF of the HLC from one model structure, trained with one data set. The left part shows the PDFs obtained using a 1R1C model, trained by each of the 7 training data sets. The last box of this series shows the HLC estimated by using all data sets altogether: this value is supposedly the most realistic of the series, since it uses seven times more information than each of the other estimates. The center of Fig. 4(a) compares HLC estimates from the deterministic 2R2C model, and the right part compares estimates from the 3R3C model.
Several observations can be drawn from Fig. 4(a) only, before comparing these results to the stochastic alternative. The first observation is a high inconsistency of the HLC parameter estimated with the same model but from different data. This is especially true in the case of the 1R1C structure: this model is overly simplified, and its inadequacy is not included in its formulation. The median value of posterior PDFs may span from 57 to 92 W/K. This means that using a single data set of a few days of observation offers no guarantee of accurate results for parameter estimation. This problem is mitigated, although still observable, in the case of the 2R2C and 3R3C models, which are able to mimic the behaviour of the building more appropriately. There is still a dispersion in the HLC estimation results.

The second observation is the narrowness of confidence intervals. By using a supposedly unbiased model for inference, the only admitted discrepancy between model output and observations is measurement noise. This leads to an overconfident parameter estimation, especially with a higher model complexity. More importantly, the confidence intervals of HLC do not overlap from one training data set to another. This means that these confidence intervals cannot be trusted, since the point of confidence intervals is to include all likely solutions. The issue is that they have been calculated by neglecting part of the uncertainty of the
problem.

Fig. 4(b) shows the same display of results, if the model used for inference is stochastic and employs a Kalman filter for the estimation of states. Each box is the posterior PDF of the HLC from one model structure, trained with one data set. The main difference with the deterministic setting is that confidence intervals are considerably larger. A likely explanation for this phenomenon lies in the principle of Bayesian filtering: at each time step, states are updated as a compromise between predictions and observations. The profile of one-step ahead predictions is more likely to match observations, resulting in a high likelihood for a larger range of parameter values. *Since the model is known to be wrong, the inference algorithm admits more parameter values as likely to be true.* As a result, confidence intervals are very conservative, especially for such simplified models (it should be noted that Fig. 4(b) shows no clear influence of the model complexity).

This should not be seen as an unsatisfactory result. The estimated HLC is now more reliable, and more importantly, its estimation is robust: indeed, there is an overlap between PDFs obtained from separate datasets. This means that the “true” value of the HLC may be included in the results of all trainings. Additionally, in each model structure, the PDF of the HLC estimated using all datasets overlaps each PDF from individual datasets. This is not the case when a deterministic model is used.

### 4.2.2 Heat capacitance

The global heat capacitance of the building is now investigated. It is the sum of the estimated values for all capacities of each model (they respectively have one, two or three). This variable is known to be model-dependent: we should not expect it to hold the same value across different model structures.

Fig. 5(a) and 5(b) show all PDFs of the global capacitance, estimated by using deterministic or stochastic models, respectively. The comparison allows the same discussion as the above investigation on the HLC:

- When neglecting system error in the model formulation (Fig. 5(a)), parameter estimation results are not consistent across training datasets. Important uncertainties are overlooked, preventing a robust model calibration. With a given model structure, the confidence intervals from separate trainings do not overlap: a single training offers no guarantee of proposing the correct value of the thermal capacity.

- When accounting for system error (Fig. 5(b)), the estimation of the thermal capacity by each model structure is more reproducible and reliable.

The latter observation is contradicted by two trainings of the stochastic 3R3C model, which resulted in capacity PDFs that hardly overlap other trainings. A possible explanation is a low identifiability of series of thermal capacities in RC models.

### 4.2.3 Measurement noise

The third indicator, used here to observe the relative robustess of deterministic and stochastic modelling in parameter estimation problems, is the standard deviation of observation noise $r$. Recall that observation noise appears in the measurement equation (Eq. 2), regardless of whether system noise is considered or not. Its standard deviation $r$ is an unknown parameter of our models.

The advertised inaccuracy of temperature sensors used in the experimental study is 0.15°C: the estimates of $r$ should be lower than this value.

Fig. 6(a) shows the estimation of $r$ by deterministic models. The deterministic 1R1C model estimates its value between 1 K and 2 K, which is much higher than expected. This observation may be given the following explanation: when system error is neglected, the only possible deviation between observations and model predictions is the measurement noise. In reality, this deviation is caused by modelling errors, ignored by our model: the inference algorithm attributes the entirety of the deviation to measurement errors and increases the estimated value of $r$. Deterministic 2R2C and 3R3C models overestimate $r$ as well, although by a lower amount. Again, confidence intervals of this parameter do not overlap across separate trainings.

Fig. 6(b) shows the estimation of $r$ by stochastic models. This estimation is more satisfactory in terms of the absolute value of $r$, and in terms of robustness: all trainings overlap within a realistic range.
4.3 Forecasting

The decision of including system error in the formulation of a model considerably increases the confidence intervals of parameters estimated by inverse methods. The precision of parameter estimation is not increased, but its robustness is much higher. We now wish to observe if this decision has a similar impact on the forecasting capability of models.

Once a model has been calibrated with a training dataset, its forecasting accuracy and robustness may be assessed using another observation period as test set. Fig. 7 shows this test on two examples of training-test combinations: a successful prediction (Fig. 7(a)) and a less successful one (Fig. 7(b)). The predictions of indoor temperature by stochastic and deterministic 3R3C models, trained with a dataset, are compared to measurements of another set. Since parameter estimates are posterior PDFs, each prediction simulation is run \( n = 100 \) times by sampling the posterior: this results in confidence intervals on forecast profiles. Predictions by the stochastic model include the additional uncertainty on the states: Eq. 24 and 25 are used.
Fig. 7 shows that the stochastic model, where states are uncertain, predicts the indoor temperature with a much higher uncertainty than the deterministic model. In the latter, the only source of uncertainty is the variability of the parameter posterior. The former accounts for model inaccuracy in the forecast.

Next, a quantitative assessment of prediction accuracy and robustness is proposed, with a method inspired from $k$-fold cross validation.

- **Prediction accuracy** is measured by the cross-validation (CV) index, which is computed by averaging test errors [36]. Using a model trained with the learning dataset $i$, we denote $\text{MSE}_i$ the averaged test error of this model over all test sets. The CV index is then the average of all $\text{MSE}_i$ values over all
Figure 7: Examples of forecast by the 3R3C model, either deterministic or stochastic

\[ D = 7 \text{ datasets.} \]

\[
MSE_i = \frac{1}{D-1} \sum_{j \neq i} \left[ \frac{1}{N} \sum_{t=1}^{N} (y_t - C x_t) \right]_{(\text{train}=i; \text{test}=j)}
\]  \hspace{1cm} (31)

\[
CV = \frac{1}{D} \sum_{i=1}^{D} MSE_i
\]  \hspace{1cm} (32)

- **Prediction robustness** is measured by an index denoted PR. Let us denote \( PR_{i,j} \) the percentage of measurement points in the test dataset \( j \), that fall inside the 95% confidence intervals of the predictions calculated by a model trained with dataset \( i \). The global prediction robustness of one model is the averaged value of this indicator over all possible dataset combinations:

\[
PR = \frac{1}{D} \sum_{i=1}^{D} \left( \frac{1}{D-1} \sum_{j \neq i} PR_{i,j} \right)
\]  \hspace{1cm} (33)

<table>
<thead>
<tr>
<th>Prediction accuracy: CV index ((K^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>1R1C</td>
</tr>
<tr>
<td>2R2C</td>
</tr>
<tr>
<td>3R3C</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prediction robustness: PR index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>1R1C</td>
</tr>
<tr>
<td>2R2C</td>
</tr>
<tr>
<td>3R3C</td>
</tr>
</tbody>
</table>

Table 3: Assessment of prediction accuracy and robustness by each model structure; a lower CV score is better, a higher PR score is better

Results show that including the system error in the model formulation does not increase the prediction accuracy, but considerably increases its robustness: when forecasting with a stochastic model, the confidence that the real process is within confidence bounds of the prediction can be higher.

There is no apparent incidence of the test conditions on the accuracy of predictions. The duration of the training sets, duration of heating input, and weather conditions, do not seem to predetermine which
training sequence will yield the most robust model. These sequences are indeed very similar: the causes for prediction inaccuracy should be sought among phenomena that have not been observed, and not been considered by the simplified models.

4.4 Summary

Here is a summary of the results of both the parameter estimation and the forecasting investigations:

- Using a stochastic model in an inverse problem significantly increases the uncertainty of estimated parameters. The estimates are less confident, but more reliable as a consequence, since their confidence intervals overlap when using several training datasets separately.

- The uncertainty bounds of a parameter identified through a stochastic model give an insight of its identifiability. This allows pointing out which experimental training datasets are most informative, i.e. bring the most information into the parameter estimates.

- Using a deterministic model supposes that the model is unbiased. This hypothesis is especially inappropriate in the case of simpler models such as 1R1C. As a consequence, there is a larger variability of parameter estimates from separate training datasets. This problem is attenuated when the model complexity is increased.

- Predictions by stochastic models are not more precise, but more cautious: their confidence bounds are larger than from deterministic models. As a result, they are coherent with most of the validation data, whereas deterministic models are not.

5 Conclusion

This paper investigates the effects of system error in the calibration of building thermal models. State-space models are used to describe the behaviour of a test building. The process noise is included in the formulation of some of these models (denoted stochastic models), and excluded in others (deterministic models). The parameters of each model are then learned repeatedly by using several training datasets. The robustness of parameter estimates between independent trainings is evaluated. Then, the forecasting ability of the deterministic and stochastic options are compared, in terms of accuracy and robustness.

When neglecting system error, i.e. supposing that a building model is unbiased, the variability of parameter estimates between separate trainings is high. Their confidence intervals do not overlap, which means that they are not reliable. Accounting for system error considerably widens these confidence intervals: a stochastic model used in an inverse problem produces more robust parameter estimates. A similar observation can be done when comparing the forecasting capabilities of the deterministic and stochastic options: although using a stochastic setting does not increase the accuracy of predictions, it considerably improves their robustness.

The impact of different weather conditions on the variability of parameter estimates was not studied in this paper: all tests were carried in similar weather conditions. Introducing more weather variability would likely decrease the robustness of both deterministic and stochastic model calibrations. There are reasons to believe that stochastic models would keep an advantage over deterministic ones in such a case, although this point is worth investigating.
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