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Summary. We study conditions for the existence of a Maassen kernel representa-
tion for operators on infinite dimensional toy Fock spaces. When applied to the toy
Fock space of discrete quantum stochastic calculus, this condition gives a criterion
for the existence of a representation as a quantum stochastic integral, as well as
explicit formulas for deriving the coefficients of this representation.
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Introduction

The representation of operators on Fock space over L?(R.) or LZ(Ri) as
Maassen—Meyer kernel operators—that is, as series of iterated integrals of
scalars with respect to quantum noises—is of particular interest. Indeed, this
type of representation has been heavily studied because kernel operators natu-
rally arise as solutions of quantum stochastic differential equations (see [Maa],
[Mey]); what is more, composing kernel operators gives a kernel operator which
can be explicitly computed. Nevertheless, there is no satisfactory criterion for
representability of an operator, as existing results are scarce (see [Atl], [B-L]).

The purpose of this article is to give very general representability criteria in
the simpler case of infinite dimensional toy Fock space, that is, antisymmetric
Fock space over £2(N) or £2(N?). The search for such results was motivated by
Attal’s rigorous method to approximate boson Fock space over L?(R ) (which
we denote by @) by its “discrete-time” counterpart: infinite dimensional toy
Fock space T® (see [At2]). Since the approximation method is explicit, finding
criteria for the representability of operators on T® could lead to representa-
tions as kernel operators (and, as we shall see later, as quantum stochastic
integrals) of approximations of operators on ®.
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Furthermore, the toy Fock space T® conspicuously has interesting features
regarding representability as kernel operators: indeed it is straightforward to
see that the von Neumann subalgebra of B(T®) (the set of bounded operators
on T®) generated by all fundamental operators a;", a; af, i > 0, is B(T®)
itself. This leads to some kind of kernel representability result for bounded op-
erators of T®. Another simple approach, presented in section 2, gives a more
precise result on the representation of a bounded operator; yet this result is
still unsatisfactory both in its range of application (the operators considered in
physical practice are rarely bounded) and in the underlying meaning given to
a kernel representation. In this paper we discuss a more satisfactory definition
of such a representation. We then search equivalent formulations of that def-
inition; we will see that, with minor domain assumptions, these formulations
lead to explicit formulas for the coefficients involved in the kernel and yield a
very general sufficient condition for the existence of a kernel representation.
The proofs use discrete-time analogues of continuous-time methods developed
by Lindsay in [Lin]; we point out along the way a mistake contained in one of
the propositions of that paper, give a counterexample and make a tentative
correction. Later on we apply our results on kernel representations to obtain
criteria and formulas for representations of operators as quantum stochastic
integrals.

This paper is organized as follows: in section 1 we give all the needed
notations. In section 2 we fulfill the above program on kernel representations.
In section 3 we apply our kernel representation theorems to the study of
quantum stochastic integral representations.

1 Notations

In the purpose of generalizing our representability theorems to criteria that
apply in any antisymmetric Fock space over an infinite-dimensional, separable
Hilbert space, we introduce all notations in a general framework. Denote by A
an arbitrary infinite countable set, and by P the set of all finite subsets of .A.
The space we will work on, throughout this paper, is the antisymmetric Fock
space over £2(A), which, by Guichardet’s interpretation, can be seen as £2(P),
that is, the space of all maps f : P — C, such that

S A < 4oc.

MeP

The most familiar case is A = N, where ¢?(P) is the infinite dimensional toy
Fock space.

Let us denote by X 4 the indicator function of A € P; the set of all X4’s
constitutes a (Hilbertian) basis of £2(P). This particular basis being fixed, one
defines for all B € P three operators by
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X ifBNA=9o
tyv AUB
apXa = { 0  otherwise,

. [Xamp ifBcCA
apXa = { 0  otherwise,

.. [Xa iBcCA
apXa = { 0 otherwise.

Those operators are called respectively the creation, annihilation and con-
servation operators. From now on, for two subsets A, B of A, we write

e A+ Bfor AUBiIfANB=g,
e A—Bfor A\Bif BCA,

using the convention that any quantity in which A 4+ B (respectively A — B)
appears as a variable or as an index is null if ANB # & (respectively B ¢ A).
We will write for example

+
aBXA = XA+B,
aEXA = XA—B-

Practically this will turn out to be a short notation to restrict the range of
summation of sums in which the variables are elements of P.

Let us write the general expression of the action of an operator ajaoBaE on
a vector f of £2(A). First, if A, B, C are not mutually disjoint then a’{a%ag
is null; otherwise for all M in P,

ajapac f(M) = f(M+C - A) (1)

if B C M, and zero otherwise.

Remark that we have not included here a precise definition of what we will
call a kernel representation. We postpone this and the preparative discussion
to the next section.

2 Kernel representation theorems on £2(P)

Let us describe a tentative approach to representations of bounded operators;
to that end let us restrict our framework to the (ordered) case where A = N,
and denote by p; the orthogonal projection on the subset ¢?(P;), where P;
is the set of subsets of {0,...,7 — 1}. In that case, for any bounded operator
K on (*(P), p;Kp; is an operator on ¢*(P;), and the sequence (p;Kp;)i>o
converges strongly to K. It is known from the case of finite dimensional toy
Fock spaces that every one of these p; Kp; coincides with a kernel operator
i ZA,B,C<¢ ki(A, B,C)a}a%ag p;. 1t is easy to see that the k;’s are com-
patible in the sense that there exists a kernel k : P3 — C which extends all
kernels k;.
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This k is such that for any vector f € ¢2(P), any M € P,

(Kf)(M)=lim > > k(UV,N)F(V+W+N), (2)

T Utviw=M Nep;

so that, in some sense, the function k satisfies an analogue of the formula which
defines kernel operators in continuous time (see [Mey], [Maa]). Nevertheless,
let us discuss what we want a kernel representation to be. Heuristically, such a
representation should be a series E(A,B,C)GPS k(A, B, C)aja%aa, the mean-
ing of the sum being taken in a weak sense: we expect that, for every f in some
domain, the formal computation }_, p ~ k(A, B,C)akasas SN F(N)Xn,
gives the right result at every M in P, that is, that the equality

(KHM)= > > kUV,N)F(V+W+N), (3)

U+V+W=M NeP

holds for every N in P. It is a sensible demand, both from a pragmatic point
of view and from an intuitive one (the sums »_, 5 » and 3, above should
be independent of the order of summation, so the final one also should) that
this series be absolutely convergent. In equation (2) the series a priori lacks
that property. It is therefore natural to look for conditions upon which that
property holds.

Returning to the general case (where A is any infinite countable set),
we will solve this problem and obtain further representation theorems. The
strategy of our proof will be completely different from the above; our basic
tools will be the following:

e the transform k — &’ similar to the one defined by Lindsay (see [Lin]) in
the regular Fock space; we give its definition below.

e The additional feature, specific to the case of discrete-time, of equiva-
lence of two variables and three variables representation. This feature is
the simple fact that, since any a% is agag, one should (and does, as
Proposition 1 will prove) obtain equivalent actions for the formal series
>oa,,0)ept k(A, B, C)atagag and 2o a,p)yep? k(4 B)a’ap if we use the
correspondence

k(A,B) = k(A\B,ANB,B\A) and k(A,B,C)=k(AUB,BUC). (4)
Definition 1. For a function k : P — C, let us define k' : P3 + C as

K(A,B,C) =Y k(A,V,C),

VCB

and for a function k : P? +— C, let us define k' : P? — C as

K(A,B)= Y k((A\B)UV,(B\A)UV).
VCANB
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Remark. For subsets A, B, C' which are not mutually disjoint, the operator
aja%aa is null; therefore, when considering kernels with three arguments,
the function k needs only to be defined on mutually disjoint triples for our
purpose, and similarly for &'.

Properties of the transform

The correspondence k — k' is bijective for both three-arguments and two-
arguments kernels thanks to the Moebius inversion formula which yields

K(A,B,C) = > (-1)PVIK(4,V,0) (5)
VCB
and

RAB) = Y (DU VIR((A\B)UV,(B\ AUV).  (6)

VCANB

The correspondence defined by (4) is bijective between the set of functions
defined on the subset of P3 of mutually disjoint triples of P and the set
of functions on P2.

If, in the next few lines, we add indices and denote kernels by ko, kb,
ks, k%, depending on the number of variables, the following diagram is

commutative:
kg — k 3

! !

Ky s K

where arrows are either the correspondence in (4) or the transformation
in Definition 1. That means in particular that notations like k%, k% would
be unambiguous.

Our choice for the transform k — k' extends the equalities in (4) to the
functions k':

for mutually disjoint (A, B,C) € P3, K'(A, B,C)=kK(AUB,BUC).

Because of these properties we will not distinguish anymore notations be-

tween kg and kg, nor between kj and kj.

The following proposition contains the first properties that link the four

different forms of a kernel.

Proposition 1. Let f be a fized vector in £?(A). Define the four assumptions:

for all mutually disjoint U, V., W in P

S IRU VN F(V + W + N)| < 400 (7)
NeP
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for all disjoint U,V in P

> RU NV + N)| < 400 (8)
NeP

for all disjoint U, V in P

ST IF(UV,N)F(V + N)| < 400 (9)
NeP
o forallU in P
> K (UN)F(N)| < +oc. (10)
NeP

Then the conditions on two-arguments kernels are equivalent to their three-
arquments counterparts, that is, (7) and (8) are equivalent, (9) and (10) are
equivalent. What is more, the conditions on the kernels imply the conditions
on their transforms, that is, (7), (8) imply (9), (10).

Besides, if all conditions are satisfied, then the following are defined and
equal for all M € P:

Y D kUV,N)F(V+W+N) (11)
U+V+W=M N
> S KW V.N)FV+N) (12)
U+V=M N
> D KUN)F(V+N) (13)
U+V=M N
D K(M,N)f(N) (14)
N

Proof. Let us start with the proof that (7) implies (8): first fix Uy, Vp;
> |k(Uo, N) f(Vo + N))
N
= > k(U \ N,Ug N N, N\ Up) f (Vo +Uo N N + N\ Up)|

N
< DL D IKUVIN\U)f(V + Vo + N\ Up)
U+V=Uyg N

<2l 3" > k(U V,N)f(V + Vo + N)|
U+V=Upy N disjoint from U,V

<20 N N KUV, N) (V4 Vo + N)|
U+V=Uyg N

< 400
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where the 2!Vl arises because any N can be written as at most 2!Vl different
“N \ U077 .
Now prove that (8) implies (7):

STIRU VN FV A+ W+ N)| =D kU +V,N+ V) (W + (N +V))|

> KU+ V,N)f(W + N)|

NDV

< +o0.

The equivalence of (9) and (10) is shown exactly in the same way.

To show that the above conditions on k imply those on the transform &',
we prove that (7) implies (9):

SHU VNV AN D k(U a, N)fla+ (V\a)+ N

N N aCV

and the right-hand side is just a finite sum of series of the type (7) with
U, V,W)=(U,a,V\ ).

The equalities are obvious once the summability assumptions allow all
manipulations on the sums. a

Remark. It is not true in general that the conditions on &’ imply their coun-
terpart on k. Here is a counterexample: let k£ be of the form

kU, V,W) = (-)IVIi(u,w)

for some function j of two disjoint finite subsets of N, which is not to be
confused with the kernel k expressed as function of two variables.
Then k' (U, V,W) = ly—_g j(U, W) and (9) simply becomes

forall U € P, > |j(U,N)f(N)| < 400, (15)
N

whereas (7) is

for all (U, V) € P2, Y |j(U,N)f(V + N)| < +oc. (16)
N

Now if one considers

e a function j such that j(U,W) = 0 if the cardinality of W is different
from 1,
e a vector f null on sets of cardinality one,

then (15) is trivial while (16) becomes
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for all (U, V) € P2, > (U An})f(V + {n})] < +oc. (17)

n>0

and still implies a condition on the values of j and f, so that many counterex-
amples exist.

The same type of counterexamples holds in continuous time for the equiv-
alence described by Lindsay ([Lin]). The next theorem describes a class of
vectors for which the equivalence of (7), (8), (9), (10) holds; once again this
class translates in continuous time to a class of vectors for which the equiva-
lence described by Lindsay holds.

Theorem 1. Let f be a vector in €2(P) for which there exists a function
¢ A— Ry such that

for all (A,B) € P, |f(A+B) < |f(A)] [] ¢(0).
i€B
Then assumptions (7), (8), (9), (10) are equivalent for that f.

Proof. What is left to prove is that (9) implies (7). Using the particular hy-
pothesis on f, one has for all U, V', W,

SN KUV.NFV+WHN)< [[e@) D kU V.N)FV+N)|
N

ieW N disjoint from V,W

< [T 6@ D IKUV.N)F(V +N)
N

ieW

so we can reduce the proof to the case where W = @. But in that case, using
the inverse Moebius transform,

SRV NFV 4 N < S0 ST U0y N F(V + )|
N

aCV N

<Y D W U.aN)fla+N)| T @)
aCV N 1€EV\a

< +o0. O

Definition 2. The vectors which satisfy the property mentioned in the previ-
ous theorem are called subexponential. The set of all subexponential vectors,
which we denote by s&, contains all linear combinations of exponential vectors
or vectors Xa, A € P.

The set s€ is not a vector space; nevertheless, it has the properties that,
if f, g are in s&€ and A, p are in C, then |A| |f| 4 |u| |g| is in s€.

Here is a precise definition, following our earlier discussion, of what we call
a kernel operator:
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Definition 3. A (possibly unbounded) operator K on ¢*(P) is said to have a
kernel representation if there exists a function k such that:

e Dom K is exactly the set of f € {>(P) that satisfy one of the conditions (7)
or (8),

o the equalities in (11), (12), (13) or (14) define a square integrable function
of M,

o K f(M) is equal to the corresponding expression for all M € P.

Now, up to an additional simple assumption, the kernel decomposition
takes a clear meaning: suppose that an operator K has such a representation
and that the basis {X4} is in Dom K, then writing Y\ &'(M, N)14(N) =
(KX 4)(M) yields the fundamental formula

(X, KX a) =K'(M,A). (18)
Thanks to this formula, (10) becomes

VM, Y [(Xa, KXN) f(N)] < oo,
N

and the other two assumptions (square-integrability and equality of expres-
sions) simply mean that one can write rigourously

VM, <XM7 Kzf<N>XN> = 3 (X, KX F(N).
N N

What this means indeed is that kernel representations are just another
way to write the above expansion. Of course there are conditions for this
expansion to be meaningful and conditions for the obtained representation to
actually represent the original operator. We discuss these conditions after the
following proposition:

Proposition 2. Let K be an operator with domain such that
{X4, AcP} C DomK C s€.

Then K can be extended to a kernel operator if and only if for every f €
Dom K and every M in P,

Yo (X, KXN) f(N)] < +o0 and
{ Yon (X, KXN) f(N) = K f(M).
In that case, the associated kernel is given by
K'(A,B) = (X, KXg).

Proof. Thanks to Proposition 1, Theorem 1 and formula (18), this is a simple
rephrasing of our definition. a
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It is clear that, if the domain of the operator K is not contained in the
subexponential subset, then the obtained kernel operator can be such that
{X4} € Dom K and {X4} = Dom K N Dom Kj,.

It is also clear that, even if the conditions

Z‘<XMaKXN>f(N)| < 400
N

2

Z‘Z (Xa, KXN) f(N)| < 400
M ' N

hold for any f in Dom K, so that the associated kernel operator K} is well
defined on Dom K and coincides with K on {X 4, A € P}, one needs a kind
of closability assumption to make sure that the kernel operator is indeed an
extension of K: this assumption is exactly the condition

> (X, KXn) f(N) = K f(M), (19)

N

It does not seem that a more concise formulation can be found: the usual
closability property would be that if a sequence (un)n>0 converges to zero
and is such that the sequence of images (Kuy)n>0 is convergent, then its
limit is zero.

Assumption (19) is weaker than closability in the sense that it only consid-
ers approximating sequences (un)n>0 made of partial sums of ) f(N) Xy,
but also stronger than closability in the sense that convergence to zero of
(Un)n>0 with the weak convergence assumption on the images that (X, Ku,,)
converges for all M and defines a square-integrable function of M must imply
that that limit is zero.

On the other hand, it is clear that these properties are satisfied if one
assumes that K has an adjoint defined on all vectors Xj»;, M in P. Indeed
in that case, we have the following result. Note that no assumption of the
type Dom K C s& is needed; actually the proof of this theorem proves the
stronger summability assumptions on the kernels k themselves and not on the
transforms &’.

Theorem 2. Let K be an operator on (*(P) such that the set of all X is
in Dom K N Dom K*. Then the kernel operator defined by (18) is a closed
extension of K.

Proof. Let us define the kernel k& by (18). We will show that assumption (7)
holds for any vector f of £2(P). Indeed, let us fix U, V, W; then from the
Moebius inversion formula, one has for all N disjoint from U, V', W:
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(U, V,N)| < > |K(U+a,N +a)
aCV

< Z |<XU+047KXN+0¢>|
aCV

< Z (K" Xt ta, XNta)ls
aCV

which is a finite sum of square-summable terms. Besides, N — f(V+W+N) is
also square-summable, and therefore Y 5 |k(U,V,N)f(V + W + N)]| is finite.

The condition on f appears in the sequel: the domain of the kernel operator
K. f is the set of vectors f in T® such that

Kpf(M) = (Xar, KXy) f(N)
N
defines a function belonging to ¢2(P). That quantity is equal to

> (KX, Xn) f(N) = (K* X, f)
N

so that the domain of K, is the set of vectors f such that M — (K*Xyy, f) is
square-integrable. For all f in Dom K, (K* Xy, f) = (Xa, K f), so Dom K C
Dom K and K, f = K f.

We now prove that Ky is closed: let (f,)n>0 be a sequence in Dom K},
that converges to some f in T® and such that (Kjf,)n>0 converges to some
¢ in T®. Then

SO X, £ =3 hm (K X, fu)?
M M
Sl [(K* Xar, fo) P < liminf S [(K* X, fa)]”
M M
liminf Y (K" Xar, fo)|* = liminf | Ky fol|”
M

lim inf [| K, £ * = ||
I8]1* < +o0,
so that f lies in Dom Kj; besides
Ko f (M) = (K* X, f)
(K" X, f) = lm (K" X, fn)

lim (K" Xz, fr) = Um (X ar, K fr)

im (Xar, Ki fn) = ¢(M)
holds for every M in P so that ¢ = K f and the proof is complete. O
Remark. The inclusion K C K} is a priori not an equality.

This theorem gives numerous examples of operators that admit a kernel
representation.
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3 Integral representation of operators on toy Fock space

In this section we restrict ourselves to operators on the toy Fock space T®
of quantum stochastic calculus, for which A = N; indeed we wish to consider
integrals of operators, and this demands a natural ordering on our set A. Let
us suppose that an operator K on T® has a kernel representation in the sense
of Definition 3. This kernel representation is formally an expression of K as
ZA,B,C k(A, B, C)aga%aa. Let us go on with formal expressions and apply
careless manipulations to this sum: we write for all (A4, B,C) # (9,9, 9)
alayas = aj;\iaoBaaaj when e.g. the largest element ¢ in AUB UC is in A,
and regroup terms. We obtain

k(o,9,9)+ Z Z k(A+i,B,C)a}aBaga;
i A,B,C<i
+ Z Z k(A,B+1i,C)alagaca; + Z Z k(A,B,C +1i)a}agaga;

i A,B,C<i i A,B,C<i

that is, we obtain an integral representation of K with the following inte-

grands:
ki =34 o< K(A+1i, B,C)a}agag
+

ki =3 4 p.c<ik(A,B+i,Clajagas (20)
ki =X ap.c<i k(A B,C+i)ajahac

Giving a more rigorous meaning to that demands, of course, a definition of
the integrals. The definitions are actually quite simple (see [Pau]): the domain
of a sum ), h; is the set of vectors f such that for all A € P, the series
>; hif(A) is summable and defines a square-integrable function of A. An
integral ) . hfa$ is such a sum with h; = hfa$; on the other hand, one can see
from Definition 3 and from the expression (1) that a kernel representation is
simply a series ZA,B.,C (k(A, B,C) ajaj’gaa) in the above sense. This justifies
the above manipulations except for domain properties; what it exactly yields
is

K Ck(2,2,0)+ Y (kfaf +ka; +k; a;),

which does not prove in our sense that our operator has an integral represen-
tation, since the right-hand side is itself an extension of the integral

K(2,2,2)+ Y kfaf +> kai + > ka; . (21)

What we have shown is that on some domain (the intersection of the domain
of this integral and the domain of the operator), the operator coincides with
the integral. Moreover, if a vector X 4 is in the domain of K, then it is also in
the domain of the integral (21), since only one of the three series ), kfa$ X4
has an infinite number of nonzero terms.



Kernel and Integral Representations on Toy Fock spaces 13

The interesting aspect of this formal computation is that the integrands
defined by (20) are everywhere defined as finite sums of everywhere defined
operators, and are described as simple kernel operators with explicit kernels.
Using the formula (18) then gives the action of the operators k§ expressed as
functions of K:

(Xa,kF XB) = laap< (Xa,4i, KXB,)

<XA7/€;XB> = laanB<i <XA1-[;KXB”+¢>
(Xa,k{ XB) = Danp<i ((Xa,4i: KXp, 4i) — (Xa,, KXB,))

Using the fundamental operators of abstract Ito calculus on toy Fock space
pi, d;, these operators have much more interesting expressions. We recall
briefly from [Pau] the definitions of these operators: for f € T® and i € N,
p;f and d; f are defined as the vectors of T® such that, for A € P,

pif (M) = ly<if (M),
dif(M) = Iy<if(M +1).
In particular,

PiXa = Mg Xy,
diXa=1aciXa—s,

from which one sees immediately that one has

kf pi = diKp;
ki pi = piKaip; (22)

3

k{ pi = diKa — piKp;
The above discussion proves the following result:

Theorem 3. Let K be an operator on T® such that the set of all X 4 is in
Dom K N Dom K*. Then the operator

A+ > kol 43 kag +> kja; — K,

where the operators kf are defined by (22) and A = (1, K1), is a restriction
of the zero process and its domain contains the set {X 4, A € P}.

The p;’s on the right of expressions in (22) are here only for the sake of
symmetry; if one notices that d; = p;a; and that a;r, a; are mutually adjoint,
these formulas show that (k*) = k;, (k*); = k;” and (k*)$ = k2, where the
(k*)§ are the integrands in the integral representation of K*.
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