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Abstract

For a fixed collection of graphs \( F \), the \( F \)-M-DELETION problem consists in, given a graph \( G \) and an integer \( k \), decide whether there exists \( S \subseteq V(G) \) with \( |S| \leq k \) such that \( G \setminus S \) does not contain any of the graphs in \( F \) as a minor. We are interested in the parameterized complexity of \( F \)-M-DELETION when the parameter is the treewidth of \( G \), denoted by \( tw \). Our objective is to determine, for a fixed \( F \), the smallest function \( f_F \) such that \( F \)-M-DELETION can be solved in time \( f_F(tw) \cdot n^{O(1)} \) on \( n \)-vertex graphs. Using and enhancing the machinery of bounded graphs and small sets of representatives introduced by Bodlaender et al. [J ACM, 2016], we prove that when all the graphs in \( F \) are connected and at least one of them is planar, then \( f_F(w) = 2^{O(w \cdot \log w)} \). When \( F \) is a singleton containing a clique, a cycle, or a path on \( i \) vertices, we prove the following asymptotically tight bounds:

\[
\begin{align*}
    f_{\{K_4\}}(w) &= 2^{\Theta(w \log w)}, \\
    f_{\{C_i\}}(w) &= 2^{\Theta(w)} \quad \text{for every } i \leq 4, \text{ and } f_{\{C_i\}}(w) = 2^{\Theta(w \log w)} \quad \text{for every } i \geq 5, \\
    f_{\{P_i\}}(w) &= 2^{\Theta(w)} \quad \text{for every } i \leq 4, \text{ and } f_{\{P_i\}}(w) = 2^{\Theta(w \log w)} \quad \text{for every } i \geq 6.
\end{align*}
\]

The lower bounds hold unless the Exponential Time Hypothesis fails, and the superexponential ones are inspired by a reduction of Marcin Pilipczuk [Discrete Appl Math, 2016]. The single-exponential algorithms use, in particular, the rank-based approach introduced by Bodlaender et al. [Inform Comput, 2015]. We also consider the version of the problem where the graphs in \( F \) are forbidden as topological minors, and prove essentially the same set of results holds.
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1 Introduction

Let \( \mathcal{F} \) be a finite non-empty collection of non-empty graphs. In the \( \mathcal{F}\)-\textsc{M-Deletion} (resp. \( \mathcal{F}\)-\textsc{TM-Deletion}) problem, we are given a graph \( G \) and an integer \( k \), and the objective is to decide whether there exists a set \( S \subseteq V(G) \) with \( |S| \leq k \) such that \( G \setminus S \) does not contain any of the graphs in \( \mathcal{F} \) as a minor (resp. topological minor). These problems have a big expressive power, as instantiations of them correspond to several notorious problems. For instance, the cases \( \mathcal{F} = \{K_2\} \), \( \mathcal{F} = \{K_4\} \), and \( \mathcal{F} = \{K_5, K_{3,3}\} \) of \( \mathcal{F}\)-\textsc{M-Deletion} (or \( \mathcal{F}\)-\textsc{TM-Deletion}) correspond to \textsc{Vertex Cover}, \textsc{Feedback Vertex Set}, and \textsc{Vertex Planarization}, respectively.

For the sake of readability, we use the notation \( \mathcal{F}\)-\textsc{Deletion} in statements that apply to both \( \mathcal{F}\)-\textsc{M-Deletion} and \( \mathcal{F}\)-\textsc{TM-Deletion}. Note that if \( \mathcal{F} \) contains a graph with at least one edge, then \( \mathcal{F}\)-\textsc{Deletion} is \textsc{NP}-hard by the classical result of Lewis and Yannakakis [15].

In this article we are interested in the parameterized complexity of \( \mathcal{F}\)-\textsc{Deletion} when the parameter is the treewidth of the input graph. Since the property of containing a graph as a (topological) minor can be expressed in Monadic Second Order logic (see [14] for explicit formulas), by Courcelle’s theorem [5], \( \mathcal{F}\)-\textsc{Deletion} can be solved in time \( O^*(f(tw)) \) on graphs with treewidth at most \( tw \), where \( f \) is some computable function\(^1\). Our objective is to determine, for a fixed collection \( \mathcal{F} \), which is the smallest such function \( f \) that one can (asymptotically) hope for, subject to reasonable complexity assumptions.

This line of research has attracted some interest during the last years in the parameterized complexity community. For instance, \textsc{Vertex Cover} is easily solvable in time \( O^*(2^{O(tw)}) \), \textsc{Feedback Vertex Set} can be solved in time \( O^*(2^{O(tw \log tw)}) \), while the lower bound under the \textsc{ETH} [12] is again \( O^*(2^{o(tw)}) \). This gap remained open for a while, until Cygan et al. [6] presented an optimal algorithm running in time \( O^*(2^{O(tw)}) \), using the celebrated \textsc{Cut&Count} technique. This article triggered several other techniques to obtain single-exponential algorithms for so-called \textit{connectivity problems} on graph of bounded treewidth, mostly based on algebraic tools [2, 8].

Concerning \textsc{Vertex Planarization}, Jansen et al. [13] presented an algorithm of time \( O^*(2^{O(tw \log tw)}) \) as a crucial subroutine in an \textsc{FPT} algorithm parameterized by \( k \). Marcin Pilipczuk [19] proved that this running time is \textit{optimal} under the \textsc{ETH}, by using the framework introduced by Lokshin et al. [17] for proving superexponential lower bounds.

Our results. We present a number of upper and lower bounds for \( \mathcal{F}\)-\textsc{Deletion} parameterized by treewidth, several of them being tight. Namely, we prove the following results, all the lower bounds holding under the \textsc{ETH}:

1. For every \( \mathcal{F} \), \( \mathcal{F}\)-\textsc{Deletion} can be solved in time \( O^*(2^{O(tw \log tw)}) \).
2. For every connected\(^3\) \( \mathcal{F} \) containing at least one planar graph (resp. subcubic planar graph), \( \mathcal{F}\)-\textsc{M-Deletion} (resp. \( \mathcal{F}\)-\textsc{TM-Deletion}) can be solved in time \( O^*(2^{O(tw \log tw)}) \).
3. For any connected \( \mathcal{F} \), \( \mathcal{F}\)-\textsc{Deletion} cannot be solved in time \( O^*(2^{o(tw)}) \).
4. When \( \mathcal{F} = \{K_i\} \), the clique on \( i \) vertices, \( \{K_i\}\)-\textsc{Deletion} cannot be solved in time \( O^*(2^{O(tw \log tw)}) \) for \( i \geq 4 \). Note that \( \{K_i\}\)-\textsc{Deletion} can be solved in time \( O^*(2^{O(tw)}) \) for \( i \leq 3 \) [6], and that the case \( i = 4 \) is tight by item 2 above (as \( K_4 \) is planar).

\(^1\) We use the notation \( O^*(\cdot) \) that suppresses polynomial factors depending on the size of the input graph.

\(^2\) The \textsc{ETH} states that \textsc{3-SAT} on \( n \) variables cannot be solved in time \( 2^{o(n)} \); see [12] for more details.

\(^3\) A \textit{connected} collection \( \mathcal{F} \) is a collection containing only connected graphs.
Table 1 Summary of our results when \( \mathcal{F} \) equals \{\( K_i \), \( C_i \), or \( P_i \). If only one value \( \text{‘}x\text{‘} \) is written in the table (like \( \text{‘} \text{tw} \text{‘} \)), it means that the corresponding problem can be solved in time \( O^{*}(2^{O(\text{tw})}) \), and that this bound is tight. An entry of the form \( \text{‘} x \text{‘} \geq \text{‘} y \text{‘} \) means that the corresponding problem cannot be solved in time \( O^{*}(2^{O(\text{tw})}) \) and that it can be solved in time \( O^{*}(2^{O(\text{tw})}) \). We interpret \{\( C_2 \)-Deletion\} as Feedback Vertex Set. Grey cells correspond to known results.

<table>
<thead>
<tr>
<th>( \mathcal{F} )</th>
<th>( i )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>( \geq 6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_i )</td>
<td>\text{tw}</td>
<td>\text{tw}</td>
<td>\text{tw} \cdot \log \text{tw}</td>
<td>\text{tw} \cdot \log \text{tw}</td>
<td>\text{tw} \cdot \log \text{tw}</td>
<td>( 2^{O(\text{tw} \cdot \log \text{tw})} )</td>
</tr>
<tr>
<td>( C_i )</td>
<td>\text{tw}</td>
<td>\text{tw}</td>
<td>\text{tw}</td>
<td>\text{tw} \cdot \log \text{tw}</td>
<td>\text{tw} \cdot \log \text{tw}</td>
<td>( 2^{O(\text{tw} \cdot \log \text{tw})} )</td>
</tr>
<tr>
<td>( P_i )</td>
<td>\text{tw}</td>
<td>\text{tw}</td>
<td>\text{tw}</td>
<td>\text{tw} \cdot \log \text{tw}</td>
<td>\text{tw} \cdot \log \text{tw}</td>
<td>( 2^{O(\text{tw} \cdot \log \text{tw})} )</td>
</tr>
</tbody>
</table>

5. When \( \mathcal{F} = \{C_i \} \), the cycle on \( i \) vertices, \{\( C_i \)-Deletion\} can be solved in time \( O^{*}(2^{O(\text{tw})}) \) for \( i \leq 4 \), and cannot be solved in time \( O^{*}(2^{o(\text{tw} \cdot \log \text{tw})}) \) for \( i \geq 5 \). Note that, by items 2 and 3 above, this settles completely the complexity of \{\( C_i \)-Deletion\} for every \( i \geq 3 \).

6. When \( \mathcal{F} = \{P_i \} \), the path on \( i \) vertices, \{\( P_i \)-Deletion\} can be solved in time \( O^{*}(2^{O(\text{tw})}) \) for \( i \leq 4 \), and cannot be solved in time \( O^{*}(2^{o(\text{tw} \cdot \log \text{tw})}) \) for \( i \geq 6 \). Note that, by items 2 and 3 above, this settles completely the complexity of \{\( P_i \)-Deletion\} for every \( i \geq 2 \), except for \( i = 5 \), where there is still a gap.

The results discussed in the last three items are summarized in Table 1. Note that the cases with \( i \leq 3 \) were already known [6,12], except when \( \mathcal{F} = \{P_3 \} \).

Our techniques. The algorithm running in time \( O^{*}\left(2^{O(\text{tw} \cdot \log \text{tw})}\right) \) uses and, in a sense, enhances, the machinery of bounded graph, equivalence relations, and representatives originating in the seminal work of Bodlaender et al. [3], and which has been subsequently used in [9,10,14]. For technical reasons, we use branch decompositions instead of tree decompositions, whose associated widths are equivalent from a parametric point of view [20].

In order to obtain the faster algorithm running in time \( O^{*}\left(2^{O(\text{tw} \cdot \log \text{tw})}\right) \) when \( \mathcal{F} \) is a connected collection containing at least a (subcubic) planar graph, we combine the above ingredients with additional arguments to bound the number and the size of the representatives of the equivalence relation defined by the encoding that we use to construct the partial solutions. Here, the connectivity of \( \mathcal{F} \) guarantees that every connected component of a minimum-sized representative intersects its boundary set (cf. the full version). The fact that \( \mathcal{F} \) contains a (subcubic) planar graph is essential in order to bound the treewidth of the resulting graph after deleting a partial solution (cf. Lemma 11).

We present these algorithms for the topological minor version and then it is easy to adapt them to the minor version within the claimed running time (cf. Lemma 9).

The single-exponential algorithms when \( \mathcal{F} \in \{\{P_3 \}, \{P_4 \}, \{C_4 \} \} \) are ad hoc. Namely, the algorithms for \{\( P_3 \)-Deletion\} and \{\( P_4 \)-Deletion\} use standard (but nontrivial) dynamic programming techniques on graphs of bounded treewidth, exploiting the simple structure of graphs that do not contain \( P_3 \) or \( P_4 \) as a minor (or as a subgraph, which in the case of paths is equivalent). The algorithm for \{\( C_4 \)-Deletion\} is more involved, and uses the rank-based approach introduced by Bodlaender et al. [2], exploiting again the structure of graphs that do not contain \( C_4 \) as a minor (cf. Lemma 14). It might seem counterintuitive that this technique works for \( C_4 \), and stops working for \( C_i \) with \( i \geq 5 \) (see Table 1). A possible reason for that is that the only cycles of a \( C_4 \)-minor-free graph are triangles and each triangle is contained in a bag of a tree decomposition. This property, which is not true anymore for \( C_i \)-minor-free graphs with \( i \geq 5 \), permits to keep track of the structure of partial solutions with tables of small size.
As for the lower bounds, the general lower bound of $O^*(2^{O(tw)})$ for connected collections is based on a simple reduction from VERTEX COVER. The superexponential lower bounds, namely $O^*(2^{O(tw \cdot \log tw)})$, are strongly based on the ideas presented by Marcin Pilipczuk [19] for VERTEX PLANARIZATION. We present a general hardness result (cf. Theorem 20) that applies to wide families of connected collections $\mathcal{F}$. Then, our superexponential lower bounds, as well as the result of Marcin Pilipczuk [19] itself, are corollaries of this general result. Combining Theorem 20 with 2, it easily follows that the running time $O^*(2^{O(tw \cdot \log tw)})$ is tight for a wide family of $\mathcal{F}$, for example, when all graphs in $\mathcal{F}$ are planar and 3-connected.

Further research. In order to complete the dichotomy for cliques and paths (see Table 1), it remains to settle the complexity when $\mathcal{F} = \{K_i\}$ with $i \geq 5$ and when $\mathcal{F} = \{P_3\}$. An ultimate goal is to establish the tight complexity of $\mathcal{F}$-DELETION for all collections $\mathcal{F}$, but we are still very far from it. In particular, we do not know whether there exists some $\mathcal{F}$ for which a double-exponential lower bound can be proved, or for which the complexities of $\mathcal{F}$-M-DELETION and $\mathcal{F}$-TM-DELETION differ.

Note that the connectivity of $\mathcal{F}$ was relevant in previous work on the $\mathcal{F}$-M-DELETION problem taking as the parameter the size of the solution [7,14]. Getting rid of connectivity in both the lower and upper bounds we presented is an interesting avenue. We did not focus on optimizing either the degree of the polynomials involved or the constants involved in our algorithms. Concerning the latter, one could use the framework presented by Lokshtanov et al. [16] to prove lower bounds based on the Strong Exponential Time Hypothesis.

Finally, let us mention that Bonnet et al. [4] recently studied generalized feedback vertex set problems parameterized by treewidth, and obtained independently that excluding $C_4$ plays a fundamental role in the existence of single-exponential algorithms, similarly to our dichotomy for cycles summarized in Table 1.

Organization of the paper. In Section 2 we provide some preliminaries. The algorithms based on boundaryed graphs are presented in Section 3, and the single-exponential algorithms for hitting paths and cycles are presented in Section 4. The superexponential lower bounds are presented in Section 5. The general lower bound for connected collections and the proofs of all the results marked with ‘(⋆)’ can be found in the full version.

2 Preliminaries

In this section we provide some preliminaries to be used in the following sections. We include here only the “non-standard” definitions; the other ones can be found in the full version.

Block-cut trees. A connected graph $G$ is biconnected if for any $v \in V(G)$, $G \setminus \{v\}$ is connected (notice that $K_2$ is the only biconnected graph that it is not 2-connected). A block of a graph $G$ is a maximal biconnected subgraph of $G$. We name block($G$) the set of all blocks of $G$ and we name cut($G$) the set of all cut vertices of $G$. If $G$ is connected, we define the block-cut tree of $G$ to be the tree bct($G$) = $(V,E)$ such that $V = \text{block}(G) \cup \text{cut}(G)$ and $E = \{(B,v) \mid B \in \text{block}(G), v \in \text{cut}(G) \cap V(B)\}$. Note that $L(bct(G)) \subseteq \text{block}(G)$. The block-cut tree of a graph can be computed in linear time using depth-first search [11].

Let $\mathcal{F}$ be a set of connected graphs such that for each $H \in \mathcal{F}$, $|V(H)| \geq 2$. Given $H \in \mathcal{F}$ and $B \in L(bct(H))$, we say that $(H,B)$ is an essential pair if for each $H' \in \mathcal{F}$ and each $B' \in L(bct(H'))$, $|E(B)| \leq |E(B')|$. Given an essential pair $(H,B)$ of $\mathcal{F}$, we define the first vertex of $(H,B)$ to be, if it exists, the only cut vertex of $H$ contained in $V(B)$, or an
arbitrarily chosen vertex of $V(B)$ otherwise. We define the second vertex of $(H, B)$ to be an arbitrarily chosen vertex of $V(B)$ that is a neighbor in $H[B]$ of the first vertex of $(H, B)$. Note that, given an essential pair $(H, B)$ of $\mathcal{F}$, the first vertex and the second vertex of $(H, B)$ exist and, by definition, are fixed. Moreover, given an essential pair $(H, B)$ of $\mathcal{F}$, we define the core of $(H, B)$ to be the graph $H \setminus (V(B) \setminus \{a\})$ where $a$ is the first vertex of $(H, B)$. Note that $a$ is a vertex of the core of $(H, B)$.

**Topological minors and graph separators.** For the statement of our results, we need to consider the class $\mathcal{K}$ containing every connected graph $G$ such that for each $B \in L(bct(G))$ and for each $r \in \mathbb{N}$, $B \not\preceq_{tm} K_{2,r}$ (or equivalently, $B \not\preceq_{m} K_{2,r}$). Let $H$ be a graph. We define the set of graphs $\text{tpm}(H)$ as follows: among all the graphs containing $H$ as a minor, we consider only those that are minimal with respect to the topological minor relation.

- **Observation 1.** There is a function $f_1 : \mathbb{N} \to \mathbb{N}$ such that for every $h$-vertex graph $H$, every graph in $\text{tpm}(H)$ has at most $f_1(h)$ vertices.

- **Observation 2.** Given two graphs $H$ and $G$, $H$ is a minor of $G$ if and only if some of the graphs in $\text{tpm}(H)$ is a topological minor of $G$.

Let $G$ be a graph and $S \subseteq V(G)$. Then for each connected component $C$ of $G \setminus S$, we define the cut-clique of the triple $(C, G, S)$ to be the graph whose vertex set is $V(C) \cup S$ and whose edge set is $E(G[V(C) \cup S]) \cup \binom{S}{2}$.

- **Lemma 3 (⋆).** Let $i \geq 2$ be an integer, let $H$ be an $i$-connected graph, let $G$ be a graph, and let $S \subseteq V(G)$ such that $|S| \leq i - 1$. If $H$ is a topological minor (resp. a minor) of $G$, then there exists a connected component $G'$ of $G \setminus S$ such that $H$ is a topological minor (resp. a minor) of the cut-clique of $(G', G, S)$.

- **Lemma 4 (⋆).** Let $G$ be a connected graph, let $v$ be a cut vertex of $G$, and let $V$ be the vertex set of a connected component of $G \setminus \{v\}$. If $H$ is a connected graph such that $H \preceq_{tm} G$ and for each leaf $B$ of $bct(H)$, $B \not\preceq_{tm} G[V \cup \{v\}]$, then $H \not\preceq_{tm} G \setminus V$.

**Graph collections.** Let $\mathcal{F}$ be a collection of graphs. From now on instead of “collection of graphs” we use the shortcut “collection”. If $\mathcal{F}$ is a collection that is finite, non-empty, and all its graphs are non-empty, then we say that $\mathcal{F}$ is a **proper collection**. For any proper collection $\mathcal{F}$, we define $\text{size}(\mathcal{F}) = \max\{|\{V(H)\} | H \in \mathcal{F} \cup \{\emptyset\}\}$. Note that if the size of $\mathcal{F}$ is bounded, then the size of the graphs in $\mathcal{F}$ is also bounded. We say that $\mathcal{F}$ is a **planar collection** (resp. **planar subcubic collection**) if it is proper and at least one of the graphs in $\mathcal{F}$ is planar (resp. planar and subcubic). We say that $\mathcal{F}$ is a **connected collection** if it is proper and all the graphs in $\mathcal{F}$ are connected. We say that $\mathcal{F}$ is an **(topological) minor antichain** if no two of its elements are comparable via the (topological) minor relation.

Let $\mathcal{F}$ be a proper collection. We extend the (topological) minor relation to $\mathcal{F}$ such that, given a graph $G$, $\mathcal{F} \preceq_{tm} G$ (resp. $\mathcal{F} \preceq_{m} G$) if and only if there exists a graph $H \in \mathcal{F}$ such that $H \preceq_{tm} G$ (resp. $H \preceq_{m} G$). We also denote $\text{ex}_{tm}(\mathcal{F}) = \{G \mid \mathcal{F} \not\preceq_{tm} G\}$, i.e., $\text{ex}_{tm}(\mathcal{F})$ is the class of graphs that do not contain any graph in $\mathcal{F}$ as a topological minor. The set $\text{ex}_{m}(\mathcal{F})$ is defined analogously.

**Definition of the problems.** Let $\mathcal{F}$ be a proper collection. We define the parameter $\text{tm}_{\mathcal{F}}$ as the function that maps graphs to non-negative integers as follows:

$$\text{tm}_{\mathcal{F}}(G) = \min\{|S| \mid S \subseteq V(G) \land G \setminus S \in \text{ex}_{tm}(\mathcal{F})\}. \quad (1)$$
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The parameter $m_F$ is defined analogously. The main objective of this paper is to study the problem of computing the parameters $tm_F$ and $m_F$ for graphs of bounded treewidth under several instantiations of the collection $F$. Note that in both problems, we can always assume that $F$ is an antichain with respect to the considered relation. Indeed, this is the case because if $F$ contains two graphs $H_1$ and $H_2$ where $H_1 \leq_{tm} H_2$, then $tm_F(G) = tm_F(G')$ where $F' = F \setminus \{H_2\}$ (similarly for the minor relation).

Throughout the article, we let $n$ and $tw$ be the number of vertices and the treewidth of the input graph of the considered problem, respectively. In some proofs, we will also use $w$ to denote the width of a (nice) tree decomposition that is given together with the input graph (which will differ from $tw$ by at most a factor 5).

3 Dynamic programming algorithms for computing $tm_F$

The purpose of this section is to prove the following results.

- **Theorem 5.** If $F$ is a proper collection, where $d = \text{size}(F)$, then there exists an algorithm that solves $F$-TM-Deletion in $2^{O_d(tw \cdot \log tw)} \cdot n$ steps.

- **Theorem 6.** If $F$ is a connected and planar subcubic collection, where $d = \text{size}(F)$, then there exists an algorithm that solves $F$-TM-Deletion in $2^{O_d(tw \cdot \log tw)} \cdot n$ steps.

- **Theorem 7.** If $F$ is a proper collection, where $d = \text{size}(F)$, then there exists an algorithm that solves $F$-M-Deletion in $2^{O_d(tw \cdot \log tw)} \cdot n$ steps.

- **Theorem 8.** If $F$ is a connected and planar collection, where $d = \text{size}(F)$, then there exists an algorithm that solves $F$-M-Deletion in $2^{O_d(tw \cdot \log tw)} \cdot n$ steps.

The following lemma is a direct consequence of Observation 2.

- **Lemma 9.** Let $F$ be a proper collection. Then, for every graph $G$, it holds that $m_F(G) = tm_F(G)$ where $F' = \bigcup_{F \in F} \text{tpm}(F)$.

It is easy to see that for every (planar) graph $F$, the set $\text{tpm}(F)$ contains a subcubic (planar) graph. Combining this observation with Lemma 9 and Observation 1, Theorems 7 and 8 follow directly from Theorems 5 and 6, respectively. The rest of this section is dedicated to the proofs of Theorems 5 and 6. For this, we need a number of definitions about boundaried graphs, their equivalence classes, and their branch decompositions. Many of these definitions were introduced in [3, 9] (see also [10, 14]), and can be found in the full version. We present here only the most fundamental definitions in order to be able to state our results.

**Basic definitions about boundaried graphs.** Let $t \in \mathbb{N}$. A $t$-boundaried graph is a triple $G = (G, R, \lambda)$ where $G$ is a graph, $R \subseteq V(G)$, $|R| = t$, and $\lambda : R \rightarrow \mathbb{N}^+$ is an injective function. We call $R$ the boundary of $G$ and we call the vertices of $R$ the boundary vertices of $G$. We also call $G$ the underlying graph of $G$. Moreover, we call $t = |R|$ the boundary size of $G$ and we define the label set of $G$ as $\lambda(G) = \lambda(R)$. We also say that $G$ is a boundaried graph if there exists an integer $t$ such that $G$ is an $t$-boundaried graph. We say that a boundary graph $G$ is consecutive if $\lambda(G) = [1, |R|]$. We define $B_t^{(i)}$ as the set of all $t$-boundaried graphs.

Let $G_1 = (G_1, R_1, \lambda_1)$ and $G_2 = (G_2, R_2, \lambda_2)$ be two $t$-boundaried graphs. We define the gluing operation $\oplus$ such that $(G_1, R_1, \lambda_1) \oplus (G_2, R_2, \lambda_2)$ is the graph $G$ obtained by taking the disjoint union of $G_1$ and $G_2$ and then, for each $i \in [1, t]$, identifying the vertex $\psi_{G_1, G_2}^{-1}(i)$ and the vertex $\psi_{G_2}^{-1}(i)$. 
Let $F$ be a proper collection and let $t$ be a non-negative integer. We define an equivalence relation $\equiv^{(F,t)}$ on $t$-boundaried graphs as follows: Given two $t$-boundaried graphs $G_1$ and $G_2$, we write $G_1 \equiv^{(F,t)} G_2$ to denote that $\forall G \in B(t), \ F \not\preceq_{tm} G \Leftrightarrow F \not\preceq_{tm} G \oplus G_2$. We set up a set of representatives $R^{(F,t)}$ as a set containing, for each equivalence class $C$ of $\equiv^{(F,t)}$, some consecutive $t$-boundaried graph in $C$ with minimum number of edges and no isolated vertices out of its boundary (if there are more than one such graphs, pick one arbitrarily). Given a $t$-boundaried graph $G$ we denote by $\text{rep}^{(F)}(G)$ the $t$-boundaried graph $B \in R^{(F,t)}$ where $B \equiv^{(F,t)} G$ and we call $B$ the $F$-representative of $G$.

Given $t, r \in \mathbb{N}$, we define $A^{(t)}_{F,r}$ as the set of all pairwise non-isomorphic boundaried graphs that contain at most $r$ non-boundary vertices, whose label set is a subset of $[1, t]$, and whose underlying graph belongs in $\text{ex}_{tm}(F)$. Given a $t$-boundaried graph $B$ and an integer $r \in \mathbb{N}$, we define the $(F, r)$-folio of $B$, denoted by $\text{folio}(B, F, r)$, as the set containing all boundaried graphs in $A^{(t)}_{F,r}$ that are topological minors of $B$.

- **Lemma 10 (⋆).** There exists a function $h_1 : \mathbb{N} \times \mathbb{N} \to \mathbb{N}$ such that if $F$ is a proper collection and $t \in \mathbb{N}$, then $|R^{(F,t)}| \leq h_1(d, t)$ where $d = \text{size}(F)$. Moreover $h_1(d, t) = 2^{O_d(t \log t)}$.

- **Lemma 11 (⋆).** There exists a function $\mu : \mathbb{N} \to \mathbb{N}$ such that for every planar subcubic collection $F$, every graph in $\text{ex}_{tm}(F)$ has branchwidth at most $y = \mu(d)$ where $d = \text{size}(F)$.

We already have all the main ingredients to prove Theorem 5; the proof can be found in the full version. In order to prove Theorem 6, we need Lemma 13 below, which should be contrasted with Lemma 10. Its proof, which can be found in the full version, uses, among others, the following result of Baste et al. [1] on the number of labeled graphs of bounded treewidth.

- **Proposition 12 (Baste et al. [1]).** Let $n, y \in \mathbb{N}$. The number of labeled graphs with at most $n$ vertices and branchwidth at most $y$ is $2^{O_y(n \log n)}$.

- **Lemma 13 (⋆).** Let $t \in \mathbb{N}$ and $F$ be a connected and planar collection, where $d = \text{size}(F)$, and let $R^{(F,t)}$ be a set of representatives. Then $|R^{(F,t)}| = 2^{O_d(t \log t)}$. Moreover, there exists an algorithm that given $F$ and $t$, constructs a set of representatives $R^{(F,t)}$ in $2^{O_d(t \log t)}$ steps.

The proof of Theorem 6 can be found in the full version. The main difference with respect to the proof of Theorem 5 is an improvement on the size of the tables of the dynamic programming algorithm, namely $|P_C|$, where the fact that $F$ is a connected and planar subcubic collection is exploited.

## 4 Single-exponential algorithms for hitting paths and cycles

In this section we show that if $F \in \{|P_3\}, \{|P_4\}, \{C_4\}\}$, then $F$-TM-Deletion can also be solved in single-exponential time. It is worth mentioning that the $\{C_4\}$-TM-Deletion problem has been studied in digraphs from a non-parameterized point of view [18].

The algorithms we present for $\{P_3\}$-TM-Deletion and $\{P_4\}$-TM-Deletion use standard dynamic programming techniques, and can be found in the full version. The definition of nice tree decomposition can also be found there.

We proceed to use the dynamic programming techniques introduced by Bodlaender et al. [2] to obtain a single-exponential algorithm for $\{C_4\}$-TM-Deletion. The algorithm we present solves the decision version of $\{C_4\}$-TM-Deletion: the input is a pair $(G, k)$, where $G$ is a graph and $k$ is an integer, and the output is the boolean value $\text{tm}_{C_4}(G) \leq k$.

Given a graph $G$, we denote by $\nu(G) = |V(G)|$, $m(G) = |E(G)|$, $c_4(G)$ the number of $C_3$’s that are subgraphs of $G$, and $cc(G)$ the number of connected components of $G$. We
say that $G$ satisfies the $C_4$-condition if $G$ does not contain the diamond as a subgraph and $n(G) - m(G) + c_4(G) = \omega(G)$. As in the case of $P_3$ and $P_4$, we state in Lemma 14 a structural characterization of the graphs that exclude $C_4$ as a (topological) minor.

**Lemma 14 (⋆).** Let $G$ be a graph. $C_4 \not\preceq_{tm} G$ if and only if $G$ satisfies the $C_4$-condition.

**Lemma 15 (⋆).** If $G$ is a non-empty graph such that $C_4 \not\preceq_{tm} G$, then $m(G) \leq \frac{3}{2}(n(G) - 1)$.

We are now going to restate the tools introduced by Bodlaender et al. [2] that we need for our purposes. Let $U$ be a set. We define $\Pi(U)$ to be the set of all partitions of $U$. Given two partitions $p$ and $q$ of $U$, we define the coarsest relation $\sqsubseteq$ such that $p \sqsubseteq q$ if for each $S \in q$, there exists $S' \in p$ such that $S \subseteq S'$. $(\Pi(U), \sqsubseteq)$ defines a lattice with minimum element $\{\{U\}\}$ and maximum element $\{\{x\} \mid x \in U\}$. On this lattice, we denote by $\cap$ the meet operation and by $\cup$ the join operation. Let $p \in \Pi(U)$. For $X \subseteq U$ we denote by $p|_X = \{S \cap X \mid S \in p, S \cap X \neq \emptyset\} \in \Pi(X)$ the partition obtained by removing all elements not in $X$ from $p$, and analogously for $U \subseteq X$ we denote $p|_X = p \cup \{\{x\} \mid x \in X \setminus U\} \in \Pi(X)$ the partition obtained by adding to $p$ a singleton for each element in $X \setminus U$. Given a subset $S$ of $U$, we define the partition $U[S] = \{\{x\} \mid x \in U \setminus S\} \cup \{S\}$. A set of weighted partitions is a set $A \subseteq \Pi(U) \times \mathbb{N}$. We also define $\text{rmc}(A) = \{(p, w) \in A \mid \forall (p', w') \in A : p' = p \Rightarrow w \leq w'\}$.

We now define some operations on weighted partitions. Let $U$ be a set and $A \subseteq \Pi(U) \times \mathbb{N}$.

**Union.** Given $B \subseteq \Pi(U) \times \mathbb{N}$, we define $A \cup B = \text{rmc}(A \cup B)$.

**Insert.** Given a set $X$ such that $X \cap U = \emptyset$, we define $\text{ins}(X, A) = \{(p|_{U \cup X}, w) \mid (p, w) \in A\}$.

**Shift.** Given $w' \in \mathbb{N}$, we define $\text{shift}(w', A) = \{(p, w + w') \mid (p, w) \in A\}$.

**Glue.** Given a set $S$, we define $\text{glue}(S, A) \subseteq \Pi(\hat{U}) \times \mathbb{N}$ as $\text{glue}(S, A) = \text{rmc}(\{(\hat{U}[S] \cap p|_{\hat{U}}, w) \mid (p, w) \in A\})$.

Given $w : \hat{U} \times \hat{U} \rightarrow \mathbb{N}$, we define $\text{glue}_w(\{u, v\}, A) = \text{shift}(w(u, v), \text{glue}(\{u, v\}, A))$.

**Project.** Given $X \subseteq U$, we define $\text{proj}(X, A) \subseteq \Pi(\hat{X}) \times \mathbb{N}$ as $\text{proj}(X, A) = \text{rmc}(\{(p|_X, w) \mid (p, w) \in A, \forall e \in X : \forall e' \in X : p \sqsubseteq U[e'e']\})$.

**Join.** Given a set $U'$, $B \subseteq \Pi(U') \times \mathbb{N}$, and $\hat{U} = U \cup U'$, we define $\text{join}(A, B) \subseteq \Pi(\hat{U}) \times \mathbb{N}$ as $\text{join}(A, B) = \text{rmc}(\{p|_{U \cup U'}, w_1 + w_2 \mid (p, w_1) \in A, (q, w_2) \in B\})$.

**Proposition 16** (Bodlaender et al. [2]). Each of the operations union, insert, shift, glue, and project can be carried out in time $s \cdot |U|^{O(1)}$, where $s$ is the size of the input of the operation. Given two weighted partitions $A$ and $B$, $\text{join}(A, B)$ can be computed in time $|A| \cdot |B| \cdot |U|^{O(1)}$.

Given a weighted partition $A \subseteq \Pi(U) \times \mathbb{N}$ and a partition $q \in \Pi(U)$, we define $\text{opt}(q, A) = \min\{w \mid (p, w) \in A, p \cap q = \{U\}\}$. Given two weighted partitions $A, A' \subseteq \Pi(U) \times \mathbb{N}$, we say that $A$ represents $A'$ if for each $q \in \Pi(U)$, $\text{opt}(q, A) = \text{opt}(q, A')$. Given a set $Z$ and a function $f : 2^{\Pi(U) \times \mathbb{N}} \times Z \rightarrow 2^{\Pi(U) \times \mathbb{N}}$, we say that $f$ preserves representation if for each two weighted partitions $A, A' \subseteq \Pi(U) \times \mathbb{N}$ and each $z \in Z$, it holds that if $A'$ represents $A$ then $f(A', z)$ represents $f(A, z)$.

**Proposition 17** (Bodlaender et al. [2]). The union, insert, shift, glue, project, and join operations preserve representation.

**Theorem 18** (Bodlaender et al. [2]). There exists an algorithm reduce that, given a set of weighted partitions $A \subseteq \Pi(U) \times \mathbb{N}$, outputs in time $|A| \cdot 2^{(\omega - 1)|U|} \cdot |U|^{O(1)}$ a set of weighted partitions $A' \subseteq A$ such that $A'$ represents $A$ and $|A'| \leq 2^{|U|}$, where $\omega$ denotes the matrix multiplication exponent.
We now have all the tools needed to describe our algorithm. This algorithm is based on the one given in [2, Section 3.5] and $E_0 = \{ (v_0, v) \mid v \in V(G) \}$. The role of $v_0$ is to artificially guarantee the connectivity of the solution graph, so that the machinery of Bodlaender et al. [2] can be applied. In the following, for each subgraph $H$ of $G$, for each $Z \subseteq V(H)$, and for each $Z_0 \subseteq E_0 \cap E(H)$, we denote by $H((Z, Z_0))$ the graph $(Z, Z_0) \cup (E(H) \cap \{Z_0\})$.

Given a nice tree decomposition of $G$ of width $w$, we define a nice tree decomposition $((T, \mathcal{X}), r, G)$ of $G_0$ of width $w + 1$ such that the only empty bags are the root and the leaves and for each $t \in T$, if $X_t \neq \emptyset$ then $v_0 \in X_t$. Note that this can be done in linear time. For each bag $t$, each integer $i$, $j$, and $\ell$, each function $s : X_t \to \{0, 1\}$, each function $s_0 : \{v_0\} \times s^{-1}(1) \to \{0, 1\}$, and each function $r : E(G_t(s^{-1}(1), s_0^{-1}(1))) \to \{0, 1\}$, if $C_4 \preceq_{\text{tm}} G_t(s^{-1}(1), s_0^{-1}(1))$, we define:

$$
\begin{align*}
\mathcal{E}_i(p, s_0, r, i, j, \ell) &= \{(Z, Z_0) \mid (Z, Z_0) \in 2^{V_t} \times 2^{E_0 \cap E(G_t)} \\
&\mid |Z| = i, |E(G_t(Z, Z_0))| = j, c_3(G_t(Z, Z_0)) = \ell,
&\quad G_t(Z, Z_0) \text{ does not contain the diamond as a subgraph},
&\quad Z \cap X_t = s^{-1}(1), Z_0 \cap (X_t \times X_t) = s_0^{-1}(1), v_0 \in X_t \Rightarrow s(v_0) = 1, \\
&\quad \forall u \in Z \setminus X_t : \text{either $t$ is the root or}
&\quad \exists u' \in s^{-1}(1) : u \text{ and } u' \text{ are connected in } G_t(Z, Z_0), \\
&\quad \forall v_1, v_2 \in s^{-1}(1) : p \subseteq V_t[\{v_1, v_2\}] \iff v_1 \text{ and } v_2 \text{ are connected in } G_t(Z, Z_0), \\
&\quad \forall e \in E(G_t(Z, Z_0)) \cap \left(\binom{s^{-1}(1)}{2}\right) : r(e) = 1 \iff e \text{ is an edge of a } C_3 \text{ in } G_t(Z, Z_0)\}
\end{align*}
$$

Otherwise, i.e., if $C_4 \not\preceq_{\text{tm}} G_t(s^{-1}(1), s_0^{-1}(1))$, we define $\mathcal{A}_i(p, s_0, r, i, j, \ell) = \emptyset$.

Note that we do not need to keep track of partial solutions if $C_4 \preceq_{\text{tm}} G_t(s^{-1}(1), s_0^{-1}(1))$, as we already know they will not lead to a global solution. Moreover, if $C_4 \not\preceq_{\text{tm}} G_t(s^{-1}(1), s_0^{-1}(1))$, then by Lemma 15 it follows that $m(G_t(s^{-1}(1), s_0^{-1}(1))) \leq \frac{3}{2}(n(G_t(s^{-1}(1), s_0^{-1}(1)) - 1)$.

Using the definition of $\mathcal{A}_t$, Lemma 14, and Lemma 15 we have that $\text{tm}_{\{C_4\}}(G) \leq k$ if and only if for some $i \geq |V(G)\setminus\{v_0\}| - k$ and some $j \leq \frac{k}{2}(i-1)$, we have $\mathcal{A}_t(\emptyset, \emptyset, \{i, j, 1+1-j\}) \neq \emptyset$. For each $t \in V(T)$, we assume that we have already computed $\mathcal{A}_t$ for each children $t'$ of $t$, and in the full version we show how to compute $\mathcal{A}_t$, distinguishing several cases depending on the type of node $t$. The proof of the following theorem can also be found in the full version.

**Theorem 19** (*). $\{C_4\}$-TM-Deletion can be solved in time $2^{O(tw)} \cdot n^7$.

5 Superexponential lower bound for specific cases

In this section, we focus on the graph classes $\mathcal{P} = \{P_i \mid i \geq 6\}$ and $\mathcal{K}$, and we show the following theorem. Let us recall that $\mathcal{K}$ is the set containing every connected graph $G$ such that for each leaf $B \in L(\text{bect}(G))$ and $r \in \mathbb{N}$, $B \not\preceq_{\text{tm}} K_{2r}$ (or $B \not\preceq_{\text{tm}} K_{2r}$, which is equivalent).

**Theorem 20.** Let $\mathcal{F}$ be a proper collection such that $\mathcal{F} \subseteq \mathcal{P}$ or $\mathcal{F} \subseteq \mathcal{K}$. Unless the ETH fails, neither $\mathcal{F}$-TM-Deletion nor $\mathcal{F}$-M-Deletion can be solved in time $2^{o(tw \log tw)} \cdot n^{O(1)}$.

In particular, this theorem implies the result of Pilipczuk [19] as a corollary. Indeed, VERTEX PLANARIZATION corresponds to $\mathcal{F}$-Deletion where $\mathcal{F} = \{K_5, K_{3,3}\}$, and note that $\{K_5, K_{3,3}\} \subseteq \mathcal{K}$. Note also the that Theorem 20 also implies the results stated in items 4 and 5 of the introduction, as all these graphs are easily seen to belong in $\mathcal{K}$.
Corollary 21. Unless the ETH fails, for each \( F \in \{(C_i) \mid i \geq 5 \} \cup \{(K_i) \mid i \geq 4 \} \), neither \( F\text{-TM-Deletion} \) nor \( F\text{-M-Deletion} \) can be solved in time \( 2^{o(tw \log tw)} \cdot n^{O(1)} \).

In the following we prove Theorem 20 for \( F\text{-TM-Deletion} \), and we explain in the full version how to modify the proof to obtain the result for \( F\text{-M-Deletion} \). To prove Theorem 20, we reduce from \( k \times k \) Permutation Clique \((k \times k \text{ P. Clique} \) for short), defined by Lokshin et al. [17]. In this problem, we are given an integer \( k \) and a graph \( G \) with vertex set \([1,k] \times [1,k] \). The question is whether there is a \( k \)-clique in \( G \) with exactly one element from each row and exactly one element from each column. Lokshin et al. [17] proved that \( k \times k \) P. Clique cannot be solved in time \( 2^{o(k \log k)} \) unless the ETH fails.

We now present the common part of the construction for both \( \mc P \) and \( \mc K \). Let \( F \) be a proper collection such that \( F \subseteq \mc P \) or \( F \subseteq \mc K \). Note that if \( F \subseteq \mc P \), then \( |F| = 1 \). Let us fix \((H,B)\) to be an essential pair of \( F \). We first define some gadgets that generalize the \( K_{2s} \)-edge gadget and the \( s\)-choice gadget introduced in [19]. Given a graph \( G \) and two vertices \( x \) and \( y \) of \( G \), by introducing an \( H \)-edge gadget between \( x \) and \( y \) we mean that we add a copy of \( H \) where we identify the first vertex of \((H,B)\) with \( y \) and the second vertex of \((H,B)\) with \( x \). Using the fact that an \( H \)-edge gadget between two vertices \( x \) and \( y \) is a copy of \( H \) and that \( \{x,y\} \) is a cut set, we have that the \( H \)-edge gadgets clearly satisfy the following.

Proposition 22. If \( F\text{-TM-Deletion} \) has a solution on \((G,k)\) then this solution intersects every \( H \)-edge gadget, and there exists a solution \( S \) such that for each \( H \)-edge gadget \( A \) between two vertices \( x \) and \( y \), \( V(A) \cap S \subseteq \{x,y\} \) and \( \{x,y\} \cap S \neq \emptyset \).

In the following, we will always assume that the solution that we take into consideration is a solution satisfying the properties given by Proposition 22. Moreover, we will restrict the solution to contain only vertices of \( H \)-edge gadgets by setting an appropriate budget to the number of vertices we can remove from the input graph \( G \).

Given a graph \( G \) and two vertices \( x \) and \( y \) of \( G \), by introducing a \( B \)-edge gadget between \( x \) and \( y \) we mean that we add a copy of \( B \) where we identify the first vertex of \((H,B)\) with \( y \) and the second vertex of \((H,B)\) with \( x \). Given a graph \( G \) and three vertices \( x \), \( y \), and \( z \) of \( G \), by introducing a double \( H \)-edge gadget between \( x \) and \( z \) through \( y \) we mean that we introduce an \( H \)-edge gadget between \( z \) and \( y \), and a \( B \)-edge gadget between \( x \) and \( y \).

Given a set of \( s \) vertices \( \{x_i \mid i \in [1,s]\} \), by introducing an \( H \)-choice gadget connecting \( \{x_i \mid i \in [1,s]\} \), we mean that we add \( 2s + 2 \) vertices \( z_i \), \( i \in [0,2s+1] \), for each \( i \in [0,2s] \), we introduce an \( H \)-edge gadget between \( z_i \) and \( z_{i+1} \), and for each \( i \in [1,s] \), we introduce a \( B \)-edge gadget between \( z_i \) and \( z_{2i-1} \) and another one between \( z_i \) and \( z_{2i} \). We see the \( H \)-choice gadget as a graph induced by \( \{x_i \mid i \in [1,s]\} \cup \{z_i \mid i \in [0,2s]\} \), the \( B \)-edge gadgets, and the \( H \)-edge gadgets. The following proposition is similar to [19, Lemma 5].

Proposition 23 (x). For every \( H \)-choice gadget \( C \) connecting \( \{x_i \mid i \in [1,s]\} \), any solution \( S \) of \( F\text{-TM-Deletion} \) satisfies \( |S \cap V(C)| \geq 2s \), for every \( i \in [1,s] \) there exists a solution \( S \) such that \( x_i \notin S \), and for every solution \( S \) with \( |S \cap V(C)| = 2s \), \( \exists i \in [1,s] \) such that \( x_i \notin S \).

We now start the description of the general construction. Given an instance \((G,k)\) of \( k \times k \) P. Clique, we construct an instance \((G',\ell)\) of \( F\text{-TM-Deletion} \), which we call the general \( H \)-construction of \((G,k)\). We first introduce \( k^2 + 2k \) vertices, namely \( \{v_i \mid i \in [1,k]\} \), \( \{r_i \mid i \in [1,k]\} \), and \( \{t_{i,j} \mid i,j \in [1,k]\} \). For each \( i,j \in [1,k] \), we add the edges \( \{r_i,t_{i,j}\} \) and \( \{t_{i,j},v_i\} \). For each \( j \in [1,k] \), we introduce an \( H \)-choice gadget connecting \( \{t_{i,j} \mid i \in [1,k]\} \). This part of the construction is illustrated in the full version.

We now describe how we encode the edges of \( G \) in \( G' \). For each \( e \in E(G) \), we define the integers \( p(e), \gamma(e), q(e), \delta(e) \) in \([1,k]\), such that \( e = \{(p(e),\gamma(e)),(q(e),\delta(e))\} \) with
\[ p(e) \leq q(e) \]. Note that the edges \( e \) with \( p(e) = q(e) \) are not relevant to our construction and hence we safely forget them. For each \( e \in E(G) \), we add to \( G' \) three new vertices, \( d'_e \), \( d''_e \), and \( d'''_e \), and four edges \{\( d'_e \), \( c_{p(e)} \)\}, \{\( d'_e \), \( r_{q(e)} \)\}, \{\( d''_e \), \( c_{q(e)} \)\}, and \{\( d'''_e \), \( r_{q(e)} \)\}. We introduce a double \( H \)-edge gadget between \( d'_e \) and \( d''_e \) through \( d'''_e \). The encoding of an edge \( e \in E(G) \) is also illustrated in the full version. For each \( 1 \leq p < q \leq k \), we define \( E(p, q) = \{ e \in E(G) \mid (p(e), q(e)) = (p, q) \} \) and we introduce an \( H \)-choice gadget connecting \{\( d'_e \mid e \in E(p, q) \)\}.

For each \( e \in E(G) \), we increase the size of the requested solution in \( G' \) by one, the initial budget being the sum of the budget given by Proposition 23 over all the \( H \)-choice gadgets introduced in the construction. Because of the double \( H \)-edge gadget, we need to take in the solution either \( d'''_e \) or both \( d'_e \) and \( d''_e \). The extra budget given for each edge permits to include \( d'''_e \) in the solution. If the \( H \)-choice gadget connected to \( d''_e \) already chooses \( d''_e \) to be in the solution, then we can use the extra budget given for the edge \( e \) to choose \( d'_e \) instead of \( d'''_e \). In the case \( d'''_e \) is chosen, in the resulting graph \( c_{p(e)} \) remains connected to \( r_{q(e)} \) and \( c_{q(e)} \) remains connected to \( r_{q(e)} \). In the following, we consider only a solution \( S \) such that either \{\( d'_e \), \( d''_e \), \( d'''_e \)\} \( \cap S = \{d'_e, d''_e\} \) or \{\( d'_e \), \( d''_e \), \( d'''_e \)\} \( \cap S = \{d'''_e\} \) for each \( e \in E(G) \).

We set \( \ell = 3|E(G)| + 2k^2 \). By construction, this budget is tight and permits to take only a minimum-size solution in every \( H \)-choice gadget and one endpoint of each \( H \)-edge gadget between \( d'_e \) and \( d''_e \), \( e \in E(G) \). This concludes the general \( H \)-construction \((G', \ell)\) of \((G, k)\).

Let us now discuss about the treewidth of \( G' \). By deleting \( 2k \) vertices, namely the vertices \( \{c_i \mid i \in [1, k]\} \) and the vertices \( \{r_j \mid j \in [1, k]\} \), we obtain a graph where each connected component is an \( H \)-choice gadget, with eventually some pendant \( H \)-edge gadgets or double \( H \)-edge gadgets. As the treewidth of the \( H \)-choice gadget, the \( H \)-edge gadget, and the double \( H \)-choice gadget is linear in \(|V(H)|\), we obtain that \( \text{tw}(G) = O(d) \) (recall that \( d = \text{size}(F) \)).

We explain in the full version that, given a permutation \( \sigma : [1, k] \rightarrow [1, k] \) defining a solution of \( k \times k \) \textsc{P. Clique} on \((G, k)\), we can define a so-called \( \sigma \)-general \( H \)-solution \( S \) having nice properties. Conversely, given a set \( S \subseteq V(G') \) of size at most \( 3|E(G)| + 2k^2 \) satisfying the so-called permutation property, we can define (cf. the full version) a unique permutation \( \sigma \) that defines a \( k \)-clique in \( G \); we call \( \sigma \) the associated permutation of \( S \).

To conclude the reduction, we deal separately with the cases \( F \subseteq \mathcal{P} \) and \( F \subseteq \mathcal{K} \). For each such \( F \), we assume w.l.o.g. that \( F \) is a topological minor antichain, we fix \((H, B)\) to be an essential pair of \( F \), and given an instance \((G, k)\) of \( k \times k \) \textsc{P. Clique}, we start from the general \( H \)-construction \((G', \ell)\) and add some edges and vertices in order to build an instance \((G'', \ell)\) of \textsc{F-TM-Deletion}. We show that if \( k \times k \) \textsc{P. Clique} on \((G, k)\) has a solution \( \sigma \), then the \( \sigma \)-general \( H \)-solution is a solution of \textsc{F-TM-Deletion} on \((G'', \ell)\). Conversely, we show that if \textsc{F-TM-Deletion} on \((G'', \ell)\) has a solution \( S \), then this solution satisfies the permutation property. This allows to prove that the associated permutation \( \sigma \) of \( S \) is a solution of \( k \times k \) \textsc{P. Clique} on \((G, k)\). The details can be found in the full version.
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