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Abstract. The ZX-Calculus is a graphical language for diagrammatic reasoning in quantum mechanics and quantum information theory. An axiomatisation has recently been proven to be complete for an approximately universal fragment of quantum mechanics, the so-called Clifford+T fragment. We focus here on the expressive power of this axiomatisation beyond Clifford+T Quantum mechanics. We consider the full pure qubit quantum mechanics, and mainly prove two results: (i) First, the axiomatisation for Clifford+T quantum mechanics is also complete for all equations involving some kind of linear diagrams. The linearity of the diagrams reflects the phase group structure, an essential feature of the ZX-calculus. In particular all the axioms of the ZX-calculus are involving linear diagrams. (ii) We also show that the axiomatisation for Clifford+T is not complete in general but can be completed by adding a single (non linear) axiom, providing a simpler axiomatisation of the ZX-calculus for pure quantum mechanics than the one recently introduced by Ng&Wang.

1 Introduction

The ZX-calculus, introduced by Coecke and Duncan [5] is a graphical language for pure state qubit quantum mechanics. The ZX-calculus has multiple applications in quantum information theory [7], including the foundations [2,9], measurement-based quantum computation [12,16,8] or quantum error correcting codes [10,11,4,3], and can be used through the interactive theorem prover Quantomatic [19,20].

The ZX-calculus is universal: any quantum evolution can be represented by a ZX-diagram. ZX-diagrams are parametrised by angles, and various fragments of the language have been considered, based on some restrictions on the angles: the $\frac{\pi}{p}$-fragment consists in considering only the diagrams made with angles multiple of $\frac{\pi}{p}$. The $\frac{\pi}{4}$-fragment (resp. $\pi$-) corresponds to stabilizer quantum mechanics (resp. real stabilizer quantum mechanics) and are not universal for quantum mechanics, even approximately. The $\frac{\pi}{4}$-fragment corresponds to the so called Clifford+T quantum mechanics and is approximately universal: any quantum evolution can be approximated in this fragment with arbitrary accuracy.
The ZX-calculus also comes with a powerful axiomatisation which can be used to transform a diagram into another diagram representing the same quantum evolution. The axioms of the ZX-calculus are given in Figure 1. Some of the axioms are parametrised by variables, meaning that the axioms are true for all possible values of these variables. Notice that all the variables are used in a linear fashion, i.e. all the angles are some linear combinations of variables and constants, like in (S1) or (SUP) for instance. The use of such linear diagrams in the axiomatisation captures the phase group structure, one of the two fundamental quantum features (with the complementary observables) of the ZX-calculus [5].

Completeness of the axiomatisation is an essential feature: the axiomatisation is complete if for any pair of diagrams representing the same quantum evolution, one can use the axioms of the language to transform one diagram into the other. The ZX-calculus has been proved to be complete for the $\pi$- and $\frac{\pi}{2}$-fragments of the ZX-calculus [13,1]. Recently the axiomatisation given in Figure 1 has been proved to be completed for the $\frac{\pi}{4}$-fragment, providing the first complete axiomatisation for an approximately universal fragment of the ZX-calculus [17]. This last result relies on the completeness of another graphical language which represents integer matrices, called ZW-Calculus [14]. The ZW-Calculus has since been extended to represent all matrices over $\mathbb{C}$ [15]. This achievement gave hope for a universal completion of the ZX-Calculus, and soon enough, a first result appeared [21]. To make the ZX-calculus complete for the full quantum mechanics, two new generators and a large amount of axioms (32 axioms versus 12 for the axiomatisation for Clifford+T quantum mechanics) have been introduced, some of them being non linear.

One can wonder whether this result can be improved. We address this question in two steps: (i) First, we prove that the complete axiomatisation for Clifford+T quantum mechanics can also be used to prove a significant amount of equations beyond this fragment: all true equations involving diagrams which are linear with constants multiple of $\frac{\pi}{4}$ can be derived. We point out with several examples that this result can be used to derive some new non-trivial equations. (ii) Then we show that this axiomatisation is not complete in general, and we propose an axiomatisation for the full pure qubit quantum mechanics which consists in adding a single (non-linear) axiom.

The paper is structured as follows. The ZX-calculus is presented in section 2. Section 3 is dedicated to the proof that any true equation involving diagrams linear in some variables with constants multiple of $\frac{\pi}{4}$ can be derived in the ZX-calculus. In sections 4 and 5 we show how this result can be used to prove that some non-trivial equations can be derived in the ZX-calculus, in a non-necessarily constructive way. Section 6 is dedicated to the completion of the ZX-calculus for the full pure qubit quantum mechanics: first, we prove that the ZX-calculus is not complete for pure qubit quantum mechanics; then, using an interpretation from the ZX-calculus to the ZW-Calculus we show that a single additional axiom suffices to make the language complete.
2 ZX-Calculus

2.1 Syntax and Semantics

A ZX-diagram $D : k \to l$ with $k$ inputs and $l$ outputs is generated by:

- **$R_z^{(n,m)}(\alpha) : n \to m$**

- **$R_x^{(n,m)}(\alpha) : n \to m$**

- **$H : 1 \to 1$**

- **$\mathbb{I} : 1 \to 1$**

- **$\epsilon : 2 \to 0$**

- **$\eta : 0 \to 2$**

where $n, m \in \mathbb{N}$ and $\alpha \in \mathbb{R}$. The generator $e$ is the empty diagram.

and the two compositions:

- **Spacial Composition**: for any $D_1 : a \to b$ and $D_2 : c \to d$, $D_1 \otimes D_2 : a + c \to b + d$ consists in placing $D_1$ and $D_2$ side by side, $D_2$ on the right of $D_1$.

- **Sequential Composition**: for any $D_1 : a \to b$ and $D_2 : b \to c$, $D_2 \circ D_1 : a \to c$ consists in placing $D_1$ on the top of $D_2$, connecting the outputs of $D_1$ to the inputs of $D_2$.

The standard interpretation of the ZX-diagrams associates to any diagram $D : n \to m$ a linear map $[D] : \mathbb{C}^{2^n} \to \mathbb{C}^{2^m}$ inductively defined as follows:

\[
[D_1 \otimes D_2] := [D_1] \otimes [D_2] \quad [D_2 \circ D_1] := [D_2] \circ [D_1]
\]

\[
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} := (1) \quad \begin{bmatrix}
1 \\
0
\end{bmatrix} := (1 \ 0) \quad \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} := \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}
\]

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} := \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix} \quad \begin{bmatrix}
1 & 0 & 0 & 1
\end{bmatrix} := \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}
\]

For any $\alpha \in \mathbb{R}$, $[\bullet] := (1 + e^{i\alpha})$, and for any $n, m \geq 0$ such that $n + m > 0$:

\[
\begin{bmatrix}
\begin{array}{c}
1 \\
\vdots \\
0 \\
\end{array}
\end{bmatrix} := \begin{pmatrix}
1 \\
0 \\
\vdots \\
0 \\
\end{pmatrix} \quad \begin{pmatrix}
0 \\
\vdots \\
0 \\
\end{pmatrix} := \begin{pmatrix}
1 \\
0 \\
\vdots \\
0 \\
\end{pmatrix} \quad \begin{pmatrix}
\alpha \\
\vdots \\
0 \\
\end{pmatrix} := \begin{pmatrix}
\alpha \\
\vdots \\
0 \\
\end{pmatrix} \quad \begin{pmatrix}
e^{i\alpha} \\
\vdots \\
0 \\
\end{pmatrix}
\]
\[ M^\otimes 0 = (1) \text{ and } M^\otimes k = M \otimes M^\otimes (k-1) \text{ for any } k \in \mathbb{N}^+. \]

To simplify, the red and green nodes will be represented empty when holding a 0 angle:

\[
\begin{align*}
\begin{array}{ccc}
\cdots & := & \cdots \\
\ast & := & \ast \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{ccc}
\cdots & := & \cdots \\
\ast & := & \ast \\
\end{array}
\end{align*}
\]

\[ \text{2.2 Complete axiomatisation for Clifford+T} \]

The complete axiomatisation of the ZX-calculus for Clifford+T introduced in [17] is given in Figure 1.

These rules come together with a set of implicit axioms aggregated under the paradigm “Only Topology Matters”, which states that the way the wires are bent or cross each other does not matter. What only matters is whether two dots are connected or not. Such rules are:
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2.3 Variables and Constants

It is customary to view some angles in the ZX-diagrams as variables, in order to prove families of equalities. For instance, the rule (S1) displays two variables $\alpha$ and $\beta$, and potentially gives an infinite number of equalities. Notice that in the
axioms of the ZX-calculus, the variables are used in a linear way, reflecting the phase group structure.

**Definition 1.** A ZX-diagram is linear in $\alpha_1, \ldots, \alpha_k$ with constants in $C \subseteq \mathbb{R}$, if it is generated by $R_Z^{(n,m)}(E)$, $R_X^{(n,m)}(E)$, $H$, $e$, $I$, $\sigma$, $\epsilon$, $\eta$, and the spatial and sequential compositions, where $n, m \in \mathbb{N}$, and $E$ is of the form $\sum_i n_i \alpha_i + c$, with $n_i \in \mathbb{Z}$ and $c \in C$.

Notice that all the diagrams in Figure 1 are linear in $\alpha, \beta, \gamma$ with constants in $\frac{\pi}{4}\mathbb{Z}$. A diagram linear in $\alpha_1, \ldots, \alpha_k$ is denoted $D(\alpha_1, \ldots, \alpha_k)$, or more compactly $D(\alpha)$ with $\alpha = \alpha_1, \ldots, \alpha_k$. Obviously, if $D(\alpha)$ is a diagram linear in $\alpha$, $D(\pi/2)$ denotes the ZX-diagram where all occurrences of $\alpha$ are replaced by $\pi/2$.

**3 Proving Equalities beyond Clifford+T**

While the set of rules of Figure 1 is complete for the Clifford+T fragment of the ZX-calculus, it can also prove a lot of equalities for the general ZX-calculus, when the rules (S1), (H), (K), (C) are supposed to hold for all angles rather than angles in the $\frac{\pi}{4}\mathbb{Z}$-fragment.

In fact, it can prove all equalities that are valid for linear diagrams with constants multiple of $\frac{\pi}{4}$, in the following sense:

**Theorem 1.** For any ZX-diagrams $D_1(\alpha)$ and $D_2(\alpha)$ linear in $\alpha = \alpha_1, \ldots, \alpha_k$ with constants in $\frac{\pi}{4}\mathbb{Z}$,  

$$\forall \alpha \in \mathbb{R}^k, \|D_1(\alpha)\| = \|D_2(\alpha)\| \iff \forall \alpha \in \mathbb{R}^k, ZX \vdash D_1(\alpha) = D_2(\alpha)$$

The proof essentially relies on the completeness of the $\pi/4$-fragment of the ZX-calculus: the variables are first turned into inputs of the diagrams (Prop. 1 and 3) and then replaced by some constant diagram in the $\frac{\pi}{4}\mathbb{Z}$-fragment (Lem. 2 and 5). To simplify the proofs, we will first consider the case where a single variable – with potentially several occurrences – is involved in the equation, the general case being similar and addressed in section 3.2.

**3.1 From variables to inputs**

We show in this section that, given an equation involving diagrams linear in some variable $\alpha$, the variables can be extracted, splitting the diagrams into two parts: a collection of points (points $\alpha$) and a constant diagram independent of the variables.

First we define the multiplicity of a variable in an equation:

**Definition 2.** For any $D_1(\alpha), D_2(\alpha) : n \to m$ two ZX-diagrams linear in $\alpha$, the multiplicity of $\alpha$ in the equation $D_1(\alpha) = D_2(\alpha)$ is defined as:

$$\mu_\alpha = \max_{i \in \{1, 2\}} \left( \mu_\alpha^+(D_i(\alpha)) \right) + \max_{i \in \{1, 2\}} \left( \mu_\alpha^-(D_i(\alpha)) \right)$$
where $\mu_+^\alpha(D)$ (resp. $\mu_-^\alpha(D)$) is the number of occurrences of $\alpha$ (resp. $-\alpha$) in $D$, inductively defined as

$$
\mu_+^\alpha(R_Z^{(n,m)}(t\alpha + c)) = \mu_+^\alpha(R_X^{(n,m)}(t\alpha + c)) = \begin{cases} 
\ell & \text{if } \ell > 0 \\
0 & \text{otherwise}
\end{cases}
$$

$$
\mu_-^\alpha(R_Z^{(n,m)}(t\alpha + c)) = \mu_-^\alpha(R_X^{(n,m)}(t\alpha + c)) = \begin{cases} 
-\ell & \text{if } \ell < 0 \\
0 & \text{otherwise}
\end{cases}
$$

$\forall \alpha \in \{+, -\}$, $\mu_0^\alpha(D \otimes D') = \mu_\alpha^\alpha(D \circ D') = \mu_0^\alpha(D) + \mu_0^\alpha(D')$

$\mu_0^\alpha(H) = \mu_0^\alpha(e) = \mu_0^\alpha(I) = \mu_0^\alpha(\sigma) = \mu_0^\alpha(\eta) = 0$

**Proposition 1.** For any $D_1(\alpha), D_2(\alpha) : n \rightarrow m$ two ZX-diagrams linear in $\alpha$ with constants in $\pi \frac{\alpha}{4}$ $Z$, there exist $D_1', D_2' : r \rightarrow n+m$ two ZX-diagrams with angles multiple of $\pi \frac{\alpha}{4}$ such that, for any $\alpha \in \mathbb{R}$, the equivalence

$$
\text{ZX} \vdash D_1(\alpha) = D_2(\alpha) \iff \text{ZX} \vdash D_1' \circ \theta_r(\alpha) = D_2' \circ \theta_r(\alpha)
$$

(1)

is provable using the axioms of the ZX-calculus, where $r$ is the multiplicity of $\alpha$ in $D_1(\alpha) = D_2(\alpha)$, and $\theta_r(\alpha) = (R_Z^{(0,1)}(\alpha))^{\otimes r}$.

Pictorially:

\[
\begin{array}{c}
& D_1(\alpha) & \cdots & D_2(\alpha) & \\
D_1(\alpha) & \cdots & \cdots & \cdots & D_2(\alpha)
\end{array}
\iff
\begin{array}{c}
& D_1'(\alpha) & \cdots & D_2'(\alpha) & \\
D_1'(\alpha) & \cdots & \cdots & \cdots & D_2'(\alpha)
\end{array}
\]

Proof. The proof consists in transforming the equation $D_1(\alpha) = D_2(\alpha)$ into the equivalent equation $D_1' \circ \theta_r(\alpha) = D_2' \circ \theta_r(\alpha)$ using axioms of the ZX-calculus. This transformation involves 6 steps:

– **Turn inputs into outputs.** First, each input can be bent to an output using $\eta$:

\[
\begin{array}{c}
\cdots & \cdots & \cdots & \cdots & \cdots \\
D_1(\alpha) & \cdots & \cdots & \cdots & D_2(\alpha)
\end{array}
\iff
\begin{array}{c}
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
D_1(\alpha) & \cdots & \cdots & \cdots & D_2(\alpha)
\end{array}
\]

– **Make the red spiders green.** All red spiders $R_X^{(k,l)}(n\alpha + c)$ are transformed into green spiders using the axioms (S1) and (H):

\[
\begin{array}{c}
\cdots & \cdots & \cdots & \cdots & \cdots \\
\begin{array}{c}
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
r
\end{array}
\end{array}
\]

– **Expanding spiders.** All spiders $R_Z(n\alpha + c)$ are expended using (S1) so that all the occurrences of $\alpha$ are $\uparrow$ or $\downarrow$:

\[
\begin{array}{c}
\cdots & \cdots & \cdots & \cdots & \cdots \\
\begin{array}{c}
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
r
\end{array}
\end{array}
\]
Changing the sign. Using (K) all occurrences of \(\alpha\) are replaced as follows: \(\alpha \mapsto \alpha\). Notice that this rule is not applied recursively, which would not terminate. After this step all the original \(-\alpha\) have been replaced by an \(\alpha\) and as many scalars have been created. So far, we have shown:

\[
D_1(\alpha) = D_2(\alpha) \iff D'_1 = D'_2
\]

(Re)moving scalars. The scalar has an inverse for \(\otimes\), which is (see Lemmas 11, 12 and 9). This has for consequence:

\[
\begin{align*}
- \quad ZX \vdash D_1 = D_2 & \iff ZX \vdash D_1 = D_2 \\
- \quad ZX \vdash D_1 = D_2 & \iff ZX \vdash D_1 = D_2
\end{align*}
\]

The scalars are eliminated by adding \(\max_{i \in \{1, 2\}} (\mu^-_\alpha(D_i))\) times the scalar on both sides, then simplifying when we have a scalar and its inverse.

\[
\begin{align*}
\iff \otimes_{i \in \{1, 2\}} (\mu^-_\alpha(D_i)) - \mu^-_\alpha(D_i) & \iff \otimes_{i \in \{1, 2\}} (\mu^-_\alpha(D_i)) - \mu^-_\alpha(D_i)
\end{align*}
\]

Balancing the variables. At this step the number of occurrences of \(\alpha\) might be different on both sides of the equation. Indeed, one can check that the side of \(D_i\) has \(\mu^+_\alpha(D_i) + \max_{j \in \{1, 2\}} (\mu^-_\alpha(D_j))\) occurrences of \(\alpha\). One can then use the simple equation (whose proof uses Lemmas 11, 12 and 9) \(\max_{i \in \{1, 2\}} (\mu^+_\alpha(D_i)) \max_{j \in \{1, 2\}} (\mu^-_\alpha(D_j))\) times on the side of \(D_i\). We hence end up with \(\mu^-_\alpha(D_1(\alpha)) = \max_{i \in \{1, 2\}} (\mu^+_\alpha(D_i(\alpha))) + \mu^-_\alpha(D_i)\) times the scalar on both sides, then simplifying when we have a scalar and its inverse.
Given $D_1(\alpha)$ and $D_2(\alpha)$ linear in $\alpha$ with constants in $\pi/4\mathbb{Z}$, if $\alpha$ has multiplicity 1 in $D_1(\alpha) = D_2(\alpha)$, then according to Prop. 1, the equation can be transformed into the following equivalent equation involving a single occurrence of $\alpha$:

$$D'_1 \equiv \begin{array}{c} \vdots \\ \vdots \end{array} = \begin{array}{c} \vdots \\ \vdots \end{array} D'_2$$

where $D'_1$ and $D'_2$ are in the $\pi/4$-fragment. Notice that equation (2) holds if and only if $\|D'_1\| = \|D'_2\|$, since $(\begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \end{array})$ forms a basis. Thus, a variable of multiplicity 1 can easily be removed, leading to an equivalent equation in the complete $\pi/4$-fragment of the ZX-calculus.

When a variable has a multiplicity $r > 1$ in an equation, the variable cannot be removed similarly as $(\begin{array}{c} 0 \\ 0 \end{array})^\otimes r$ does not generate a basis of the $2^r$-dimensional space when $r > 1$. However these dots can be replaced by an appropriate projector on the subspace generated by these dots, as described in the following.

### When multiplicity is 2
Consider the following diagram $R$:

$$R := \begin{array}{c} \vdots \\ \vdots \end{array}$$

One can check that $\|R\| = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \frac{1}{2} & \frac{1}{2} & 0 \\ 0 & \frac{1}{2} & \frac{1}{2} & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$. This matrix basically mixes the second and third elements of any size-4 vector. We can then show:
Lemma 1. For any $\alpha \in \mathbb{R}$, $\text{ZX} \vdash R \circ \theta_2(\alpha) = \theta_2(\alpha)$, i.e. pictorially:

$$\forall \alpha \in \mathbb{R}, \quad \text{ZX} \vdash \begin{array}{c} \alpha \\ R \end{array} = \begin{array}{c} \alpha \\ \theta_2 \end{array}$$

The proof is given in appendix.

Lemma 2. For any two ZX-diagrams $D_1, D_2 : 2 \rightarrow n$,

$$\forall \alpha \in \mathbb{R}, \left[ [D_1 \circ \theta_2(\alpha)] = [D_2 \circ \theta_2(\alpha)] \right] \iff [D_1 \circ R] = [D_2 \circ R]$$

i.e.,

$$\left( \forall \alpha \in \mathbb{R}, \begin{bmatrix} D_1 \\ \alpha \end{bmatrix} = \begin{bmatrix} D_2 \\ \alpha \end{bmatrix} \right) \iff \begin{bmatrix} R \\ D_1 \\ \alpha \end{bmatrix} = \begin{bmatrix} R \\ D_2 \\ \alpha \end{bmatrix}$$

where $\alpha$ does not appear in $D_1$ or $D_2$.

Proof. The proof consists in showing that $[R]$ is a projector onto $S = \text{span}\{[\theta_2(\alpha)] | \alpha \in \mathbb{R}\}$. According to Lemma 1, $[R]$ is the identity on $S$, moreover it is easy to show that $[R]$ is a matrix of rank 3 and that $[\theta_2(0)] , [\theta_2(\pi/2)] , [\theta_2(\pi)]$ are three linearly independent vectors in the image of $[R]$.

Arbitrary multiplicity We now want to generalise Lemma 2 to any multiplicity $r$ of $\alpha$. It turns out that there is no obvious generalization for $r$ wires of the matrix $[R]$ expressible using angles multiples of $\frac{\pi}{4}$, so we will rather use the following family $(P_r)_{r \geq 2}$ of diagrams:
For the reader convenience, here are the interpretations of $P_2$ and $P_3$:

\[
[P_2] = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix},
\]  
\[
[P_3] = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}.
\]

**Lemma 3.** For any $r \geq 2$ and any $\alpha \in \mathbb{R}$, $ZX \vdash P_r \circ \theta_r(\alpha) = \theta_r(\alpha)$ i.e.,

\[
ZX \vdash \begin{array}{c}
\begin{array}{c}
\cdots \\
\cdot
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\cdots \\
\cdot
\end{array}
\end{array}
\]

**Proof.** Notice that $[P_2 \circ R] = [R]$, so by completeness of the ZX-calculus for the $\frac{\pi}{4}$ fragment, $ZX \vdash P_2 \circ R = R$, so $ZX \vdash P_2 \circ R \circ \theta_2(\alpha) = R \circ \theta_2(\alpha)$. According to Lemma 1, it implies $ZX \vdash P_2 \circ \theta_2(\alpha) = \theta_2(\alpha)$. The proof for $r > 2$ is by induction on $r$.

**Lemma 4.** For any $r \geq 2$, $[P_r]$ is a matrix of rank at most $r + 1$.

The proof of Lemma 4 is given in appendix.

We can now prove a similar statement as in lemma 2:

**Lemma 5.** For any $r \geq 2$ and any $D_1, D_2 : r \to n$,

$(\forall \alpha \in \mathbb{R}, [D_1 \circ \theta_r(\alpha)] = [D_2 \circ \theta_r(\alpha)]) \iff [D_1 \circ P_r] = [D_2 \circ P_r]$ i.e.,

\[
\begin{pmatrix}
\cdot \\
D_1 \\
\end{pmatrix} = \begin{pmatrix}
\cdot \\
D_2 \\
\end{pmatrix} \iff \begin{pmatrix}
\cdot \\
P_r \\
\end{pmatrix} = \begin{pmatrix}
\cdot \\
P_r \\
\end{pmatrix}
\]

where $\alpha$ does not appear in $D_1$ nor $D_2$.

**Proof.** The proof consists in showing that $[P_r]$ is a projector onto $S_r = \text{span}\{\theta_r(\alpha)\} \mid \alpha \in \mathbb{R}$. According to Lemma 3, $[P_r]$ is the identity on $S_r$, and $[P_r]$ is of rank at most $r + 1$ according to Lemma 4, thus to finish the proof, it is sufficient to prove that the $r + 1$ vectors $(\theta_r(\alpha^{(j)}))_{j=0...r}$ are linearly independent, where $\alpha^{(j)} = j\pi/r$.

Let $\lambda_0, ..., \lambda_r$ be scalars such that $\sum_j \lambda_j \theta_r(\alpha^{(j)}) = 0$. Notice that the 2$^r$-th row (when rows are labeled from 1 to 2$^r$) of $\theta_r(\alpha^{(j)})$ is exactly $e^{i\pi \alpha^{(j)}}$. Therefore, if we look at all 2$^r$-th rows of the equations, we obtain

\[
\begin{pmatrix}
1 & 0^{i\alpha^{(0)}} & 1^{i\alpha^{(1)}} & \cdots & 1^{i\alpha^{(r)}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0^{i\alpha^{(0)}} & 0^{i\alpha^{(1)}} & \cdots & 0^{i\alpha^{(r)}} \\
\end{pmatrix}
\begin{pmatrix}
\lambda_0 \\
\lambda_1 \\
\vdots \\
\lambda_r \\
\end{pmatrix} = 0.
\]
However, the first matrix is a Vandermonde matrix, with $e^{i\alpha_j} = e^{i\alpha_i}$ iff $j = l$, which is enough to state that this matrix is invertible. Therefore all $\lambda^{(i)}$ are equal to 0 and the vectors $\theta_r(\alpha^{(j)})$ are linearly independent.

We are now ready to prove the main theorem in the particular case of a single variable:

**Proposition 2.** For any $D_1(\alpha), D_2(\alpha)$ ZX-diagrams linear in $\alpha$ with \( \frac{n}{4} \in \mathbb{Z} \),

\[
\forall \alpha \in \mathbb{R}, [D_1(\alpha)] = [D_2(\alpha)] \iff \forall \alpha \in \mathbb{R}, ZX \vdash D_1(\alpha) = D_2(\alpha)
\]

**Proof.** $[\iff]$ is a direct consequence of the soundness of the ZX-calculus. $[\Rightarrow]$ Assume $\forall \alpha \in \mathbb{R}, [D_1(\alpha)] = [D_2(\alpha)]$. According to Proposition 1, \( \forall \alpha \in \mathbb{R}, [D'_1 \circ \theta_r(\alpha)] = [D'_2 \circ \theta_r(\alpha)] \) where $D'_i$ are in the $\frac{n}{4}$-fragment of the ZX-calculus. It implies, according to Lemma 5, that $[D'_1 \circ P_r] = [D'_2 \circ P_r]$. Thanks to the completeness of the ZX-calculus for the $\frac{n}{4}$-fragment, $ZX \vdash D'_1 \circ P_r = D'_2 \circ P_r$, so $\forall \alpha \in \mathbb{R}, ZX \vdash D'_1 \circ P_r \circ \theta_r(\alpha) = D'_2 \circ P_r \circ \theta_r(\alpha)$. Thus, by Lemma 3, $\forall \alpha \in \mathbb{R}, ZX \vdash D'_1 \circ \theta_r(\alpha) = D'_2 \circ \theta_r(\alpha)$, which is equivalent to $\forall \alpha \in \mathbb{R}, ZX \vdash D_1(\alpha) = D_2(\alpha)$ according to Proposition 1.

### 3.3 Multiple variables

Proposition 1 can be straightforwardly extended to multiple variables:

**Proposition 3.** For any $D_1(\alpha), D_2(\alpha) : n \to m$ two ZX-diagrams linear in $\alpha = \alpha_1, \ldots, \alpha_k$ with constants in $\frac{n}{4} \in \mathbb{Z}$, there exist $D'_1, D'_2 : (\sum_{i=1}^k r_i) \to n + m$ two ZX-diagrams with angles multiple of $\frac{n}{4}$ such that, for any $\alpha \in \mathbb{R}^k$,

\[
D_1(\alpha) = D_2(\alpha) \iff D'_1 \circ \theta_r(\alpha) = D'_2 \circ \theta_r(\alpha)
\]

(3)

is provable using the axioms of the ZX-calculus, where $r_i$ is the multiplicity of $\alpha_i$ in $D_1(\alpha) = D_2(\alpha)$, $r := r_1, \ldots, r_k$, and $\theta_r(\alpha) := \theta_{r_1}(\alpha_1) \otimes \ldots \otimes \theta_{r_k}(\alpha_k)$.

Pictorially:

\[
ZX \vdash \begin{array}{c|c}
\vdots & \vdots \\
\vdots & \vdots \\
\end{array} = \begin{array}{c|c}
\vdots & \vdots \\
\vdots & \vdots \\
\end{array} \iff \begin{array}{c|c}
D'_1 & D'_2 \\
\vdots & \vdots \\
\end{array}
\]

Similarly Lemma 5 can also be extended to multiple variables:

**Lemma 6.** For any $k \geq 0$, any $r = r_1, \ldots, r_k \in \mathbb{N}^k$ and any $D_1, D_2 : (\sum_{i=1}^k r_i) \to n$, \( (\forall \alpha \in \mathbb{R}^k, [D_1 \circ \theta_r(\alpha)] = [D_2 \circ \theta_r(\alpha)]) \iff [D_1 \circ P_r] = [D_2 \circ P_r] \) where no $\alpha_i$ appear in $D_1$ or $D_2$, and $P_{r_1}, \ldots, P_{r_k} = P_{r_1} \otimes \ldots \otimes P_{r_k}$.
Using Proposition 3 and Lemma 6, the proof of Theorem 1 is a straightforward generalization of the single variable case (Proposition 2).

Notice that Theorem 1 implies that if $\forall \alpha \in \mathbb{R}^k, \|D_1(\alpha)\| = \|D_2(\alpha)\|$ then $D_1(\alpha) = D_2(\alpha)$ has a uniform proof in the ZX-calculus in the sense that the structure of the proof is the same for all the values of $\alpha \in \mathbb{R}^k$. Indeed, following the proof of Theorem 1, the sequence of axioms which leads to a proof of $D_1(\alpha) = D_2(\alpha)$ is independent of the particular values of $\alpha$. Notice, however, that Theorem 1 is non constructive.

4 Finite case-based reasoning

In order to prove that $\forall \alpha \in \mathbb{R}^k, \text{ZX} \vdash D_1(\alpha) = D_2(\alpha)$ using Theorem 1, one has to double check the semantic condition $\|D_1(\alpha)\| = \|D_2(\alpha)\|$ for all $\alpha \in \mathbb{R}^k$, which might not be easy in practice. We show in the following two alternative ways to prove $\forall \alpha \in \mathbb{R}^k, \text{ZX} \vdash D_1(\alpha) = D_2(\alpha)$ based on a finite case-based reasoning in the ZX-calculus.

4.1 Considering a basis

Theorem 2. For any ZX-diagrams $D_1(\alpha), D_2(\alpha) : 1 \rightarrow m$ linear in $\alpha = \alpha_1, \ldots, \alpha_k$ with constants in $\frac{\pi}{4}\mathbb{Z}$, if

$$\forall j \in \{0, 1\}, \forall \alpha \in \mathbb{R}^k, \text{ZX} \vdash D_1(\alpha) \circ R_X(j\pi) = D_2(\alpha) \circ R_X(j\pi)$$

then

$$\forall \alpha \in \mathbb{R}^k, \text{ZX} \vdash D_1(\alpha) = D_2(\alpha)$$

Proof. Assume $\text{ZX} \vdash D_1(\alpha) \circ R_X(j\pi) = D_2(\alpha) \circ R_X(j\pi)$ for any $j \in \{0, 1\}$ and any $\alpha \in \mathbb{R}^k$. It implies that for $x \in \left\{ \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \right\}$, $\|D_1(\alpha)\| x = \|D_2(\alpha)\| x$, so $\|D_1(\alpha)\| = \|D_2(\alpha)\|$, which implies according to Theorem 1 $\forall \alpha \in \mathbb{R}^k, \text{ZX} \vdash D_1(\alpha) = D_2(\alpha)$.

Notice that the Theorem 2 can be applied recursively: in order to prove the equality between two diagrams with $n$ inputs, $m$ outputs, and constants in $\frac{\pi}{4}\mathbb{Z}$, one can consider the $2^{n+m}$ ways to fix these inputs/outputs in a standard basis states. It reduces the existence of a proof between two diagrams with constants in $\frac{\pi}{4}\mathbb{Z}$ to the existence of proofs on scalar diagrams (diagrams with no input and no output).

Corollary 1.
Proof. We can prove that this equality is derivable by plugging our basis \( \left( \begin{array}{c}
\pi \\
\end{array} \right) \) on the input and one of the outputs. The detail is given in the appendix at Section A.4.

4.2 Considering a finite set of angles

**Theorem 3.** For any ZX-diagrams \( D_1(\alpha), D_2(\alpha) : n \to m \text{ linear in } \alpha = \alpha_1, \ldots, \alpha_k \text{ with constants in } \frac{\pi}{4}\mathbb{Z}, \) if

\[
\forall \alpha \in T_1 \times \ldots \times T_k, ZX \vdash D_1(\alpha) = D_2(\alpha)
\]

then

\[
\forall \alpha \in \mathbb{R}^k, ZX \vdash D_1(\alpha) = D_2(\alpha)
\]

with \( T_i \) a set of \( \mu_i + 1 \) distinct angles in \( \mathbb{R}/2\pi\mathbb{Z} \) where \( \mu_i \) is the multiplicity of \( \alpha_i \) in \( D_1(\alpha) = D_2(\alpha) \).

Proof. In the proof of Lemma 5, we actually only used \( \mu_\alpha + 1 \) values of \( \alpha \), that constitute a basis of \( S_{\mu_\alpha} \). This extends naturally to several variables: the dimension of \( S_{\mu_{\alpha_1}} \times \cdots \times S_{\mu_{\alpha_k}} \) is \( (\mu_{\alpha_1} + 1) \times \cdots \times (\mu_{\alpha_k} + 1) \), and taking \( \alpha \in T_1 \times \ldots \times T_k \) gives as many linearly independent vectors in (hence a basis of) \( S_{\mu_{\alpha_1}} \times \cdots \times S_{\mu_{\alpha_k}} \).

**Corollary 2.**

\[
\begin{array}{c}
\text{\includegraphics[width=0.2\textwidth]{example_diagram}}
\end{array}
\]

Proof. Notice that \( \mu_\alpha = 2 \) in this equation. Hence we just need to evaluate it for three values of \( \alpha \), for instance 0, \( \pi \) and \( \frac{\pi}{2} \). We actually do not need to also evaluate \( \beta \), although if we had to, since \( \mu_\beta = 3 \), we would have needed 4 different values for this variable, and so 12 valuations for the pair \((\alpha, \beta)\). Details are in appendix at Section A.5.

**Remark 1.** The number of occurrences of a variable is not to be mistaken for its multiplicity. For instance consider the following equation:

\[
\begin{array}{c}
\text{\includegraphics[width=0.1\textwidth]{example_diagram}}
\end{array}
\]

This equation is obviously wrong in general, but not for 0 and \( \pi \). If we tried to apply Theorem 3 with the number of occurrences (which seems to be 1), then we might end up with the wrong conclusion. The multiplicity (here \( \mu_\alpha = 2 \)) prevents this.
5 Diagram substitution

Definition 3. A diagram $D : 0 \rightarrow n$ is symmetric if for any permutation $\tau$ on \(\{1, \ldots, n\}\),
\[ Q_\tau([D]) = [D] \]
where $Q_\tau : \mathbb{C}^2 \rightarrow \mathbb{C}^2$ is the unique morphism such that:
\[ \forall \varphi_1, \ldots, \varphi_r \in \mathbb{C}^2, Q_\tau(\varphi_1 \otimes \ldots \otimes \varphi_r) = \varphi_{\tau(1)} \otimes \ldots \otimes \varphi_{\tau(r)}. \]

In particular for any diagram $D_0 : 0 \rightarrow 1$, $D_0 \otimes \ldots \otimes D_0$ is a symmetric diagram.

Theorem 4. For any $D_1(\alpha), D_2(\alpha) : r \rightarrow n$ and any symmetric $D(\alpha) : 0 \rightarrow r$ such that $D_1(\alpha), D_2(\alpha)$, and $D(\alpha)$ are linear in $\alpha$ with constants in $\mathbb{Z}$, if $\forall \alpha_0 \in \mathbb{R}, \forall \alpha \in \mathbb{R}^k, ZX \vdash D_1(\alpha) \circ \theta_r(\alpha_0) = D_2(\alpha) \circ \theta_r(\alpha_0)$ then $\forall \alpha \in \mathbb{R}^k, ZX \vdash D_1(\alpha) \circ D(\alpha) = D_2(\alpha) \circ D(\alpha)$ i.e., pictorially:
\[
\forall \alpha_0 \in \mathbb{R}, \forall \alpha \in \mathbb{R}^k, \quad ZX \vdash \begin{bmatrix} D_1(\alpha) \\ \vdots \end{bmatrix} = \begin{bmatrix} D_2(\alpha) \\ \vdots \end{bmatrix} \]
\[
\Rightarrow \quad \forall \alpha \in \mathbb{R}^k, ZX \vdash \begin{bmatrix} D(\alpha) \\ \vdots \end{bmatrix} = \begin{bmatrix} D(\alpha) \\ \vdots \end{bmatrix}
\]

Proof. If $\forall \alpha_0 \in \mathbb{R}, \forall \alpha \in \mathbb{R}^k, ZX \vdash D_1(\alpha) \circ \theta_r(\alpha_0) = D_2(\alpha) \circ \theta_r(\alpha_0)$ then $\llbracket D_1(\alpha) \circ \theta_r(\alpha_0) \rrbracket = \llbracket D_2(\alpha) \circ \theta_r(\alpha_0) \rrbracket$, so according to Lemma 5, $\llbracket D_1(\alpha) \circ P_r \rrbracket = \llbracket D_2(\alpha) \circ P_r \rrbracket$. It implies that $ZX \vdash D_1(\alpha) \circ P_r = D_2(\alpha) \circ P_r$, so $ZX \vdash D_1(\alpha) \circ P_r \circ D(\alpha) = D_2(\alpha) \circ P_r \circ D(\alpha)$. To complete the proof, it is enough to show that $ZX \vdash P_r \circ D(\alpha) = D(\alpha)$.

Let $S = \{\llbracket D \rrbracket : D : 0 \rightarrow n$ symmetrical\}. First we show that $S$ is of dimension at most $r + 1$. Indeed, notice that if $\varphi \in S$, then $\forall i, j \in \{0, \ldots, 2^r - 1\}$ s.t. $|i|_1 = |j|_1$, $\varphi_{(i)} = \varphi_{(j)}$, where $|x|_1$ is the Hamming weight of the binary representation of $x$. As a consequence, for any $\varphi \in S$, $\exists a_0, \ldots, a_r \in \mathbb{C}$ s.t. $\varphi = \sum_{h=0}^n a_h \varphi^{(h)}$ where $\varphi^{(h)} \in \mathbb{C}^{2^r}$ is defined as $\varphi^{(h)}_i = \begin{cases} 1 & \text{if } |i|_1 = h \\ 0 & \text{otherwise} \end{cases}$. Thus $S$ is of dimension at most $r + 1$. Moreover, for any $\alpha \in \mathbb{R}$, $\llbracket \theta_r(\alpha) \rrbracket \in S$, so $S \subseteq S_r := \text{span}\{\llbracket \theta_r(\alpha) \rrbracket : \alpha \in \mathbb{R}\}$. Since $S_r$ is of dimension $r + 1$ (see proof of Lemma 5), $S = S_r$. As a consequence $\llbracket D \rrbracket \in S_r$, so $\llbracket P_r \rrbracket \circ \llbracket D(\alpha) \rrbracket = \llbracket D(\alpha) \rrbracket$, since, according to Lemma 3 for any $\alpha \in \mathbb{R}$, $\llbracket P_r \circ \theta_r(\alpha) \rrbracket = \llbracket \theta_r(\alpha) \rrbracket$. Thus, $ZX \vdash P_r \circ D(\alpha)$ thanks to Theorem 1.

Corollary 3.

\[
\forall \alpha, \beta \in \mathbb{R}^2, \quad ZX \vdash \begin{bmatrix} 1 & 1 & 1 \\ 0 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 1 & 1 \end{bmatrix}
\]
Proof. Indeed, simply by decomposing the colour-swapped version of (SUP) using (S1), we can derive:

\[ \forall \alpha \in \mathbb{R}, \ ZX \vdash r = z \]

Now we just need to apply Theorem 4 with

\[ D(\alpha, \beta) := \]

which is clearly symmetrical, and use (S1) to merge the adjacent red nodes.

6 Completion of ZX-calculus for general quantum mechanics

6.1 Incompleteness

The axiomatisation of ZX-calculus (figure 1) is complete for the Clifford+T quantum mechanics –i.e. the \( \frac{\pi}{4} \)-fragment–, but is not complete in general:

**Theorem 5.** There exist two ZX-diagrams \( D_1 \) and \( D_2 \) such that:

\[ \llbracket D_1 \rrbracket = \llbracket D_2 \rrbracket \quad \text{and} \quad ZX \not \vdash D_1 = D_2 \]

**Proof.** Consider the following equation:

\[ \begin{array}{c}
\begin{array}{c}
\frac{2\pi}{3} \\
\frac{2\pi}{3}
\end{array}
\end{array}\]

This equation is sound, it represents

\[ (1 + e^{i \frac{2\pi}{3}})(1 + e^{i \frac{4\pi}{3}}) = 1 + e^{i \frac{2\pi}{3}} + e^{i \frac{4\pi}{3}} + e^{i \frac{6\pi}{3}} = 1 \]

However, consider the interpretation \( \llbracket \cdot \rrbracket_9 \) that multiplies all the angles by 9. All the multiples of \( \frac{\pi}{4} \) remain unchanged (\( k\frac{\pi}{4} \times 9 = k\frac{9\pi}{4} = \frac{4k\pi}{4} \)). It is then easy to show that all the rules in Figure 1 hold with this interpretation. However:

\[ \llbracket \begin{array}{c}
\begin{array}{c}
\frac{2\pi}{3} \\
\frac{2\pi}{3}
\end{array}
\end{array} \rrbracket_9 = \begin{array}{c}
\begin{array}{c}
\bullet \\
\bullet
\end{array}
\end{array} \neq \begin{array}{c}
\begin{array}{c}
\circ \\
\circ
\end{array}
\end{array} = \llbracket \begin{array}{c}
\begin{array}{c}
\bullet \\
\bullet
\end{array}
\end{array} \rrbracket_9 \]

Indeed the left hand side amounts to 4 while the right hand side amounts to 1. Since all the rules in Figure 1 hold with this interpretation, if the calculus were complete, then it would prove the above equation and so its interpretation would hold. It does not, so the ZX-Calculus is not complete.
Notice that thanks to Theorem 1, a completion of the ZX calculus would imply to add either non linear axioms, or axioms with constants not multiple

\[
\alpha + \beta \quad \text{(S1)}
\]

\[
\pi - \alpha \quad \text{(K)}
\]

\[
\pi - \frac{\pi}{4} \quad \text{(E)}
\]

\[
\pi + \pi - \pi = \pi \quad \text{(B1)}
\]

\[
\theta_2 \theta_1 \quad \text{(EU)}
\]

\[
\alpha \quad \text{(H)}
\]

\[
2 \alpha + \pi \quad \text{(SUP)}
\]

\[
2e^{i\theta_3} \cos(\gamma) = e^{i\theta_1} \cos(\alpha) + e^{i\theta_2} \cos(\beta)
\]

Fig. 2. Set of rules for the general ZX-Calculus with scalars, denoted \(ZX_c\). All of these rules also hold when flipped upside-down, or with the colours red and green swapped. The right-hand side of (E) is an empty diagram. (...) denote zero or more wires, while (\(\ldots\)) denote one or more wires.
of $\pi/4$. Such potential axioms have already been discovered, for instance the cyclotomic supplementarity [18]:

$$\alpha + \pi \frac{n}{n-1} \alpha + \cdots = (\text{SUP}_n)$$

Adding this family of axioms to those of Figure 1 would nullify the counterexample in the proof of 5 (the equality is derivable from $\text{ZX}+(\text{SUP}_3)$). However, the ZX-Calculus, with this set of axioms, would still be incomplete. Indeed, the argument given in [18] still holds here.

In the following, we actually show that adding one axiom to the set in Figure 1 is sufficient to get the completeness in general. Contrary to the previous family of axioms, this one manipulates angles in a non-linear fashion.

### 6.2 A complete axiomatisation

We add a new axiom (A) to the previous set of axioms, and define $\text{ZX}_c$ as the resulting set of axioms. This set is given in Figure 2. The side condition $2e^{i\theta_1} \cos(\gamma) = e^{i\theta_1} \cos(\alpha) + e^{i\theta_2} \cos(\beta)$ forces this axiom to be non-linear. As announced:

**Theorem 6.** The set of rules $\text{ZX}_c$ (Figure 2) is complete. For any two ZX-diagrams $D_1$ and $D_2$:

$$[[D_1]] = [[D_2]] \iff \text{ZX}_c \vdash D_1 = D_2$$

The rest of the article is dedicated to the proof of this theorem.

### ZW-Calculus

To do so, as in [17,21], we will use the completeness of another graphical calculus for quantum mechanics called ZW-Calculus, that we present in this section.

The GHZ/W-Calculus, developed by Coecke and Kissinger [6], has been turned into another language, called ZW-Calculus by Hazihasanovic, who also proved its completeness [14]. This language initially dealt with matrices over $\mathbb{Z}$, but it has been expanded later on, and its more universal version deals with $\mathbb{C}$ [15]. It is generated by:

$$T_c = \left\{ \frac{n}{m} \right\} \cup \{\text{other symbols}\}$$

where $n, m \in \mathbb{N}, r \in \mathbb{C}$.
and diagrams are created thanks to the two same – spacial and sequential – compositions.

The diagrams represent matrices, in accordance to the standard interpretation, that associates to any diagram of the ZW-Calculus $D$ with $n$ inputs and $m$ outputs, a linear map $\llbracket D \rrbracket : \mathbb{C}^{2^n} \to \mathbb{C}^{2^m}$, inductively defined as:

$$\llbracket D_1 \otimes D_2 \rrbracket := \llbracket D_1 \rrbracket \otimes \llbracket D_2 \rrbracket$$

$$\llbracket D_2 \circ D_1 \rrbracket := \llbracket D_2 \rrbracket \circ \llbracket D_1 \rrbracket$$

$$\llbracket [\cdots] \rrbracket := (1) \quad \llbracket [1] \rrbracket := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \llbracket [\Uparrow] \rrbracket := (1 \ 0 \ 0 \ 1)$$

$$\llbracket [\Uparrow] \rrbracket := \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad \llbracket [\Uparrow] \rrbracket := \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}$$

$$\llbracket [\Uparrow] \rrbracket := \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix} \quad \llbracket [\bullet] \rrbracket := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \llbracket [\Uparrow] \rrbracket := \begin{pmatrix} 0 & 1 \\ 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}$$

$$\llbracket r \circ \bullet \rrbracket = (1 + r) \quad \llbracket \begin{pmatrix} n \\ r \\ \cdots \\ m \end{pmatrix} \rrbracket = \begin{pmatrix} 1 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0 & r \end{pmatrix}^{2^n} \quad (n + m > 0)$$

We use the same notation for the two standard interpretations, from either one of the two languages to their corresponding matrices.

When a white dot has no visible parameter, then 1 is implicitly used.

The ZW-Calculus comes with its own set of axioms, depicted in appendix in Section A.6. The paradigm “only topology matters” still stands here, and gives a number of implicit rules, the same way it does with the ZX-Calculus, but for one node, $\Uparrow$, for which the order of inputs and outputs matters. Here again, one can transform a diagram into an equivalent one by locally applying the axioms of the ZW: For any three diagrams of the ZW-Calculus, $D_1$, $D_2$, and $D$, if $ZW \vdash D_1 = D_2$, then:

- $ZW \vdash D_1 \circ D = D_2 \circ D$
- $ZW \vdash D \circ D_1 = D \circ D_2$
- $ZW \vdash D_1 \otimes D = D_2 \otimes D$
- $ZW \vdash D \otimes D_1 = D \otimes D_2$

**Interpretations from ZX to ZW and back** Both the ZX-Calculus and the ZW-Calculus are universal for complex matrices, so there exists a pair of translations between the two languages which preserve the semantics ($[\cdot]_X : ZW \to ZX$ and $[\cdot]_W : ZX \to ZW$ s.t. $\forall D \in ZX, [\llbracket D \rrbracket]_X = [\llbracket D \rrbracket]$ and $\forall D \in ZW, [\llbracket D \rrbracket]_W = [\llbracket D \rrbracket]$). The axiom (A) has been chosen so that we can prove that $ZX \vdash [\llbracket D \rrbracket]_W = D$ for any generator $D$ of the ZX-calculus and that.
ZX ⊢ \([D_1]_X = [D_2]_X\) for any axiom \(D_1 = D_2\) of the ZW calculus. The choice of the translations is however essential as the new axiom relies on them.

The \([.]_W\) translation can be canonically defined using the normal form of the ZW-calculus: for any generator \(D\) of the ZX one can define \([D]_W\) as the ZW normal form representation of the matrix \([D]\). It is however convenient to deviate from this canonically defined interpretation for the green and red spiders and for the Hadamard gate. We end up with basically the same translation from ZX to ZW as in [21]:

\[
\begin{align*}
\begin{array}{cccc}
\{\} &\mapsto& \{\} &\mapsto \text{ | } \\
\otimes &\mapsto& \bigotimes &\mapsto \bigotimes \\
\cdot &\mapsto& \cdot &\mapsto \cdot \\
\end{array}
\end{align*}
\]

The \([.]_X\) translation has already been partially defined in [17]. To extend it to the generalised white spider present in ZW, the main subtlety is the encoding of positive real numbers in the ZX-diagrams. In [21], the authors decompose, roughly speaking, a positive real number into its integer part and its non-integer part. Our translation relies on a different (although not unique) decomposition:

\[
\forall z \in \mathbb{C}, \ \exists (n, \theta, \beta) \in \mathbb{N} \times [0; 2\pi] \times [0; \frac{\pi}{2}], \quad z = 2^n \cos(\beta)e^{i\theta}
\]

\[
\begin{align*}
\begin{array}{cccc}
\{\} &\mapsto& \{\} &\mapsto \text{ | } \\
\otimes &\mapsto& \bigotimes &\mapsto \bigotimes \\
\cdot &\mapsto& \cdot &\mapsto \cdot \\
\end{array}
\end{align*}
\]
Remark 2. $n$ is well-defined: Every complex number $x \neq 0$ can be expressed as $\rho e^{i\theta}$ where $\rho \in \mathbb{R}^*\mathbb{R}^+$. If $x = 0$, then $n := 0$. However, $\theta$ may take any value, but it makes no difference (see Section A.9 in appendix).

We may prove the two following propositions:

**Proposition 4.**

$$Z\!X_c \vdash D = [[D]]_W_X$$

Proof in appendix at Section A.7.

**Proposition 5.**

$$ZW \vdash D_1 = D_2 \Rightarrow Z\!X_c \vdash [D_1]_X = [D_2]_X$$

Proof in appendix at Section A.9.

The completeness of the calculus is now easy to prove:

**Proof (Theorem 6).** Let $D_1$ and $D_2$ be two diagrams of the ZX-Calculus such that $[[D_1]]_W = [[D_2]]_W$. Since $[[\cdot]]_W$ preserves the the semantics, $[[D_1]]_W = [[D_2]]_W$. By completeness of the ZW-Calculus, $ZW \vdash [D_1]_W = [D_2]_W$. By Proposition 5, $Z\!X_c \vdash [[D_1]]_W_X = [[D_2]]_W_X$. Finally, by Proposition 4, $Z\!X_c \vdash D_1 = D_2$ which completes the proof.

7 Discussion

Together with the 12 axioms used for the Clifford+T completeness, the present complete axiomatisation is composed of 13 axioms, i.e. (less than) half of the 32 axioms in [21]. Moreover our axiomatisation is “retro-compatible” in the sense that any proof being derived so far with some previous version of the ZX-calculus can be straightforwardly derived using this set of axioms. Indeed, this set of axioms has been obtained after successive refinements of the original axiomatisation of the ZX-calculus, where every discarded axiom has been constructively proved to be derivable using the remaining axioms.

The rule (A) comes with a side condition on the affected angles: $2e^{i\theta_3} \cos(\gamma) = e^{i\theta_1} \cos(\alpha) + e^{i\theta_2} \cos(\beta)$. In order to claim that the ZX-calculus is complete without the help of some external computations, axiom (A) must be seen as an infinite (uncountable) family of axioms. Notice that other axioms (e.g. (S1),
(K)) also involve some operations ($\alpha + \beta$ or $-\alpha$) however these Phase group operations are not side operations, but on the contrary fundamental properties on which the ZX-calculus has been built. In this sense the complete axiomatisation is “pseudo-finite”, and the quest for a complete and finite axiomatisation of the ZX-calculus for a non-approximative universal fragment is still open. One way to achieve such finite completeness would be to provide translations $[.]_X$ and $[.]_W$ between the ZX and ZW calculi which somehow preserve the phase group structure of the ZX-Calculus and the ring structure of the ZW-Calculus. Notice however that [22] and [18] are two different kinds of evidence that such a finite complete axiomatisation may not exist.
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A Appendix

As in [17], we define the triangle as a syntactic sugar for a bigger diagram:

\[
\begin{align*}
\pi & \quad \pi \\
\pi & \quad \pi \\
\pi & \quad \pi \\
\pi & \quad \pi
\end{align*}
\]

It has interpretation \[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix}
\]

A.1 Lemmas

We first give a few useful lemmas:

Lemma 7.

\[
\begin{pmatrix}
\end{pmatrix}
\]

Lemma 8.

\[
\begin{pmatrix}
\end{pmatrix}
\]

Lemma 9.

\[
\begin{pmatrix}
\end{pmatrix}
\]

Lemma 10.

\[
\begin{pmatrix}
\end{pmatrix}
\]

Lemma 11.

\[
\begin{pmatrix}
\end{pmatrix}
\]

Lemma 12.

\[
\begin{pmatrix}
\end{pmatrix}
\]

Lemma 13.

\[
\begin{pmatrix}
\end{pmatrix}
\]

Lemma 14.
Lemma 15.  $\pi \leftarrow \pi$

Lemma 16.  $\pi \leftarrow \pi$

Lemma 17.  $\beta \leftarrow \alpha \pi \beta \pi = (S1) (B1) \beta \alpha \pi \pi = 10 \alpha \beta \pi \pi = (S1) + (B1) - \pi \pi \pi \pi \alpha \pi = (S1) (S1) \pi = (S1) (S2) (S1)$

Lemma 18.  $\pi \leftarrow \pi$

Lemma 19.  $\pi \leftarrow \pi$

Lemma 20.  $\pi \leftarrow \pi$

Lemma 21.  $\pi \leftarrow \pi$

Lemma 22.  $\pi \leftarrow \pi$

Proof. All these lemmas except Lemmas 17, 11 and 12 come from the completeness in the $\pi$-fragment [17].

• 11:

• 12:
A.2 Proof of Lemma 1
A.3 Proof of Proposition 4

We will prove the result diagrammatically. If \( x \in \{0; 1\}^n \), we denote \( u_n(x) := \left[ \begin{array}{c} x_1 \\
 \vdots \\
 x_n \end{array} \right] \). Notice that \( (u_n(x))_{x \in \{0,1\}^n} \) forms a basis of \( \mathbb{C}^{2^n} \). We show that if 01 appears in the word \( x \), then \( P_n \circ u_n(x) = 0 \). Diagrammatically, by completeness of the \( \frac{\pi}{4} \)-fragment of the ZX-Calculus, since the equations are sound:

\[
\begin{align*}
\text{ZX } &\vdash P_2 = \\
\text{ZX } &\vdash P_2 = \\
\end{align*}
\]

The scalar \( \bullet \) representing 0, the base case is handled by the first equality. In the general case, either 01 appears on the first two wires, and the same equality produces the result, otherwise the second schema appears, and 01 appears somewhere in the word applied to \( P_{n-1} \). This proves the result by induction. Hence, the only possible words that are not in the kernel of \( P_n \) are \( 1^p0^{n-p} \) for \( p \in \{0, \cdots, n\} \), so there are \( n + 1 \) of them. \( \square \)

A.4 Details of the Proof for Corollary 1

We first plug the basis \( \left( \begin{array}{c} \bullet \\
 \bullet \end{array} \right) \) in the input:

- Left hand side:
• Right hand side:

The resulting two diagrams are equal when \( \beta \) is plugged.

• Left hand side:

Now we could have concluded directly with the help of Corollaries 3 and 2. For the sake of the example, though, we are going to plug our basis on, say, the left hanging branch:

*
Hence, the two initial diagrams result in the same diagram when the basis is applied. Thanks to Theorem 2, the ZX-Calculus proves the equality between the two initial diagrams.

A.5 Details of the Proof for Corollary 2

- $\alpha = 0$:
  - Left hand side:

- $\alpha = \pi$:
  - Left hand side:

- $\alpha = \frac{\pi}{2}$:
The results are the same for three different values of \( \alpha \). This is enough to get the equation in Corollary 2, according to Theorem 3.

\[ \square \]

A.6 Rules of the ZW-Calculus

\[ \begin{align*}
\text{Left hand side:} & \\
\begin{array}{c}
\text{Right hand side:}
\end{array}
\end{align*} \]
The result is obvious for cups, caps, single wires, empty diagrams and swaps. Moreover, if we have the result for green dots and the Hadamard gate, then we also have it for red dots by construction.

For green dots, since \( n = \max(0, \lceil \log_2(1) \rceil) = 0, \beta = \gamma = 0:\)

\[
\begin{align*}
\alpha & \mapsto e^{i\alpha} \mapsto \alpha \\
& \equiv (B1) \\
& \equiv (S1)
\end{align*}
\]
For Hadamard, first notice:

\[
\begin{align*}
\sqrt{2} & \mapsto \pi - \pi/4 = 9/7 (B1) \\
(\pi) & \mapsto \pi/4 = 9 (K) (S1) \\
\pi & \mapsto 15 = 11/12 (S1) \\
\pi/2 & \mapsto 11/12 (S2)
\end{align*}
\]

since \( n = 0, \beta = \arccos(1/\sqrt{2}) = \pi/4, \gamma = \arccos(1) = 0 \). Finally:

\[
\begin{align*}
\sqrt{2} & \mapsto \pi - \pi/2 = (S1) \\
\pi/4 & \mapsto \pi/4 = (S2)
\end{align*}
\]

A.8 Lemmas for \( ZX_c \)

Lemma 23.

\[
ZX_c \vdash \quad = \quad \text{where } \cos(\gamma) = \cos(\alpha) \cos(\beta)
\]

Proof.

\[
ZX_c \vdash \quad = \quad \text{Thm 1}
\]

where \( \cos(\gamma) = \frac{1}{2} (\cos(\alpha - \beta) + \cos(\alpha + \beta)) = \cos(\alpha) \cos(\beta) \).
Lemma 24. We can deduce an equality similar to the rule (A):

\[ e^{i\theta_3 \cos(\gamma)} = e^{i\theta_1 \cos(\alpha)} + e^{i\theta_2 \cos(\beta)} \]

Proof. We end up with the right part of the rule (A), and applying the rule with \( \cos(\gamma') = 2 \cos(\gamma) \) and \( \cos(\gamma'') = \sqrt{2}\cos(\gamma') = 2\cos(\gamma) \). We end up with the right part of the rule (A), and applying the rule with \( \cos(\gamma'') \) gives the wanted condition on the angles.

Lemma 25.
Let \( \rho \in \mathbb{R}^+ \). Then, for any \( n_1, n_2 \geq \max(0, \lceil \log_2(\rho) \rceil) \):

\[ \beta_1 = \arccos \left( \frac{\rho}{\sqrt{2}} \right) \quad \gamma_1 = \arccos \left( \frac{\rho}{\sqrt{2}} \right) \quad \beta_2 = \arccos \left( \frac{\rho}{\sqrt{2}} \right) \quad \gamma_2 = \arccos \left( \frac{\rho}{\sqrt{2}} \right) \]

Proof. First we prove:
We now show the result for \( n \geq \max (0, \lceil \log_2(\rho) \rceil) \) and \( n + 1 \), which then generalises to lemma 25 by induction:

\[
\begin{align*}
\beta &= \arccos \left( \frac{\rho}{2^n} \right) \quad \gamma = \arccos \left( \frac{1}{2^n} \right) \\
\beta' &= \arccos \left( \frac{\rho}{2^n \cos(\pi/3)} \right) = \arccos \left( \frac{\rho}{2^n + 1} \right) \\
\gamma' &= \arccos \left( \frac{1}{2^n + 1} \right)
\end{align*}
\]

**Corollary 4.** For any \( n \in \mathbb{N} \), with \( \gamma = \arccos \left( \frac{1}{2^n} \right) \):

\[
\begin{align*}
\beta &= \arccos \left( \frac{\rho}{2^n} \right) \quad \gamma = \arccos \left( \frac{1}{2^n} \right) \\
\beta' &= \arccos \left( \frac{\rho}{2^n \cos(\pi/3)} \right) = \arccos \left( \frac{\rho}{2^n + 1} \right) \\
\gamma' &= \arccos \left( \frac{1}{2^n + 1} \right)
\end{align*}
\]

**Lemma 26.** The green node \( \otimes \) has an inverse if \( \alpha \neq \pi \mod 2\pi \):

\[
\begin{align*}
\beta &= \arccos \left( \frac{\rho}{2^n} \right) \quad \gamma = \arccos \left( \frac{1}{2^n} \right) \\
\beta' &= \arccos \left( \frac{\rho}{2^n \cos(\pi/3)} \right) = \arccos \left( \frac{\rho}{2^n + 1} \right) \\
\gamma' &= \arccos \left( \frac{1}{2^n + 1} \right)
\end{align*}
\]

for \( n \geq \log_2 \left( \frac{1}{\lceil \cos(\alpha/2) \rceil} \right) \) and \( \beta = 2 \arccos \left( \frac{1}{2^n \cos(\pi/2)} \right) \).
Proof. Notice that $\beta$ is well defined if $\alpha \neq \pi \mod 2\pi$. With these values of $n$ and $\beta$, $\cos(\alpha/2) \cos(\beta/2) = \cos(\gamma)$ with $\gamma = \arccos\left(\frac{1}{2}n\right)$. Then:

\[
\begin{array}{c}
\alpha = \beta = \gamma = \arccos\left(\frac{1}{2}n\right)
\end{array}
\]

\[
\begin{array}{c}
\alpha = \beta = \gamma = \arccos\left(\frac{1}{2}n\right)
\end{array}
\]

\[
\begin{array}{c}
\alpha = \beta = \gamma = \arccos\left(\frac{1}{2}n\right)
\end{array}
\]

\[
\begin{array}{c}
\alpha = \beta = \gamma = \arccos\left(\frac{1}{2}n\right)
\end{array}
\]

\[
\begin{array}{c}
\alpha = \beta = \gamma = \arccos\left(\frac{1}{2}n\right)
\end{array}
\]

A.9 Proof of Proposition 5

Since we have built the set of rules $Z_X$, upon the one in [17] which is complete for Clifford+T, we basically just need to prove the result for the ZW-rules in which a parameter (different from $\pm 1$) appears: 1c, 3b, 4a, 4b and 6c. Notice that the rule 0c is obvious.

• 1c:}

\[
\begin{array}{c}
\alpha = \beta = \gamma = \arccos\left(\frac{1}{2}n\right)
\end{array}
\]

where:

\[
n_k = \max(0, \lceil \log_2(\rho_k) \rceil) \quad n = n_1 + n_2
\]

\[
\beta_k = \arccos\left(\frac{\rho_k}{2^{n_k}}\right) \quad \beta = \arccos\left(\frac{\rho}{2^n}\right)
\]

\[
\gamma_k = \arccos\left(\frac{1}{2^{n_k}}\right) \quad \gamma = \arccos\left(\frac{1}{2^n}\right)
\]

Notice that $\lceil \log_2(\rho_1 \rho_2) \rceil = \lceil \log_2(\rho_1) + \log_2(\rho_2) \rceil \leq \lceil \log_2(\rho_1) \rceil + \lceil \log_2(\rho_2) \rceil$, so the result might not be precisely the one given by $X$, but it can be patched thanks to lemma 25.

• 3b: corollary 1.
• 4a: suppose $\rho_1 \geq \rho_2$, then using lemma 25 to have the same $n$ on both sides:

\[
\begin{align*}
\rho_1 e^{i\theta_1} &\rightarrow \rho_1 e^{i\theta_1} + \rho_2 e^{i\theta_2} \\
\rho_2 e^{i\theta_2} &\rightarrow \rho_1 e^{i\theta_1} + \rho_2 e^{i\theta_2}
\end{align*}
\]

with

\[
\begin{align*}
\beta_k &= \arccos \left( \frac{\rho_k}{2n} \right) \\
\gamma &= \arccos \left( \frac{1}{2n} \right) \\
\theta_3 &= \arg(\rho_1 e^{i\theta_1} + \rho_2 e^{i\theta_2}) \\
\lambda &= \arccos \left( \frac{e^{i\theta_1} - \theta_3 \cos \beta_1 + e^{i\theta_2} - \theta_3 \cos \beta_2}{e^{i\theta_3} 2n} \right)
\end{align*}
\]

which is what

\[
\begin{bmatrix}
\rho_1 e^{i\theta_1} + \rho_2 e^{i\theta_2}
\end{bmatrix}
\]

\[
\longrightarrow
\]

gives.

• 4b:

\[
\begin{align*}
0 &\rightarrow \bigcirc_{n} = (B1) \\
&\rightarrow \bigcirc_{n} = (S2)
\end{align*}
\]

• 6c: First, using corollary 4, for $\gamma = \arccos \left( \frac{1}{2n} \right)$.
then, with:

\[ n = \max (0, \lceil \log_2 (\rho) \rceil) \]
\[ \beta = \arccos \left( \frac{\rho}{2^n} \right) \]
\[ \gamma = \arccos \left( \frac{1}{2^n} \right) \]

This is enough to show that rule 6c stands, because the case \( r = 1 \) has already been treated to show the completeness of ZX for Clifford+T. \( \square \)