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ABSTRACT

In this paper, we are interested in comparing human trajectories using skeleton information provided by a consumer RGB-D sensor. In fact, 3D human joints given by skeletons offer an important information for human motion analysis. In this context, the use of manifolds has grown considerably in the computer vision community in recent years. The main contribution of this study resides in working jointly with two manifolds. The matching of the trajectories is performed in Stiefel manifold and dissimilarity measure is carried out in Grassmann manifold. Indeed, trajectories of motions are provided by the projection in the Stiefel manifold. Then, the Stiefel distance is used within the dynamic time warping in order to define the appropriate matching between a reference trajectory and a test one. This allows avoiding that the rotation within the motion will be ignored, as it is the case with the Grassmann manifold. Then, the dissimilarity is evaluated using the Grassmann distance to compare motions while being invariant against rotation. Realized experiments on standard challenging datasets prove that the proposed method, for the comparison of human trajectories with different sizes, performs accurately compared to existing manifold-based methods.
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1. INTRODUCTION

Recognizing and analyzing human actions in videos is a challenging task with very complex actions in the real world (Barhoumi, 2014). Recently, skeleton-based human representations have been intensively studied and kept attracting an increasing attention. Some recent surveys, such as (Presti et Cascia, 2016), (Alashkar et al., 2016) and (Han et al., 2017), together overview this research area. The recent focus on skeleton representation has resulted in a variety of approaches, to conduct research on action recognition (Song et al., 2017) and modeling (Ding et Liu, 2017), tracking (Anjum et al., 2017) and re-identification (Wu et al., 2017). Indeed, the importance of the interpretation of human behavior from skeleton information was firstly reclaimed by (Shotton et al., 2011). We find success of skeleton information in action recognition such as (Vemulpalli et al., 2014) that use skeletal representation to prove the 3D geometric relationships of body parts in Lie group using rotations and translations in 3D space. Besides, (Du et al., 2015) propose a hierarchical recurrent neural network based on skeleton. The input skeleton is divided into five parts according to human physical structure, and a recurrent neural network is applied to classify the actions. Furthermore, a 3D action recognition method (Ke et al., 2017) with skeleton sequences is performed to jointly represent the sequence while incorporating spatial structural information. On the other hand, to deal with tracking issues, (Schubert et al., 2016) present automatic bone parameter estimation for skeleton tracking. The objective is to construct a rough hierarchical skeleton structure to optimize probabilistic skeleton tracking performance. Then, a method based on tracking the position of selected joints in human skeleton with depth videos recorded using Kinect camera is proposed in (Anjum et al., 2017). More recently,
(Wang et al., 2014) extract the skeleton of the human body using the 3D joint positions that are generated via skeleton tracking from the depth map sequence. (Meng et al., 2016) study the human gait from skeleton data using inter-joints distances as spatio-temporal features. Various skeleton-based representations are also used for human re-identification. For instance, (Munaro et al., 2014a) use skeleton information to build a descriptor which can then be classified with an SVM (Support Vector Machine) classifier for one-shot person re-identification through a consumer depth sensor. Recently, deep learning approaches have been customized for re-identification. For instance, (Barbosa et al., 2017) propose a framework through a classification based on CNN architecture.

In recent years, there is a growing attention for the techniques reformulating computer vision problems over non-Euclidean spaces, such as Riemannian manifolds. The study of these manifolds has important consequences for applications such as dynamic textures (Miao et al., 2017), human activity modeling and recognition (Feng et al., 2017), face recognition (Cai et al., 2016) and shape analysis (Amor et al., 2016). For instance, (Turaga et al., 2008) use Stiefel and Grassmann manifolds for analysis applications in computer vision, such as activity recognition, face recognition and shape classification. (Lui et Beveridge, 2011) represent videos as a tangent bundle on a Grassmann manifold for action classification. Videos are expressed as third order tensors and factorized to a set of tangent spaces. Then, tangent vectors are computed between elements on a Grassmann manifold. More recently, (Slama et al., 2014) use Grassmann manifold and model motion for activity recognition from depth sequences. In another work, (Michalczuk et al., 2017) present an application of Grassmann manifold to the evaluation of the human stability based on movements in hip, knee and ankle joints. In general, the use of manifold transforms informations on trajectories, that is why temporal modeling and time-warping solutions have attracted an important interest to compare sequences, trajectories or motions. An emerging solution is to compare two sequences with different sizes. The same person can do the same action with different rates. Indeed, the same activity can greatly decrease recognition performance, if some frames are ignored. The invariance to the temporal rate of execution of action helps to provide an accurate recognition. (Turaga et Chellappa, 2009) propose as a model a Time-Varying Linear Dynamic System (TV-LDS) and Dynamic Time Warping (DTW) for the problem of modeling and recognizing complex activities in time-varying dynamic. (Abdelkader et al., 2011) use the DTW algorithm in order to solve the temporal alignment and to match a given time series with the optimal non-linear warping function. (Amor et al., 2016) propose to use human shape evolution of skeletons as trajectories on Kendall shape manifold via smoothed transported square-root vector fields (TSRVFs). More recently, (Devanne et al., 2016) analyze the trajectory of motion and consider shape variations within a Riemannian manifold to learn step models. They propose to analyze their shape by using the SRVF, where each shape trajectory is viewed as an element of the shape space.

As best we know, all the existing manifold-based methods chose one manifold that is then used for matching as well as for distance evaluation. In this paper, we are interested in using the DTW algorithm, the popular sequence alignment and matching method, especially for two unregulated sequences. Indeed, it can resolve the problem of temporal alignment and it measures the similarity between sequences varied in time in order to be capable of providing superior performance with size variance. The main idea of this work is the projection of a set of videos. Each frame will be a point on a manifold, and construct a trajectory of motion to lay these points. Then, Stiefel distance $d_S$ is applied for the matching in the DTW and then the Grassmann distance $d_G$ is applied for the couples resulting from the matching. We chose to apply in this paper this idea in the framework of human motion analysis, and more precisely for people re-identification which is an important and challenging task. It is helpful for many applications in various domains, like entertainment, medicine and surveillance. As many-to-one matching, between a reference trajectory and a test one, is often used, we opted for the Stiefel manifold in order to avoid invariance against rotation. Indeed, if a rotation-invariant manifold is used during the matching, which is totally spatial, one frame in the reference video can be wrongly matched with many frames in the test video, notably when the filmed persons rotate on themselves. However, as the temporal information is also considered during the assessment of the similarity between two motions, we opted for the Grassmann manifold which is invariant to rotation.

The remainder of this paper is structured as follows. Proposed method is discussed in Section 2. Section 3 presents experimental results and numerical evaluations. Concluding remarks and ideas for future works are given in Section 4.
2. PROPOSED METHOD

We study the problem of evaluating similarity of human motions using 3D videos generated by an RGBD sensor, especially the Kinect. By representing human body as dynamical trajectories, we study the evolution of their sequences of skeletons as trajectories on the non-linear manifolds. A manifold is a topological space locally similar to the Euclidean space. In this work, we are interested in two relevant manifolds: Stiefel and Grassmann. On the one hand, Stiefel manifold is the set of $k$-dimensional orthonormal bases in $R^m$, where $k \leq m$, represented by $V(R^n)$. We obtain an $n \times k$ matrix $Y$, such that $Y^T Y = I_k$. To define a Stiefel metric between two elements of this manifold, the Frobenius norm is widely used. In fact, given two elements $P$ and $P'$ of Stiefel manifold, the Stiefel distance is defined by:

$$d_S(P, P') = ||P - P'||_F$$

where $|| \cdot ||_F$ is the standard Frobenius norm. It is equal to the square root of the matrix trace of $MM^T$, defined by:

$$||M||_F = \sqrt{\text{tr}(MM^T)}$$

On the other hand, Grassmann manifold $G(R^n)$ is a quotient space of $V(R^n)$, represented by $V(R^n)/SO(K)$, where $SO(K)$ is the orthogonal group of dimension $k$. Two points on a Grassmann manifold are equivalent if one can be mapped into the other one by a rotation matrix: a $k \times k$ orthogonal matrix (Edelman et al., 1998). Then, to define a Grassmann distance, the length of the shortest curve $\theta$ connecting the subspaces $S$ and $S'$ generated by point $P$ and the best matched point $P'$ and it is computed according to:

$$d_G(S, S') = \sum_{i=1}^{n} \theta_i^2$$

The proposed method ignores the RGB channel and uses only the skeleton data. In fact, given a skeleton sequence, composed of a set of ordered frames that shows a person in motion, we try to measure similarity between trajectories. We start by analyzing shapes of human skeletons, and their temporal evolutions. Since human skeletons are characterized by sets of registered points (or landmarks), each skeleton is characterized by $N$ joint points obtained by the Kinect sensor. Note that $N$ is equal to 20 (resp. 25) in the case of Kinect-Version1 (resp. Kinect-Version2) as was described by (Eloud et al., 2017). Then, each skeleton is projected in the Stiefel manifold. The idea behind using the Stiefel manifold representation is that each skeleton of 3D information can be as a point representation which results the appearance of the trajectories containing these points. Thus, for two videos $V$ and $V'$ with different sizes, we obtain two trajectories $T$ and $T'$. Then, we try to find the most similar point in $T$ with each point in $T'$ while using the distance $d_S$, what results in defining the best matched couples. For example, as we can see in Figure 1, $P_j$ in $T$ is matched with $P_j'$ in $T'$. $P_2$ in $T$ is matched with $P_2'$ in $T'$ and $P_5$ in $T$ is matched $P_5'$ in $T'$. The matching is continued until the end of the trajectory and we keep the best matched point $P_j'$ defined by:

$$P_j' = \text{Minarg}_{i \leq N} \ d_S(P_i, P_j')$$

The next step consists to calculate the distance $d_G$ between the matched couples. To do this, the distance $d_G$ is computed between $(P_1, P_1'), (P_2, P_2'), \ldots$ and $(P_n, P_n')$. Thus, the dissimilarity $D$ is the sum of Grassmann distances $d_G(P_1, P), d_G(P_2, P_2'), \ldots$ and $d_G(P_n, P_n')$. 
As described previously, we explore two different manifolds (Stiefel and Grassmann) using two different metrics in order to calculate dissimilarity between motions. This can be helpful to analyze actions, classifications and re-identification issues. Using the mathematical framework described in the previous sections and the nearest neighbor as a classifier, we can evaluate the dynamic of skeletal data. Thus, in our case, a point on a Stiefel manifold is an orthonormal matrix of size $20 \times 3$ that can be viewed as a 3-dimensional subspace of $\mathbb{R}^{20}$. By applying the DTW with the Stiefel distance, we obtain the nearest point. The matching in Stiefel is used to guarantee the best matching since Grassmann is known by the ignorance of rotation. As we can see in Figure 2, by ignoring the rotation with Grassmann, we can match many frames (200 frames) with the same frame, if the difference in motion is just a rotation. Then, Grassmann distance $d_{\text{G}}$ (2) is applied for all couples of landmarks already matched (Figure 2). Finally, the dissimilarity $D$ is the sum of matched couples all along trajectories as described in what follows:
Input: Two trajectories $T$ and $T'$ using skeleton information

Output: Dissimilarity $D$ between $T$ and $T'$

Method: Matching of the trajectories in Stiefel manifold and dissimilarity measurement in Grassmann manifold

BEGIN

\[ D \leftarrow 0 \]

/* Browse the trajectory $T$ of size $n$ */

for $i=1$ to $n$

/* Identify the point $P_j^*$ in $T'$ that matches best the point $P_i$ in $T$ */

\[
\text{Tab} \leftarrow \text{Null} \quad /* \text{Fill array with matched values with } P_i */
\]

\[
\text{min} \leftarrow 0 \quad /* \text{The index of the min value */}
\]

index $\leftarrow 0$

/* Browse the trajectory $T'$ of size $m$ */

for $j=1$ to $m$

\[
\text{Tab}[j] \leftarrow d_S(P_i, P_j')
\]

if $\text{Tab}[j] < \text{min}$

\[
\text{min} \leftarrow \text{Tab}[j]
\]

index $\leftarrow j$

end

$D \leftarrow D + d_G(P_i, P_{index}')$

End

END

3. EXPERIMENTS

This work addresses the problem of identifying a person (e.g. in a company, in an airport…) and can reduce the problem of scanning device, waiting in line or remembering user passwords. This method can be used to identify a person by the way of walking (comparison trajectories of motion (Elaoud et al., 2017)). In this section, we present some experimental illustrations, in order to evaluate the proposed method on challenging datasets, such as the BIWI-Lab RGBD-ID dataset (Munaro et al., 2014b). It is a specified RGB-D dataset for re-identification tasks that aims to re-identify different persons in different locations with different appearances. It is divided on 50 training sequences and 56 testing sequences of 50 different people. In the training sets, people repeat the same action in front of a Kinect sensor, like a rotation around the vertical axis, several head movements and two walks towards the camera. 28 people, different of the 50 ones that are present in the training video, have been recorded also in two testing sequences each. These testing sets have been recorded in a different day and in a different location with respect to the training dataset, therefore most subjects have different clothes. Every person has a Still sequence and a Walking sequence in the testing set. For the first set, the Still videos, every person is slightly performing motion in place and for the second set, Walking sequences, every person moves with two walks frontally and two other walks diagonally with
respect to the Kinect.

For evaluation purposes, we compute Cumulative Matching Curves (CMC) (Gray et al., 2008), which are commonly used for analyzing the re-identification performances. In Figure 3.a and Figure 3.b, we report the CMC curves on Still BIWI-Lab RGBD-ID and Walk BIWI-Lab RGBD-ID datasets, respectively. The reported curves are based on Stiefel distance \(d_S\), Grassmann distance \(d_G\) and matching Stiefel with Grassmann (noted \(d_M\))-based classifications. As shown in Figure 3.a (for the set Still BIWI-Lab RGBD-ID), the distance \(d_G\) and the distance \(d_M\)-based classifications performs better results than the one based on \(d_S\) in most of the cases. The results reported using the distance \(d_G\) and the distance \(d_M\) are similar in general.

In fact, the recognition rate starts in rank 2 for both distances with a value of 3.57%. Then, for rank 4, the distance \(d_M\)-based classification outperforms the distance \(d_G\)-based classification with a value of 14.28% against 10.71%. For the others ranks, the curves are alternated, such as in rank 20 to 33 the distance \(d_G\)-based classification outperforms distance \(d_M\)-based classifications but in rank 35 to 50 the distance \(d_M\)-based classification outperforms the one based on the distance \(d_G\). Especially, the first distance that reaches 100% for the recognition rate is the \(d_M\) distance in rank 48 against 92.85% for \(d_G\). As shown in Figure 3.b (for the set Walk BIWI-Lab RGBD-ID datasets), the distance \(d_G\)-based and the distance \(d_M\)-based classifications perform better results than the one based on \(d_S\). The recognition rate at rank 3 is equal to 7.14% for both \(d_G\) and \(d_M\)-based classifications. Then, one can see along the CMC curves that the \(d_M\)-based classification is better than the ones based on the distance \(d_G\) with a value of 10.71% at rank 4 against 7.14% for the classification based on \(d_G\). The results for both distances are close in general, such as the \(d_M\)-based classification outperforms the \(d_G\)-based classification in rank 12 to rank 23 but the \(d_G\)-based classification is the best in ranks 23 to 30. A finer comparison detailed these results and the maximum values are presented in Table 1 and Table 2. This leads us to conclude that it cannot be the best measure in all cases but it has performance for more than half of results. Then, the matching can exist as a measure and can give good results. Thus, as best as we know, it is the first time that this unsupervised method is proposed and can have an important role. As re-identification with Kinect is still recent, there are not many previous approaches in this area to make a complete comparison. To the best of our knowledge, limited efforts have been spent on Kinect-based person re-identification (Munaro et al., 2014a, 2014b). The proposed method in (Munaro et al., 2014a) and (Munaro et al., 2014b) is based on anthropometric measurements that are calculated from the skeleton data and not on the gait. The gait extracted from skeleton for re-identification is more challenging task and has not been sufficiently investigated. We argue that the proposed method is among first efforts to re-identify person based on their gaits using skeleton data.

![Figure 3](image-url)

**Figure 3.** Re-identification accuracy using Still BIWI-Lab RGBD-ID dataset and Walk BIWI-Lab RGBD-ID dataset
Table 1. Comparison of re-identification results using Still BIWI-Lab RGBD-ID dataset

<table>
<thead>
<tr>
<th>Rank</th>
<th>D_G</th>
<th>D_M</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-4</td>
<td>10.71%</td>
<td>14.27%</td>
</tr>
<tr>
<td>4-9</td>
<td>28.57%</td>
<td>27%</td>
</tr>
<tr>
<td>9-11</td>
<td>31%</td>
<td>32.14%</td>
</tr>
<tr>
<td>11-14</td>
<td>35.14%</td>
<td>34%</td>
</tr>
<tr>
<td>14-20</td>
<td>39.28%</td>
<td>42.85%</td>
</tr>
<tr>
<td>20-32</td>
<td>75%</td>
<td>68%</td>
</tr>
<tr>
<td>32-34</td>
<td>82%</td>
<td>82.14%</td>
</tr>
<tr>
<td>34-48</td>
<td>96.42%</td>
<td>100%</td>
</tr>
<tr>
<td>50</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2. Comparison of re-identification results using Walk BIWI-Lab RGBD-ID dataset

<table>
<thead>
<tr>
<th>Rank</th>
<th>D_G</th>
<th>D_M</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-12</td>
<td>32.14%</td>
<td>35.71%</td>
</tr>
<tr>
<td>12-23</td>
<td>64.28%</td>
<td>67.85%</td>
</tr>
<tr>
<td>24-30</td>
<td>75%</td>
<td>74.21%</td>
</tr>
<tr>
<td>30-33</td>
<td>77%</td>
<td>78.57%</td>
</tr>
<tr>
<td>33-44</td>
<td>98%</td>
<td>97%</td>
</tr>
<tr>
<td>46</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

4. CONCLUSION

We have presented in this paper an accurate method for comparing human motions using evolutions of skeletons. The proposed method is based on metrics that are independent of the color information and change appearance. Indeed, we used the Riemannian geometry to process skeletal data and their temporal evolutions with a classification performed by closest neighbor. The main contribution of the proposed method resides in working conjointly with two manifolds: Stiefel and Grassmann. The matching of the trajectories is realized in Stiefel manifold and the dissimilarity assessment is performed in Grassmann manifold. This permits to benefit of to two manifolds. This work is tested in the field of re-identification, but it can be applied for others applications such as human action recognition or tracking. Although that the produced matching by our work is not the best in all cases, notably when compared with supervised methods, but this work introduces for the first time the possibility of using two different manifolds for the challenging stages of matching and distance computing. Future work will be focused on more manifolds and different types of distances to be able to provide a good measure of dissimilarity.
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