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ABSTRACT

We present a measurement of baryon acoustic oscillations (BAO) in the cross-correlation of quasars withftiliedtyux trans-

mission at a mean redshift af = 2:40. The measurement uses the complete Sloan Digital Sky Survey (SDSS-IIl) data sample:
168,889 forests and 234,367 quasars from the SDSS data release DR12. In addition to the statistical improvement on our previous
study using DR11, we have implemented numerous improvements at the analysis level enabling a more accurate measurement of this
cross-correlation. We have also developed the rst simulations of the cross-correlation that allow us toetesitdispects of our

data analysis and to search for potential systematic errors in the determination of the BAO peak position. We measure the two ratios
Du(z= 2:40)r4 = 9:01 0:36 andDy(z= 2:40)r4 = 357 1.7, where the errors include marginalization over the non-linear velocity

of quasars and the cross-correlation of metals and quasars, among ahts. @hese results are withirB1 of the prediction of

the at- CDM model describing the observed cosmic microwave background (CMB) anisotropies. We combine this study with the
Ly -forest auto-correlation function, yieldir@y(z = 2:40yr4 = 8:94 0:22 andDy(z = 2:40)+4 = 36:6 1.2, within 23 of the

same at- CDM model.

Key words. cosmology, dark energy, baryon acoustic oscillations, BAO, quasarfdrgst, large-scale structure

1. Introduction angular and Hubble distances at the observed redshift, both rel-
) o ) __ ative to the sound horizomyg. Such measurements allow one to
Baryon acoustic oscillations (BAO) in the pre-recombinatiogonstrain more complicated cosmological models that include
universe (Peebles & Yu 1970; Sunyaev & Zeldovjich 1970) Igfon-zero curvature afar evolving dark energy (Planck Collab-
their imprint on the anisotropy spectrum of the cosmic Mration et all 2016; Aubourg et al. 2015).
crowave background (CMB) and on late-time correlations of tne
matter density. These two ects provide a well-understood tool  The original studies of the BAO pegk (Eisenstein €t al. 2005;
for studying cosmological models. The CMB anisotropy speCole et al] 2005), and most of those that followed, have used
trum (Planck Collaboration et &l. 2016) provides percent-levghlaxies as mass tracers. The most precise measurements were in
measurements of the matter and baryon densities relative tottieredshift range:85 < z < 0:65 from the Baryon Oscillation
known photon density and thereby precisely xes the param®8pectroscopy Survey (BOSS) of the Sloan Digital Sky Survey
ters of the at- CDM cosmological model. The position of the(SDSS-III) [Anderson et al. 2012, 2014b,a; Alam et al. 2017).
BAO peak in the late-time correlation function determines th@ther measurements using galaxjes (Percival ¢t al.|2007] 2010;
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Beutler et al, 2011; Blake et al. 2011; Padmanabhan|et al| 20f@blicly available in the twelfth data release (DR12) of SDSS
Mehta et al| 2012; Chuang & Wahg 2012; Xu et al. 2013; Rosas presented in Alam etlal. (2015). The DR12 celestial footprint
et al|[ 2015) map distances and expansion rateg fo0:8. The covering sr 10*deg is displayed in Fid]l.

rst observations of the BAO peak in the rang8G& z < 2:2 The DR12 quasar catalog is described in Paris ef al. (2017).

using the eBOSS quasars as tracers have recently been repdni@st of the quasar spectra were obtained by the Baryon Oscil-
(Ata et all 201T). There is an impressive agreement between ldit@on Spectroscopic Survey, BOSS (Dawson €t al. 2013). How-
results of these studies and the expectations of &M mod- ever, DR12 also includes six months of data from SEQUELS
els based on CMB data, as emphasized by Planck Collabdraibtyers et al/ 2015 Alam et al. 20L5), the pilot survey for the
et all (2016). eBOSS survey. We have also used quasars, but not forests, from

BAO correlations can be studied at redshift near 2:4 by the SDSS DR7 quasar catalog (Schneider gt al.[2010). Higure 2
using the ux transmission in Ly forests as a mass tracer (Mcdisplays a typical quasar spectrum in the forest wavelength range
Donald & Eisensteih 2007). The BAO peak has been detectedihere the BOSS spectrograph resolution i8:2 nm.
the transmission auto-correlation of SDSS Lfprests |(Busda The quasar target selection used in BOSS, summarized in
et al|[2013; Slosar et al. 2013; Kirkby et|al. 2013; Delub#&oss et al.[(2012), combines dirent targeting methods de-
et al|[2015] Bautista et &l. 2017). Complementary to the auseribed in[ Yeche et al[ (201L0), Kirkpatrick et|dl. (2011), and
correlation, BAO can also be studied using the cross-correlatiBovy et all (2011). The selection algorithms use SDSS photom-
of quasars and the ux in Ly forests. Such correlations wereetry and, when available, data from the GALEX survey (Mar-
rst detected in SDSS DRY (Font-Ribera et|jal. 2013), and tfim et al|[2005) in the UV, the UKIDSS survey (Lawrence et al.
rst BAO detection was presented in Font-Ribera e} [al. (2012007) in the NIR, and the FIRST survey (Becker € al. 1995) in
using SDSS DR11. the radio.

This paper presents the DR12 study of the quasar-forest As described in Bautista et'al. (2017), the DR12 data were
cross-correlation and derives joint cosmological constraints ygecessed using a new software package thagrdi from the
ing the Ly -forest auto-correlation of DR12 (Bautista ef| alstandard DR12 SDSS-III pipeline (Bolton ef[al. 2D12) and which
2017). In addition to the use of an increased number of quasasts become the standard pipeline for SDSS DRI3(SDS$ Col-
forest pairs, the analysis presented here includes three imporfabbration et all 2016). For this study, the most important dif-
improvements on the analysis [of Font-Ribera et[al. (2014), tlegence with respect to the DR12 pipeline is that pixels on the
rst two of which were also used in the auto-correlation analysiSCD image are combined to give a ux with pixel-weights deter-
of[Bautista et al| (2017): mined only by the CCD readout noise. While this method is sub-

] o ] optimal because it ignores photo-electron Poisson noise, com-

— We use a new data reduction pipeline whose most importgjred to the DR12 method it yields an unbiased ux estimate
features are described in Sgdt. 2. The new pipeline has igfhce the weights do not depend on the observed CCD counts,
proved linearity for the small uxes characteristic of the Ly \yhich are needed to estimate Poisson noise. A more detailed
forest resulting in a better understanding of theets of im-  gescription of the changes to the extraction pipeline is given in
perfect modeling of the calibration stars. Appendix A of Bautista et al[ (2017).

— We model the distortion of the correlation function due to For each object, the pipe"ne provides a ux calibrated spec-
the continuum tting in the forest. This procedure, Qescribegum, f( ), errors, and an object classi cation (galaxy, quasar,
in Sect[4.P, allows us to t the observed correlation funostar)_ A model spectrum is t tof( ), providing a redshift
tion without the addition of arbitrary pOWer'laW “broadband”estimate_ For th|s Study, we use the “Coadded” Spectra con-
terms. structed from typically four exposures of 15 minutes resam-

— We test the analysis procedure with the mock data sefigd at wavelength pixels of width log,y, =10%(c =
described in Sec{|6 that contain correlated quasars &®kms?). Unlike the auto-correlation measuremerit of Badltista
forests. The mock data sets previously used to test the awpall [2017), we use these pixels directly, not combining them
correlation analysis contained correlated forests but no phyo wider analysis pixels. Approximately 10% of the quasars
ical correlation with the associated quasars. The lack |g4ve repeated observations widely separated in time, in which
mock data sets was the major limitation of the analysis ghse we use the observation with the best signal-to-noise ratio.
Font-Ribera et 81/ (2014). The mean ratioR( ), of model and observed uxes as a

. . . . function of observed wavelength have small1%) deviations
This paper is organized as follows. Sectign 2 describes fig)" \nity caused by imperfect modeling of the spectra of cali-

DR12 data set used in this study. Secfipn 3 summarizes the Mgag,, stars, As described in Bautista et &l (2017), the uxes

surement of the ux-transmission eld and Sectibh 4 describega e given a global correction for these imperfections by di-

its correlation with quasars. Sectiph 5 describes our theoretlgfﬁing them byR( ) estimated in the weakly absorbed range

model of the cross-correlation and the ts to the observed ccq&41< re < 153 nm).

relation function. The mock data sets used to validate the analy- The spectra of all quasar targets were visually inspected

sis procedure are presented in Secfipn 6. Seffion 7 summarézf,ﬂachs et a)| 2012, 2014, 2017) to correct for misidenti ca-
the cosmolo_glcal implications of these_and other BAO measu fons, to ag broad absorption lines (BALs), and to determine
ments. Sectiof|8 presents our conclusions. the quasar redshift used in the analysis. Damped ttgughs
(DLAs)(Wolfe et alll 1986) were visually agged, but also iden-

ti ed and characterized automatically (Noterdaeme €t al. 2012).
The visual inspection of DR12 conrmed 216,579 quasars in
The results presented here are based on data collected bythkeredshift range I < z; < 5.8 to which we add 17,788
Sloan Digital Sky Survey (SDSS) (York etlal. 2000). Most of thBR7 quasars that are not included in DR12, producing a total
quasars and the entirety of the Ljorests were gathered over aof 234,367 quasars. Their redshift distribution is shown in Fig.
ve-year period by the SDSS-III Collaboration (Eisenstein €t 8. The forest sample is taken from 198,357 DR12 quasars in the
2011;Gunn et gl. 1998, 2006; Smee ef al. 2013). This dataamge 20 < z; < 6:0 (Fig.[3). Elimination of spectra with identi-

2. Quasar and forest samples and data reduction
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300° 270°

R.A.

Fig. 1. Mollweide projection of the BOSS DR12 footprint in equatorial coordinates used in this study. The light gray points represent the positior
of the Galactic plane. The blue points are the positions of the forests from DR12 useg,hele[2; 6]. The light blue points are the positions of
the new forests not included in the DR11 study of Font-Riberalet al. (2014).

As illustrated in Fig[ R, this range is bracketed by the emission

‘ lines |y = 102572 nmand y = 121567 nm. This region

—_— Cq(AR.F.) was chosen as the maximum range that avoids the large pixel
— variances on the wings of the two lines due to quasar-to-quasar

— F(2)Cy(Arr)

]M

(N
=

diversity of line-emission strengths and pro les. The observed
wavelength range is

—
Ct

3600< < 7235nm (2)

corresponding to the redshift range98 < z < 4:96 for Ly
absorption. The lower limit is set by the requirement that the
system throughput be greater than 10% of its peak value. The
upper limit on s, in fact, of no importance because there are
few quasar-pixel pairs beyormE= 3:5 ( = 547 nm). The distri-
| ‘ | bution of the redshift of Ly-absorber-quasar pairs contributing
to the BAO peak is shown in the righthand panel of Fig. 3. The
105 110 115 120 pixels are weighted as described in S@ct] 4.1. Theﬂdistribution
AR.F. [nm] has a weighted mean af = 2:40, which de nes the eective
redshift of our measurement of the BAO peak position.

Ut

f(ArF) 107 W m—2nm ™!
=

)

Fig. 2. Example of a BOSS quasar spectrum of at2:91. The spectro-
graphresolutionat 400nmis 0:2 nm. The red and blue lines cover

the forest region used herezr 2 [104;120] nm. This region is sand- 3. Measurement of the transmission eld
wiched between the quasar's Lgnd Ly emission lines at 102.572 nhm

and 121.567 nm respectively. The blue line is the model of the contfluctuations in the ux transmission fraction are de ned by
uum for this particular quasaq( re), and the red line is the product
of the continuum and the mean absorptiBi2)Cq( &), as calculated fq( )

by the method described in S€ct. 3. gl )= —
“ Cq( )F(@

3)
ed BALs leaves 174,726 forests. Requiring 50 or more pixels idere, fy( ) is the observed ux density for quasar at ob-
the Ly forest regions then leaves 171,579 forests. Finally, 2698rved wavelength, Cq( ) is the unabsorbed ux density (the
forests failed the continuum  tting procedure, producing a totgb-called “continuum”), and(2) is the mean transmitted frac-
of 168,889 forests for this study. tion at the absorber redshif;, ) = = |, 1. Measurement of
Because of the very low number of observed quasarsteé ux-transmission eld 4( ) requires estimates of the product

z > 35 and the requirement that a saient range of forest be ¢« F(z) for each quasar. We closely follow the procedure used
within the spectral range of SDSS, the quasar-forest pixel Pa? the auto-correlation measurement (Bautista &t al. 2017). We
a}ctually used for the calculatl_on of the cross-correlation fungzc me the quasar continuuBy( ), is the product of a univer-
tion involved mostly quasars in the rang8 k zy < 3:5 and g fynction of the rest-frame wavelengtig = =(1+2;) and a
forests with quasars in the rang®2 z, < 3:5. In these ranges, q,asar-dependent linear function g, included to account for
our sample includes 217,780 quasars and 157,845 forests, tQ} Ssar spectral diversity:
compared with 164,017 and 130,825 for the study of Font-Rjibera
(2014). _ —

For the measurement of the ux transmission, we adopt tia( ) = COrA)Bq + ba( re re)]; )
rest-frame wavelength interval

where gr is the weighted mean for each forest and where
104 < gg< 120 nm: (1) C( rp) is normalized so that its integral over the forest is equal
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Fig. 3. Left panel presents the distribution of the redshift of quasars (blue) and forest pixels (green) with the redshift for the latter calculate
assuming Ly absorption. The pixels are weighted as described in Be¢t. 4.1. The right panel displays the weighted distribution of the redshift c
the 18 10° pixel-quasar pairs in the BAO region,: 2 [80;120] h * Mpc. The redshift of a pair is de ned byzar = (Zpixel + Zgso)=2. The
weighted mean redshift of the pairs (dashed black line) de nes the mean redshift2:40, of the measurement of the BAO peak position.

to unity. The &q; by) andC( rr) are determined by maximizing4. The Ly -forest-quasar cross-correlation
the likelihood function given by

Y The ux-transmission eld is sampled at points in a space de-
L= P(fq( )iCq()): (5) ned by observed wavelength and position on the sky. Itis there-
a fore natural to measure the cross-correlation with quasars as a

, ) - function of angular and redshift separatiof, ; 2); where z
Here P(fq( )jCq( )) is the probability to observe a wiq( ) s the di erence between the quasar redshift and the forest-pixel
for a given continuum found by convolving the intrinsic probareqshift calculated assuming Lyabsorption. In the approxi-
bility, D(F = fq( )=Cq( ); 2), with the observational resolutionaion that Ly absorption dominates in the forest, the BAO

assumed to be Gaussian: peak in these coordinates would be at= rq=Dy(2) in the ra-
Z, é (CoF  fol ))Zg dial direction and at = rq=Dy(2) in the transverse direction,
P(fq( )iCq( )/ dFD(F; 2) exp— 5 2 ; (6) whereDy(2) = c=H(2) andDy(2) are the Hubble and comoving-
0 2 40) angular distances. While this formulation has the advantage of

where 2( ) is the variance due to readout noise and Ioho,[(glmaining close to the directly observeq q_uantities, it has the
statistics. The functiorD(F;2) is taken to be the log-normal disadvantage that bothy and Dy vary signi cantly over the

model of absorption used to generate the mock datta of Bautigdshift range of BOSS. This would lead to signi cant broaden-
et al| [2015). ing of the peak unless several wavelength bins were used.

As emphasized in Baufista ef al. (2017), the use of forest data To avoid this complication we transform { 2) to Carte-
to determine the quasar continuum necessarily produces biagigd coordinatesy{;ry) using the distancef)q = Du(z) and
estimates of 4( ) because of two escts. The most important Dy = Dwm(zy ), calculated according to a at “ ducial” cos-
is that tting an amplitude and slopeg; by) for each forest bi- mological model:
ases the meany( ) and its rst moment toward vanishing values
within a given forest. Since this bias is only approximate, we nd I I
it convenient to make it exact by explicitly subtracting from each — . — .

o( ) (de ned by Eq[3) the mean and rst moments: N (Biy + Dgsin + =Dy Dgjcos )

; RF  RF, (7) " Tothe extent that Ly-absorption dominates the absorption eld,
and if the ducial cosmology is the true cosmology, the function

where the over-bars refer to weighted averages over individuéi, ;r,) will be the expected biased version of the mass corre-

forests. The resulting valyes of( ) are thus linear combina- lation function and the BAO peak will be at the predicted posi-

Sl

Aq()z qa( ) _q

tions of the originals:; = =, Pi; j with the projection matrix tion. Absorption by metals and the high column-density systems
given by (HCDs) complicates this simple picture, and therefore the ts of
Sect[ must take these and otheeets into account.
P = ﬁ i {v:v% ; Kk RFk  RE (8) The ducial cosmology used for the analysis of the data is the
‘ W . Wi best-t at- CDM model of Planck Collaboration et al. (2016).

The parameters of this model are given in the second column

where [ is the Kroeneker delta and thg are weights used in of Table[}. The mock spectra were produced using @wint

the calculation of the correlation function (Eq] 10). cosmology (Column 1 of the table) and we use this cosmology
The second eect is that tting F(2) biases toward zero the0 analyze the mock data.

mean at each observed wavelengtlf,) ! 0, where the over-

bar means the average at xedAs the last step, we therefores 1 The correlation function

explicitly transform the 4( ) of Eq.B: qt) !t () ().

Because of the large number of forests, this transformation fidse correlation between the transmission eld in the lfprest

much less eect than the intra-forest subtracti¢n (7). and the quasar distribution is estimated using a simple weighted
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Table 1. Parameters of the at-CDM cosmological model used for correlation plus a linear combination of the correlations between
the production and analysis of the mock spectra and for the analysigpd guasar and the other pixels of the forest. This statement
the data. The Planck Collaboration ef al. (2016) cosmological paramies - < that the measured correlation function is a “distorted” ver-

ters are used for the data. The parameters de ning the models are give . . .
inthe rst section: the density of cold dark matter, baryon, and massiye’" of the true correlation function. Since the transformafion (7)

neutrinos, the reduced Hubble constant, and the number of light niulinear, the relation between measuredand true, , correla-
trino species. The second section of the table gives derived paraméii§¥d functions is given by a distortion matriXs:

and quantities calculated at the relevant redshiftThe sound horizon

at the drag epochr, is calculated using CAMB (Lewis et Al. 2000). a = Dano a0 (1))
The linear growth rate of structure is calculated using the approxima-  a°

tion f m(2)%%° (Linder & Cahrj 200f7).

where
Mocks Planck P F =
TT + lowP WA (a0 |
( owP) Do = 24 P(J:Ij\jA : (12)
mh? 0.1323 0.1426 ([i#92A
= h? 0.1090 0.1197 _ _ )
+ ph? 0.0227 0.02222 wherei and j refer to pixels from the same foretrefers to a
+ R 0.0006 0.0006 quasar, ancﬂ’i_j is the projection matrix (Eq|8). '
h 0.7 0.6731 The matrixDap depends only on the geometry and weights
N 3 3 of the survey. Its eect is illustrated on the mocks by Figiire 11.
g 0.795 0.830 The diagonal elements of the matrix are close to ddg,
Ne 0.97 0.9655 0:97, and the non-diagonal elements are smBlixj . 0:01.
Since the continuum tting only mixes pi>0<els from the same for-
. m[h ! Mpd] 18'4220 Ogglfz est, all matrix element®aq with jr3 &) > 20h 1 Mpc are
d ‘ . negligible.
rq [Mpc] 149.7 147.33 g1
Z 2.25 2.40
Dy(ze )=4 8.495 8.369 4.3. The covariance matrix
[f)('\" (233 )T 0355316 033.72776 The covariance associated with the measured correlation func-
Z ' ' tion for two binsA andB is given by:
. , , Caz=ha'gi h aih'gi: (13)
mean of at a given distance of a quasar:
p R We estimated the covariance matrix of the data using two inde-
W pendent approaches.
"= A . (10) The rst technique involves writing the covariance matrix as
W a function of the known ux auto-correlation function. Combin-
(k2A ing Equation§ 10 arfd 13, we have:
where w; is the weight given to a measurement(see be- PP wiw;ih'i i
low). The sum runs over all possible pixel-quasar pairg) ( Can = (i:K)2A (ji1)2B h " sih wi (14)
falling inside the binA. This bin is de ned in separation space B WaWs ATL B
A = 1y, 4, butin this paper we will also refer ta;( ), with ) . . . . )
2= 12+ ’;s and = rar, the cosine of the angle formedWhere (;K) is a pixel-quasar pair falling in the biA and (j;1)

a pixel-quasar pair falling in the biB. The sums of weights,

W, andWsg, are for the binsA and B respectively. This expres-
t&'én of the covariance matrix depends on the correlation between
two pixels,h i ji. Intra-forest correlations,'"°, are generally
nI%lrger than inter-forest correlations so the largestdaagonal
elements of the covariance matrix are due to the terms where
k andl are the same quasar andnd j are in the same forest.

by the line of sight and the vectar. Following Eq.[9, pos-
itive values ofry correspond to an absorber distance grea
than the quasar distance. The bins are squares jmJ-space
of size 4h 1 Mpc. We calculate the correlation for separatio
re« 2 [ 200,200] h * Mpc and forr, 2 [0;200] h ! Mpc. We
thus have 100 bins in thg direction and 50 in the, direction,

with a total number of bind\pi» = 100 50 = 5000. This behavior implies that the largest elements haye= r,g.

Because of the continuum tand the projection of pixels (EGepe other terms involving inter-forest correlations can be de-

[7) the pixel-quasar correlation vanishes on all scales for p|ersS% ibed by “diagrams” of increasing complexity, as discussed in

a quasar's own forest. For this reason, we do not use such p‘%rﬁpendi@
As described ih Delubac etfdl. (2015), the weightsare chosen The second technique uses sub-samples of the data. We di-

so as to account for both Poisson noise in the ux measuremepj,, the BOSS footprint of Figf] 1 into sub-samples and measure

and for the intrinsic uctuations in; due to cosmolpglcal large- ~s and "3 in each sub-sample Neglecting the small correlations
scale structure. The weights are set to zero for pixels agged Bgtwee

the pipeline as having problems due, for example, to sky emis- N sub-samples, the covariaficé (13) is given by:

sion lines or cosmic rays. 1 X ho .. ..l
Cas= o WaWE 28 A s (15)
S

4.2. The distortion matrix . . . .
whereW; is the sum of weights in the sub-sampler the binA.

The transformatiorn {7) mixes pixels so that the correlation bé/e used 80 sub-samples of similar statistical sizes and shapes.
tween a quasar and a pixel is equal to the original quasar-piXé¢ tested with 1000 sub-samples and observed no signi cant
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Fig. 4. Mean normalized covariance matr&orrag CAB:pCAACBB, as afunction of r, = jr rZjfor the three lowest values of> = jr2 r5j.

The top gures are for r, = 0, with the righthand panel showing only points w@lorrag < 0:1. The bottom two gures are forr, = 4h * Mpc
(left) and r, = 8 h * Mpc (right). Shown are the correlations given by the sub-sampling, by the sum of all the diagram expansion, and by the
shu e of forests. The shue technique fails for (r» > 0; r, < 30h ! Mpc) where inter-forest correlations dominate.

changes of 2 of the t and the value and precision of the BAO-presented in Subsectipn p.2, agree with the other techniques and
peak parameters. con rm their validity.

Although more accurate, the calculation of the diagram ex- TheNZ = 5000 5000 elements of matri€ag have a rel-
pansion is time consuming, and therefore not practical for théively simple structure. By far the most important elements are
analysis of the mock data sets. We thus tthe data and the mocksthe diagonal. They are, to a good approximation, inversely
using the covariance from the 80 sub-samplings. To limit thoportional to the number of pixel-quasar palk%*air, used in
noise of this estimate, we use the normalized covariance mattig calculation of the correlation function in the #n
(hereafter “correlation matrix”),

Oh 2 1
Can 3:0h“i 17 10 -100h * Mpc ; (17)
Cas NA. ro
Corrag = p——: (16) pair

ArCgB 5 . . . .
whereh <i  0:2 is the variance of BOSS pixels in the Lyor-

To good approximatiorCorrAB is a function 0n|y of ( rs; rk) est and where the second form uses the fact N‘ﬁg‘ is ap-
where 1> = jroa  Tfogjand rg = jria  reej. We therefore proximately proportional to, . The varianceCaa, is about three
average the correlation matrix to determi@errag( r-; re); times what one would calculate assuming all pixels are indepen-
which is then used to calcula@g( r»; ry). This procedure is dent. This decrease in the&ctive number of pixels is due to the
validated with a t of the data and of a subset of the mocks usimgrrelations between neighboring pixels in a given forest.
the covariance matrix from the diagram expansion [Ej. 14). To display the o-diagonal elements it is convenient to use

As a partial check of the rst two methods, we used a thirthe correlation matrif (16). The ediagonal elements of the cor-
technique based on a she of the positions on the sky of therelation matrix have a simple structure. The correlation is pri-
forests. We keep the values of pixels but change the positionne#rily due to pairs of pixel-quasar pairs sharing the same quasar
each forest to the position of another forest of the survey. \@8d the same forest (T2 in Fig. A.2). As a result, the largest
then produce a large number of realizations of sks,r, and €lements haver, = 0. The elements of the correlation ma-
measure for each of them the cross-correlatiowe then mea- trix as a function of r = jr®  r2j for the smallest values of
sure the covariance matrix of these nearly independent crosg; = jr2  rfjare presented in Fifj] 4. Its four panels show the
correlations with Ed. 15 (replacingwith r). The shu ing pro- good agreement between the correlation matrix from the sub-
cedure removes inter-forest and quasar-forest correlations butszgmpling and the diagram expansion. As expected, the shu
tains the intra-forest correlations. As such, we expect that #eehnique works well for r» = 0 but not for r, > 0. The
shu e technique will correctly calculate the important, = 0 top panels preser@orrag for r, = 0. These two panels are
elements of the covariance matrix. the re ection of the P shown in Fig[1p. The Ly metal

A fourth technique can be applied only to mock data sepeaks listed in Tablg] 3 are visible. The bottom left and right pan-
where the covariance is given directly by the mock-to-mock vagis give the correlation matrix forr» = 4 h 1 Mpc and for
ations of the correlation function. The results of this techniquer, = 8 h  Mpc where the correlation is very small.
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of the quasar-pixel separatiom; (ri), therefore requiring a spe-
o cial treatment for metals. The third termi?, is the correlation
between a quasar and a neighboring forest due to tleeteof
the quasar's radiation on the ionized fraction of the IGM. This
e ect of a quasar on its own forest is generally referred to as the
“proximity e ect” (Murdoch et al. 1986; Bajtlik et &l. 1988). In
the general case studied here, we use the term “transverse prox-
imity e ect”, P.

The physical component of the model is dominated by the
cross-correlation due to Lyabsorption in the IGM. It is as-
sumed to be a biased version of the total matter auto-correlation
of the appropriate at- CDM model modi ed to free the posi-
tion of the BAO peak:

e &y ry)

—0.2

W (r5nG 23 K= smoot(T2:T) + peakl 2725 kW) :  (20)

03 The BAO peak position parameters to be t are

ST} T 00 —04 — [DH(Ze ):rd] and 5 = [DM(Ze ):rd]
" [Du(ze )Tdl 4 ” " [Dw(z )7dq

IrL [h~' Mp(]
Fig. 5. Measured (left) and the best t model (right) of the Lyorest- where the subscript *d" refers to the ducial cosmological

quasar cross-correlation. The distortion mafri{ (12) has been applie del_from TablgL u.sed to transform angleetiences and red-
the model. The correlation is multiplied by a factorThe BAO scale Shift di erences tore ;ry). I

appears here as a half ring of radius 100h * Mpc. The color codeis  The nominal correlation function,™ (r>;rq » = «=1),
saturated for clarity. is derived from its Fourier transform:

(21)

PI (k;2) = PoL(k;2dg( ki Dy ( «;2)

P——P—

V Fao(K)G(K) 5 (22
To determine the position of the BAO peak, we t the measured vk Fa (Gl (22)
forest-quasar cross-correlations, shown in the left panel of Figherek = (kg k») is the wavenumber of moduldsand y =
[5, to a model that describes the underlying physical correlatidgsk, with kg being the component along the line of sight &ad
and possible systematics. We use the model of ¢grrelations across. As described in more detail bel®y, is the (quasi) lin-
introduced by Bautista et . (2017), and generalized here to @ar matter spectrundy andd,, are the standard factoi's (Kaiser
clude quasars. Its parameters are described in Table 2 and1i®&7) describing redshift-space distortivR, andFy_ describe
best t model is shown in the right panel of Fig] 5. The beston-linear corrections, ar@(k) gives the eects of ¢-;r) bin-
t parameters are listed in Tab[g 4. We use the tting packagging on the measurement. Calculation 8¢ for a given ¢»;ry)
“picca” E]which evolved from the bao t package (Kirkby et|al.bin uses the weighted meamn (ry) of pixel pairs in the bin and,
2013; Blomgvist et a[. 2015). for PAY (k;2), the weighted mean redshift of the bin. From bin
to bin, this redshift varies in the range 2.38 to 2.43 about the
mean redshift of the surveg, = 2:40.

The rst term in (22) provides for the aforementioned sep-
The expected value of the measured cross-correlatigmy the aration of the peak and smooth contributions to the correlation
(r>;1rJ) bin Ais related to the theoretical cross-correlatioff™,  function (Eq[2D):
by:

5. Fits for the peak position

5.1. Model of the cross-correlation

~ X h qfith BBi
A= Daw ot oo (18)
A0

PoL(K; 2) = Pan(k; 2) + Apeae [ 0%+l 2Y12p 2y (23)

where the smooth componemgy, is derived from the linear

power spectrumPy (k; 2), via the side-band technique (Kirkby
whereDay is the distortion matrix (Sedf. 4.2). The broadbarigt al|[2013) andPpeak= P Psm. The redshift-dependent linear
term, 2B, is an optional function used to test for imperfectionsower spectrum is obtained from CAMB (Lewis ef al. 2000) with

in the model and for systematic errors. the appropriate cosmology for data or mocks (Table 1). The peak
The cosmological cross-correlation is the sum of several caimplitude parameteAgeai is normally set to unity but can be 't
tributions: in non-standard analyses. The correction for non-linear broad-
afth _  qly X G, TP. ening of the BAO peak is parameterized by= ( k; »), set
= + o (19)  equalto (641; 3:26)h * Mpc in the standard { (Eisenstein etlal.
a 2007).
The rst term represents the correlation between quasges)d The second and third terms ip {22) are the quasar and

Ly absorption in the IGM. The second term is the sum ovky Kaiser factors describing redshift-space distortions:
all other absorbers: the metals of Taple 3 and unidentifed high )

column density systems (HCDs). All absorbers trace the Ul k2 =@ 1+ ¢ ; (24)
derlying matter uctuations, but we separate out the Lab-

sorbers because Lyabsorption is assumed in the calculatiofnereb(2) is the bias and is the redshift space distortion
RSD) parameter for the trace(= Ly ; quasar). The t of the

! httpsi/github.conigmhubpicca. cross-correlation is clearly only sensitive to the product of the
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Table 2. List of the parameters of the ts of the Lyforest-quasar cross-correlation. The rst section of the table lists the parameters for the
standard tting procedure. The second section gives the parameters that are xed in the standard ts. Albbia$esto the bias at = 2:4.

Parameters Description

k2 BAO peak position parameters (Eq{21)
by ; W Bias parameters for Lyabsorption 4)
bm, ( m = 0:5) Biases parameters ( 24) of four metal species (‘E{ble 3)

v.0SO Quasar radial velocity smearing (non-linear velocity and redshift measurement err(Eq. 28)
(b; ; Lo Parameters of the unidenti ed high column density systems (HCD)@q. 30)
b;b% uv Parameters of the UV uctuationsh® yv) xed to ( 2=3;300h ! Mpc)

LLSRNTY Transverse proximity eect (Eq[ 31). yv xed to 300h * Mpc

rcQso Shift of the cross-correlation due to systematic errors in the quasar redshift measurerr@t (Eq. 34)
boso (= 3:87) Quasar bias, tin combined crossuto t.
ayv;tyy (= 0;0)  Quasar radiation anisotropy and lifetime (Eq. 31)

=(Kk 2) Non-linear broadening of the BAO peak (Eq] 23)

R=(R¢R») Smoothing parameter for the binning of the correlation . 29)
Ageak(= 1) BAO peak amplitude (E{. 23)
aj (= 0) Power-law broadband parameters (EEqgs$. 3 d 33)

v (29 Redshift evolution parameter fbg, the bias of absorbers (26)

Table 3. Major metal transitions seen in the intergalactic medium The Ly RSD parameter,, , is expected to have a redshift
(IGM) and present in the forest-quasar cross-correlationrgfor2 dependence that is somewhat weaker than that for thebtgja,s
[ 200200] h * Mpc. The second column lists the rest-frame wav 'qrying betweerz = 2:25 andz = 3:0 by a factor 1:2 in the

J: : : :

length of the transition. The third column is the ratio between the me lati AT “Prats et al (2015 dt fact
transition and the Ly transition, where ; is the greater of the two simulations of Arinyo-I-Prats et al. ) compared to a factor

wavelengths. The last column gives the apparent radial distanee-di ~ 1:8 for by (Eq.[28). Because of the narrow range of mean
ence between the Lyand metal absorption corresponding to vanishingedshifts of (- ;i) bins, we neglect the variation ofy , tting

physical separation, abgs = 410 nm. only its value aize . For quasars, the RSD parametey, is di-
rectly linked to the bia®gso and tof, the linear growth rate of
Transiton = structure:
1
[nm] [h * Mpc] boso aso= (2955 ; 27)
Sill(126.0) 126.04 1.037 +103 wheref = f(z ) is given in TablgL.
S!III(120.7) 120.65 1.008 -21 The termVy_ (k) is the e ect on the power spectrum of non-
S!II(119.3) 119.33 1.019 -52 linear quasar velocities and the precision of quasar redshift mea-
Sil(119.0)  119.04 1.021 -39 surements. Following Eq. 18 of Percival & White (2009), we use
a Lorentz-damping form:
quasar and Ly biases, so by convention we dgjso = 3:87 as 1
measured by Laurent etlal. (2016) and assume a redshift depén-{kd = 55 (28)
dence given by Equation 15 jof Croom et Al. (2005): 1+ k¢ veso
-0 . 2. where qso[h ! Mpc] is a free parameter. Alternative ts use
boso(2) = 0:53+ 0:289(1+ 2)“ : (25) a Gaussigm form.
For Ly absorption we assume The termFy(K) is a correction for non-linear ects in Ly
absorption at largk due to the isotropic enhancement of power
by (2=by A(L+2H1+24)] v ; (26) due to non-linear growth, the isotropic suppression of power due
. to gas pressure, and the suppression of power due to line-of-sight
where [y = 2:9 as observed in measurements of the Uxyon-linear peculiar velocity and thermal broadening. It can be
correlation, 1P within individual forests|(McDonald et al. chosen to be of one of the two forms given by Equation 21 of
2006). (McDonald 2003) or as presented in Arinyo-i-Prats et al. (2015).

Fluctuations of ionizing UV radiation| (PontZzen 2014Qur standard t uses the former.
Gontcho A Gontcho et al. 201L4) lead to a scale-dependence of The last term in[(ZR)(k), accounts for smoothing due to
by given by Eq. 12 of Gontcho A Gontcho et al. (2014). The efhe binning of the measurement df'. Following|Bautista et &.
fect of the uctuations is to incread®, from its nominal value (2017), we use
at small scale to a derent value at large scale. The transition " |
scale is determined by the UV photon mean free path, which \g?k Rk
set to a comoving value ofyy = 300h ! Mpc (Rudie et al. )= sinc —- sinc
2013). We then t for one parameten, corresponding to the
b (bs b,) of[Gonicho A Gontcho et all (2014); it determinegvhereR, andR, are the scales of the smoothing. For standard
the change irb, between large and small scales. A seconts, we x both to the bin width,R, = R, = 4 h * Mpc.
bias, b2, that determines the precise dependence of the bias onThe second contribution ta?"™" in Eq. ) is the sum over
scale, is set to the nominal value 02=3 used by Gontcho |/A non-Ly absorbers. Because there is little absorption by met-
Gontcho et al[(2014). als, the treatment of metal components is simpli ed without the

|
R> ko #2
2 1

(29)
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separation into peak and smooth components. The ducial céunctions of the form (see Appendiy B):
relation function is directly used to calculate the metal-quasar

correlation, although with individuab( ) for each species. Yoax Yo o
Absorption by metals is complicated by the fact that thé® rqr> = ajnss (33)
(r»;ry bins A corresponding to an observed { ) are calcu- i=imin j= jmin

lated assuming absorption due to the ltyansition (Eq[ P). This ) ] ) ]
(r? : rk) does not Correspond to the physica| quasar-absorber g@ﬁ)reW_OUS StUdleS, broadband functions Were_ of central impor-
aration if the absorption is not due to LyThe model correlation tance since we did not attempt to model the distortion from the
function im must be evaluated at a dirent (? : rk) found by re- continuum tting. In this study this eect is modeled with the
placingDyy in (9) with the distance calculated from the redshifdistortion matrixDas. The purpose of the broadband functions
Zn= = m 1and taking the weighted average for pixel-quas# Now only to search for systematic errors due to hypotheti-
pairs in the binA. cal correlations between the peak position and the sidebands. Its

The contribution of each absorber to the cross-correlationfighction is also to account for unknown physical, instrumental,
maximized in ther(; ; r,) bin that corresponds to vanishing physOr analytical e ects missing in the model. The standard t, us_ed
ical separation. For the Lycontribution, this bin corresponds tot0 measure the BAO parameters, has no broadband functions:
(r-;1) = (0;0). For the other species, it corresponds4o= 0 &j = 0. o ) ) )
and tory (1 + 2Du(@( m ly )=y as givenin TabI€]3. When estimating the model on the grid of separation coordi-
Because amplitudes for Sill and Silll are mostly determined tiate, we allow for a mean shift of the absorber-quasar separation
the excess correlation at;( 0;rg , 0), the for each metal along thery direction:
is poorly determined. We therefore x their value to= 0:5
corresponding to host halos with bias of two, the value foundkQso = lktrue lkmeasured (34)
for DLAs (Font-Ribera & Miralda-Escudé 2012), which is also ) ) )
typical of star-forming galaxies. The redshift dependence of thge shift, described by the t parameteriqso, is mostly due
this assumption has Very ||tt|e impact on the ts. d| erent re|atlve Ve|0C|t|eS (Gaske" 1982, Shen et al. 2016)

The standard t also takes into account the correlation be- The model of the correlation function is ngtsymmetric
tween the quasar distribution and absorption by unidenti déecause of the contribution of metal absorption and the variation
HCD systems. This new absorber is modeled with a modi €@f the mean redshifts with.. Further asymmetry is introduced

Kaiser factor[(Baufista et al. 2017) de ned as: by the continuum- tting distortion. The mean of any residual
r-asymmetry is absorbed by the quasar-redshift paranjeter (34).
duen( k) = buep 1+ Hep 2 SINC Lucok ; (30) The ts do not reveal any signi cant additional asymmetries but

a complete study of such ects [(Bonvin et al. 2014; Iréiet al.
wherebycp; Hep are the traditional bias and beta parametep916) is not included here.
of the absorption, antlycp is the associated smoothing scale.
Because of degeneracies, we add a Gaussian priotfgy, of
mean 05 and standard deviation2

The nal term in (19), ™, represents the contribution to thegyr “standard” t of the cross-correlation function uses the 15
Ly -quasar cross-correlation from radiatioregts. In the vicin- 5 ameters in the rst group of Tabé 2. The best- t values are
ity of a quasar, the radiation emitted from the quasar domina@swn in the column “cross alone™ of Talile 4. Instead of t-
over the UV background, increasing the ionization fraction hq the bias of the Ly absorberby, , we t the combination
the surrounding gas. This increase makes it more transparer};&o(1+ Ly ), Which is less correlated with, and better con-
the quasar Ly photons. Therefore, this ect introduces an ex- g;inoq We limit the t to separations 2 [10;160] h * Mpc
tra term in the correlation between the quasars and thddnest and t aI.I directions 2 [ 1:1]. As we wil sée below, these

(Font-Ribera ?t gl. 2013). We use the fo'rlm choices have no signi cant impact on the values and precision
P ; # f(1+ )# of the two BAO-peak parameters.
= % exp — [1 agp(l Hlexp ———= ; (31) The best t is shown in Fig[]6 for four ranges ofand in
r uv tuv Fig.[7 for the two lowest, bins. The best-t values of the
BAO peak position are (;; ) = (0:898 1:077) with constant

wherer is the comoving separation in units lof' Mpc, yy = 5 - . T
300 h * Mpc (Rudie et all 2013), and[” is an amplitude to contours |r21d|c:':1t<(92d.2|3. rgclié‘n 1':1@3;30 gprisdpisnhde?oizgtﬂgﬁ-for

, - - - 27 Kk
be tred. The parametersagy;t,,) describe anisotropic andjya (6527, 9545 99:73%) limits on (»; ¥). This correspon-
time-dependent emission. They are set to zero in the standgifl - is however, not expected to be exact because evhasf
t. Leaving them free in the t gives a slight preference forg, ssjan errors, the model is not a linear function of ( ). In

5.2. Fits of the cross-correlation

TP

anisotropyayy = 1:27 0:56 (Tablg B.1). th lvsis of the 1 k data set t 6). th £

~ The optional 2® term of (18) is a “broadband function” thatseetsa;2|)éisr% one 2(()07m:00k Sal? % _ (iﬁglg )v’vasegrr]g;?gre "o

is a slowly varying function ofri; > : than the expected 4.5% (Tabl 5, last column). This result sug-
Foox W gests that the con dence level corresponding t& = 6:18 is

1BB(r. )= a '—i(_ ). (32) overestimated. To make a more precise estimate of the relation

between 2 and con dence level, we generated a large num-
ber of simulated correlation functions using the ducial cosmo-
wherelL; is the Legendre polynomial of degr¢eThe standard logical model and the best t values of non-BAO parameters,
form, (imin; imax; imin; imax) = (0; 2; 0; 6), corresponds to parabo-randomized using the covariance matrix measured with the data.
lasinr? (r; ) for seven independentranges. We have also usedBased on these studies, described in detail in Appgnflix C and

i=imin J=Jmin
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Fig. 6. Cross-correlation function in four ranges of= r,=r. The data are the black points and the red curves give the standard ¢ (1&
160h ! Mpc) used to measure the BAO parameters. The cross-correlation is multipliéddoghow the BAO scale.

Fig. 7. Correlation function for two ranges of. The data are the black points and the red curves give the standard t (over the range<0
160h ! Mpc) used to measure the BAO parameters. These slices of consdemonstrate the impact of metal transitions on the data. The four
vertical dashed lines give the position of the four peaks of the metal-quasar correlations @T@ble 80h ! Mpc (Sill(119.3) and Sill(119.0));

r«= 21h *Mpc (Silll(120.7)); and,  +103h  Mpc (Sili(126.0)).

summarized in TabI@.l, we adopt? = (2:62;7:25) as con- The two BAO parameters are88% correlated with one another.
dence levels of (687, 95:45%). These levels are the solid redrollowing the results of Tablg .1, the (12 ) errors corre-
lines in Fig[8. The best- t values of ¢, ) are 18 from the spond to 2= (1:17,4:94) forDy=rgandto 2= (1:19;4:87)
CMB-inspired at- CDM model (Planck Collaboration et jal.for Dy=rg.
2016), which has a? that is 6.27 greater than the best t. .
' Font-Ribera et dl/ (2014) measur®gd (z = 2:36)r4 = 9.0
- 0,
The best-t values and con dence level (68.27,95.45% 3 andDy(z = 2364 = 363 14, ScalingDy(2:36) and

ranges for the BAO parameters are: Dy(2:36) toz = 2:4 (using the ducial cosmology) results in

. = 03898+858ﬁ +0.098. (35) Dy(z= 24)7r4 = 885 0:3andDy(z= 24)=4 = 357 14.
; 041 0084 The priorDy measurement agrees well with the present result,
M
k = 1077008 Fooas (36) while Dy has shifted by & . As discussed if Bautista et|al.
(2017), this shift is typical of what can be expected due to the
corresponding to statistical di erence between the DR11 and DR12 samples.
Du(z= 2:40) _ 357 +17 +39. 37 The best t values for the bias and the RSD parameters of
- =357 715 33 (B7) thely eldareby, (1+ )= 0350 0019and =
s 1:90 0:34. They are compatible with the values of Bautista ét al.
Du(z= 240) _ 9:01 +9:36 +0:75. (38) (2017) found using the auto-correlation functionn, reported here
rq 035 071 in the column “auto alone” of Tablég 4.
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Parameter \ cross alongf auto alone| auto+ cross
K 1:.077 0:042 1:053 0:039 1:.069 0:029
2 0:898 0:042 0:970 0:060 0:920 0:.034
by (1+ ) 0:350 0:019| 0:3559 0:0042| 0:3544 0:.0038
Ly 1:.90 0:34 1:628 0:085 1:650 0:081
boso 3.87 370 012
rcosol[h * Mpc] 093 014 0:79 0:13
vosol[h 1 Mpc] 6:43 0:90 4:67 032
gp 0:37 0:22 0:65 0:15
:I.O3 bc|v(154;g) 230 110 220 110
10’3 bSiII(126:O) 07 17 1.3 11 1.05 091
10° bSiIII(12027) 70 17 29 11 36 11
10° b5i||(119;3) 40 16 323 084 296 074
10? bSiII(llQ:O) 1.4 1.7 399 083 34 073
bhco 0:029 0:.010| 0:0318 0:.0047| 0:0275 0:0040
HCD 0:55 0:20 0:69 0:17 0:79 0:17
Lucp [h * Mpc] 627 7.3 245 11 239 12
b 0:18 0:12 0:150 0:058 0:108 0:049
Nbin 2504 1252 3756
Nparam 15 13 17
(x 2) -0.377 -0.369 -0.362
ﬁqm 257631 123256 383316
probability 0:11 0:55 0:14
(k= »2=1) 2582.58 1234.82 3841.97

Table 4. Fit results for the cross-correlation (this study), the auto-correldtion (Bautisté et al. 2017) extrapotate2i40, and the combined t.
Errors correspond to Gi68.27%. Parameters without errors are xed. The tis over the range 1& 160h * Mpc.

Fig. 8. Constraints on (i; ) from the standard t (red) and t with Fig. 9. Constraints on (; ») corresponding ta€CL = 6827 and

a broadband terr’rﬂ]sZ) (blue). The dashed red lines correspon®5015% for the cross-correlation (red) and the auto-correlation (Bautista
2 = 2= (2:3;6:18,11:83);, while the solid lines corre- [et al|[2017) with a unconstrained broadband (blue). The black lines

Spond to 2 = (262 7:251293), that is, to con dence levels of show theCL = 6827, 9545% and 99/% limits for the combined t.

(68:27;95:45% 99:7%). The black point (; ») = (1;1) indicates the The black point (; ») = (1;1) indicates the value for the Planck 2016

value for the Planck 2016 at-CDM cosmology. at- CDM cosmology.

The e ect of metals is visible in the lowes bins (Fig[T). this is not the case for the HCD parameters. The best- t value
The measured bias of Silll(120.7gina207) = 0:0070 of bucp even has the opposite sign of that found in the auto-
0:0017, is incompatible with zero at more than 4 sigma. We thoerrelation. This suggests that the HCD parameters model non-
have evidence of a large-scale cross-correlation between metD e ects, as noted by Bautista et al. (2017). Fortunately, the
and quasars. The three other metals are detected with less si@@MNo© parameters are insensitive to the HCD modeling. Fixing the
icance or not at all. HCD parameters to those found in the auto-correlation results

While the metal parameters found in the cross-correlatiamno signi cant change in (>, ) (Line “HCD xed” of Table
are broadly consistent with those found in the auto-correlati®.T]).
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The uncertainties in Equatior[s {35) throufh|(38) are purely The combined t of the auto- and cross-correlations breaks
statistical. In the Ly auto-correlation measurement/ of Baulistthe degeneracy betweep, andbgsoand we nd:
et al| (2017), possible systematic uncertainties in the correlation
function related to correlated ux-calibration errors were studieso(z = 2:40)= 3:70 0:12, (43)
ied in detail. For the quasar- ux cross-correlation, these error . - . . .
are not relevant. The primary identi ed systematic error here {41€r€ th:e error is statistical. This resultis in agreemfnt with the
in the measurement of quasar redshifts, but this issue leads tb&glts 0f Croom et all (2005) and|of Laurent etjal. (2016), buta
asymmetry in (r}); which is parameterized byrioso and in- study of possible systematic errors will not be presented here.

cluded in the t. As such, the error is included in the statistical, "€ sécond method of performing the joint t consists of
erTOT. simply summing the<( »; ) ofthe cross-correlation measure-

To search for unexpected systematic errors in the determif3€Nt (Fig_@) and the auto-correlation measuremept of Bautista
tion of the BAO-peak position, we performed ts with modi ed et all (2017). The measurement of the auto-correla_tlon dep_ends
models. These ts are described in Apper{dix B and summariz& wheth'er or not one |ncl'udes a broadband term m)the tting,
in TablgB.]. No obvious discrepancies with the standard twe sgke)n '3 (';'able 6 ta_nd Fig. 1ﬂ5] of B?tutls';athet ?I' (1_017).dThte
found. Of special interest are ts that included a broadband co ‘oadband does not improve the quality ot the 1 so we% op
ponent of the form{(32). This t provides constraints ors( 1) the broadband-free result as our primary result. The sumrhed
that are very similar to the standard t, as seen in Fig. 8. Th
insensitivity to the addition of a broadband term elis from the
result for the auto-correlation (Bautista et[al. 2017) where,
cause of the very weak BAO signal in the transverse directi . ) ) —— - )
such terms signi cantly degraded constraints enWe also per- 2 ~ 0'933. O't038 hgltOszoand « = 1:.063 0:028 0:058,
formed ts on subsamples of the data as described in Appen&&rrespon ing to a shift or U4
[Bland summarized in Tabfe B.2. No obvious discrepancies were

found. 6. Validation of the analysis with mocks

oadband-free t gives a result hardly dirent from [(3P) and

): » =0:925 0:035 0:075and = 1:066 0:028 0:059,
b%c_)rresponding to a shift of 0:15 . Use of a broadband (“no
cﬁ.pditional priors” of Table 6 df Bautista et/dl. (2017)) results in

o ) ) At the time of the cross-correlation analysis [of Font-Ribera
5.3. Combination with the auto-correlation et al| [2014), the only mock data sets that were available (Font-

This analysis of the Ly-quasar cross-correlation in DR1RIbera et al| 2017; Bautista et/al. 2015) contained Egrests _
quasars can be combined with the results of the lauto- where the underlying density eld was traced by the transmis-

correlation in DR12[(Bautista et Al. 2017). This study can PN eld but not by the associated quasars. The forest-quasar
done by simply combining the §, i) likelihood contours for cross-correlation therefore vanishes for these mock data sets. Be-

the two correlation functions, or by performing a joint t of theC2Use of this property, essential features of the cross-correlation

two correlation functions. Inthe rst case we need to estimate tRBalySis could not be checked with the analysis of the mock data.
covariance between the two values of ( ). The second case  FOr the analysis presented in this paper, we have produced

requires the full covariance matrix between the two correlatiGh"€W Set of mock spectra where the Ljorests are properly
functions. This problem was studied [in Delubac et fal. (201 orrelated with the quasars. This correlation is done using the

who showed that the covariance was siently small to be ig- technique of Le Go et al| (2011) where quasars are placed at
nored. The studies with the mock data sets discussed inSectR§aks of a Gaussian-random eld. The transmission eld gen-

con rm this conclusion and demonstrate that, as expected, ﬁ{@ted with the same Gaussian eld is thus correctly correlated

( », 1) derived from the auto- and cross-correlations are larg |th the quasars. Thes.e simulations are thg rst to inclyde the
uncorrelated. four measured correlations: the 1D correlation of two pixels in

We rst combine the two measurements by performing {€ Same foresftf,”?lD, the 3D auto-correlation of pixels in dif-
joint t of the two correlation functions. This t has 17 free pa-icrent forests, ', thel 3? aurt]p corrglatl(r)]n %thWO quasar§,|, .
rameters: the 15 from the cross-correlation model and the bia@3§: Most importantly for this stucy, the 3D cross-correation
of the CIV forestbcyy, and of quasarioso. The best- t results 0 plxel-qu_asar on dierent forests, 9. A disadvantage of this _
are presented in Tablé 4. Figlfe 9 gives (in black) the 68'27@,5)proach is tha’g the quasars.and forests are not at the same posi-
95.45%, and 99.7% CL contours (using? = (2:5;6:5;13.0) tions and redshifts as those in the real data. However, this tech-

from Table[C:1). The results dér from the prediction of the nique should still allow us to test the estimation of the covariance
Planck 2016 at. CDM cosmology by B . The gure also matrix and of the precision of the t parameters, and to search

displays the contours for the auto-correlation in blue (Bautid@ Systematic errors.
et al| 201¥) and the cross-correlation in red (this study).

The best- t values for the BAO parameters are: 6.1. Description of the mock data sets
, = 0:920*0033 +0072. (39) The production of the mock data sets proceeded as follows.
; 0:030 0.062 A Gaussian random eld of density uctuations is generated
k = 1:069%5027 +0:055, (40) in a cubical volume of 79h * Gpcy with the linear matter
' ' power-spectrum of CAMBJ (Lewis et dl. 2000). We adopted a
corresponding to: at CDM ducial cosmology with parameters given in Table

[. The corresponding box of line-of-sight velocities is generated

Dm(z=2:40) _ . ~+14 +28. at the same time. This density eld,g, has a low resolution

Ty 366 713 24 (41)  since the cubic cells of the box have a side dfh 1 Mpc. We
s set the center of the box at= 2:5, compute the resulting red-

Dn(z=240) _ 8:94 +0:23 +0:46. (42) shiftin each cell, and multiply g by the corresponding linear
Fd 022 043 growth factor. The velocities are also evolved to the redshift of
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Fig. 10. Correlation function for two pixels from the same forest’'®, as a function of wavelength ratio for the data and for the mocks,
respectively, in red and blue. Prominent peaks due toinetal correlations are indicated. The metal transitions relevant to this study are given in
Tablg 3. The dierences in '"%? for data and mocks lead to dérences in the covariance matrix for data and mocks.

Table 5. Results of the ts of the 100 mocks of each of the three sets of spectraabgorption only; Ly absorption superimposed on a quasar
continuum; and including metal absorption. The weighted means and mean uncertaintiesl() are given for the BAO-peak parameters { |)

and for the Ly - bias parameters. The best- £ is listed along withDOF equal to the number of bins minus the number of parameters. The nal
column givesNg.1g de ned as the number of mock sets with? 2(,= xk=1) fmn > 6:18. The mean olNg1g would be 4.5 if the errors on

( », «) were Gaussian. In the cross-correlation ts, webso = 3:34 andf = 0:95916, and in the combined f, = 0:95916.

Mock set e EX® by 1+ 1y () 1 O 2 =DOF No1s
cross-correlation:

Ly 0:994 (0025) 1002 (0028) 0:3858 (Q0046) 1318 (Q064) 250116<2504 7) 10
+Continuum (990 (0038) 0994 (Q050)  0:3725(00067) 126 (G12) 24937242504 7) 7

+Metals 0988 (Q039) 1003 (Q050) 0:3726 (Q0068) 128 (G12) 2492882504 11) 13
auto-correlation:

Ly 0:995 (Q018) 1002 (Q027) 0:3995(Q0016) 1412 (Q031) 12529541252 6) 4

+Continuum (997 (Q042) Q986 (Q066)  0:3750 (00034) 1243 (Q077) 12601651252 6) 4

+Metals 0991 (Q040) Q996 (Q067)  0:3713 (Q0035) 1167 (Q075) 127403F1252 10) 10
combined ts:

Ly 0:995 (0014) 1003 (Q019) 0:3988 (00015) 1394 (Q028) 37503756 10) 4

+Continuum (992 (0030) 12001 (Q041) 0:3751(00032) 1250 (Q064) 375743«3756 10) 10
+Metals 0990 (Q027) 1004 (Q043) 0:3714 (Q0032) 1205 (Q064) 3777053756 14) 13

the cell. The size of the box along the line of sight correspondsrsolution simulation was added to the delta of each large cell to
the redshift range:Z1 < z < 3:66 and the box covers 9078 deg provide the missing small-scale power.
atz= 25. The transmissiork, was computed as

We draw quasar positions randomly within cells where the _ )
eld is above a threshold. This threshold is set such as to ggt_ exp a2 exp(by(2) ) ; (44)

a b|a§ of 36 relatlve to matter distribution @& = 2:5, which is \yhere is the Gaussian eldg(2) is the linear growth factor,
consistent with the results of Croom ef al. (2005). We do not vagy- 1:58 (Hui & Gnedirf 1997), and(2) is set to reproduce the
the threshold with the redshift, resulting in a real-space quasgéasyured 1D power spectrum (McDonald €t al. 2006).
correlation function that does not evolve with redshift withinthe  The next step is to take into account theeet of velocity
box. This approach is a signi cantly better approximation thagq. The transmission in each pixel of a spectrum is transformed
a constant bias. A random _se_lectlon of these cells is rejecteqdqhe optical depth, = InF, the pixel is moved in wavelength
order to reproduce the variation of the quasar number densiycording to the value of the velocity, and the value of the op-
with redshift. Finally, the quasar redshifts are shifted accordiga| depth is modi ed according to the gradient of the velocity.
to the line-of-sight velocity of their cell. The simulations up tq:inally, the optical depth is transformed back to the transmis-
the generation of the transmission are then essentially |as indigy. The resulting eld follows the Kaiser formula (Eg.]24) in
Go et al| (2011). One limitation is that the generated lines gie rangek < 0:2 (h 1 Mpc) ! relevant for BAO, with a value of
sight are parallel. We analyze the mock spectra accordingly, so 1.5
in a slightly di erent way than the real data. The mock expander, described [in Bautista et [al. (2015),
Our simulations average over a scale df®h * Mpc and transforms the transmissioR, to a ux, f. This process takes
therefore miss a signi cant amount of transverse small-scafgo account the resolution of the SDSS-11l BOSS spectrograph,
power in true forests, which are smoothed at the Jeans lengfie, continuum and magnitude properties of the BOSS quasars,
100 kpc. To compensate for this lack of power, 20 higland the level of noise of the data.
resolution simulations with 6cells of size 0:2 h ! Mpc We also add absorption due to metal transitions near the Ly
were performed. The delta eld from a randomly chosen higltransition: Sill(126.0), Silll(120.7), Sill(119.3), and Sill(119.0)
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Fig. 11. Cross-correlation of the stack of the 100 mocks in four bins of r=r, with the points representing the reconstructed correlation
function and the lines representing the t correlation function (over the range 1< 160h * Mpc). Green and blue represent the Lgnd

Ly +Continuum types, respectively. The agreement between lines and points indicates that the distortion due to continuum tting is well modele
by the distortion matriXDapo ). The cross-correlation is multiplied by a factéto show the BAO scale.

Fig. 12. Stack of the 100 mocks cross-correlation for twoetient ranges af, with the points representing the reconstructed correlation function
and the lines representing the t correlation function (over the range 6.& 160h ! Mpc). Blue and red represent the LyContinuum type and

Ly +Continuum-Metals types, respectively. The four black dashed lines indicate the positions of the four peaks of the metal-quasar correlation:
Thetroughat,  60h ! Mpc is due to the Sill(119.3)- and Sill(119.0)-quasar cross-correlationg, at 21h * Mpc to the Silll(120.7)-quasar
cross-correlation, and at  +103h * Mpc to the Silll(126.0)-quasar cross-correlation.

(Table[3). Absorption due to transitions far from the Liyansi- seeds to de ne the quasar positions, which provides ten mock
tion, such as CIV(154.9), are due to matter at low redshift, andasar catalogs. This approach is reasonable since the quasars
are nearly uncorrelated with the quasars in this study. We usupy only 1.1% of the total number of cells above threshold.
the “procedure 1" of Bautista et al. (2017) to generate absoMyhen producing the Ly spectra corresponding to the result-
tion by metals. Parameters of the metal transmission eld are s& 100 mock quasar catalogs, drent random seeds were used
in order to reproduce their presence in the observédP, the for each quasar catalog, both for the noise and for the quasar
correlation between pixels of the same forest, shown in Figuentinua. Since our quasar and Ljorest samples are strongly
[10. The peaks in the gure are due to correlations in absorptishot-noise limited, the 100 sets of mock catalog and spectra are
by two di erent transitions at the same physical position. Thessentially uncorrelated.
peaks present ir_1 the data but not in the mocks are d_ue tojmetal For each of the 100 mock data sets, three types of spectra
- meta}, correlations thf%t are not correctly modeled in the Prere produced and analyzed. This procedure allows us to under-
cedure. These correlations have nceet on the quasar-forestStanol the impact of the derent physical aspects and physical
cross-correlation. parameters introduced along the mock production. The results
Ten Gaussian-random- eld boxes of 78 ¥ Gpcy volume of the ts on the three types are summarized in TgHle 5. The
were produced. For each of them we use teredént random three types, in order of increasing realism, are:
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Fig. 13. Mean normalized covariance matrix of the mocRe\rrag CAB:pCAACBB, as a function of r, = jr¢  rPj for the smallest values of

r, = jr% rBj. The top panels are forr, = 0, with the right panel showing only the points wifforrag < 0:1. The bottom two panels are for

r, = 4h *Mpc (left) and r, = 8 h * Mpc (right). Shown are the correlations given by the mock-to-mock, by the mean of sub-sampling on
each mock set, and, for one set, by the sum of all the diagrams.

1. Ly : The forest pixel values are the transmission eld of theause only the linear power spectrum was used to generate the
Ly inthe IGM. The quasar continuum, the metals absorpiock spectra, we havey (k) = 1 andVy (ki) = 1 for the
tion of the IGM, and the BOSS spectrograph resolution amdocks. As stated previously, because of the size of the cells of
noise are not introduced. When analyzing this type, the ditie mocks, we let free the two parametBrs (R¢; R, ).

tortion matrix is set o the unit matrix. The results of the ts of the 100 mocks are summarized in

2. Ly +Continuum: The quasar continuum, and the BO ; X
spectrograph resolution and noise are added to the E%blf@b:;v?fﬂ s?ym;vz:lrée:/;/ellglyvfréestt.‘limgg?t;);ttgetggsgé;/ﬁlvgﬁ of
S

mocks. This type allows us to understand and test our abilit of 5 and y are within 1% of the expected value of unity,

g?c mg?reliéhceogﬁrﬁﬁlrﬂnoﬂﬁgdquucaesda?y the lack of knOWIedg#wdicating no signi cant bias in the determination of the BAO

3. Ly +ContinuurMetals: This type adds metals of TaFle sneak position. The table gives the mean of the one-sigma errors
to the Ly +Continuum mocks. of the four parameters. These means are not far from those ob-
served for ts of the data (Tab@ 4). The meahfor the mock
Figured Tl anfi 12 show stacks of the 100 mock sets for the are near unity per degree of freedom, con rming that the
three types. Figurje 11 illustrates how the distortion méelvige covariance matrix of (r-;ry) is well estimated. The last col-
accounts for the change in the correlation function due to cammn of the table lists the number of mocks sets with values
tinuum tting. Figure[I2 shows the presence of the metals in the 2 (o, = x=1) 2 that exceed 6.18. This num-
low r, bins. ber is generally greater than 4.5, the number expected for Gaus-
sian errors on (», ). This result, con rmed by the Monte Carlo
. L simulations of AppendiK [C, is unsurprising because the model is
6.2. Fits of individual mock sets not a linear function of %se variables.

Individual mocks sets were analyzed with the aim of validating

the techniques used to analyze the data. In particular, we wished

to verify the accuracy of the covariance matrix and search fa3. Combined ts of the cross- and auto-correlation
biases in the determination of the BAO peak position.

The covariance matrix for the data was calculated using tAs with the data, the cross- and auto-correlation functions of the
two methods described in S€ct. ]4.3. One of the goals of the amabcks can be combined either by performing a joint t of the two
ysis of the mock spectra was to con rm the validity of thestunctions, or by combining the values of{; ) measured sepa-
methods by observing directly the mock-to-mock variation otely with the two functions. The former requires the covariance
the correlation function. The comparison of the covariance deatrix between the cross- and auto-correlations while the lat-
termined by this direct method with the two methods used fter requires the covariance of the two measurements-of ().
the data is shown in Fi§. 3. The mock-to-mock variations of the auto- and cross-correlations

The procedure for tting the mock correlation function washown in Fig[ I§ indicate that the covariance of the two correla-
the same as that for the data with the following exceptions. Bi@n functions is negligible. The correlation of the auto and cross
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freedom and the best- t parameters:

m= 0:288 0:033 =0:695 0:115 k=002 0:14

fd —_ (ro . 1 1.
Ho 14733 Mpc (685 1.5)kms-Mpc *: (45)
Imposing ¢ = Oresultsin , = 0:292 0:019, in good agree-
ment with the CMB value , = 0:315 0:017 (Planck Collabo-
ration et al[ 2016).

The BAO best-t values[(45) use the primary Lyauto-
correlation result without a broadband added to the correla-
tion function. Inclusion of a broadband for the auto-correlation

] ] ] p changes the best-t values by 0:3 : ,, = 0:275 0:034,
Fig. 14. Mean normalized c_;ovarlan(_:é;orr_AB = Cap= CAA(_:BB of =0:657 0:125,and (= 0:07 0:15.
:jhe_auéc}- and CrOES-COI’rElE’[IOh_ f“.”Ct'or}s r'1” the “’;’0.'°ng°'?.5' as While the result[(4p) strongly disfavors matter-only models
erived from mock-to-mock variations of the correlation function. Ge. = 0), it does not strongly imply that the expansion is

Table 6. Correlations between the{: ) measured by the cross- ang@ccelerating at the present epoch. This is because we have used

auto-correlation functions derived from the mock-to-mock variations @ta az > 1 where the expansion was decelerating, so any state-
best- t values for the 100 mocks. ment about present-day acceleration is model-dependent. A re-

cent report/(Nielsen et al. 20116) that low redshift measurements
require acceleration only a 3 signi cance stimulated a re-

( cross cross) 0:325 0:087 : > : - ) i

2o & : : examination of the evidence. The general conclusion is that, in
(5% & 0:428 0:089 the absence of unidenti ed luminosity evolution, the SNIla data

pTv—— 0:004 0.096 (Betoule et al[ 2014) do support acceleratiorrat  signi -
(5% 319 : ’ cance |(Rubin & Hayden 2016; Haridasu et/al. 2017; Tutusaus
( cross autc) 011 011 . —

Koss Kut . . et al|[2017). The BAO data do not provide such precision be-
(5% % to) 0:13 012 cause at low redshift the number of available galaxies to mea-
(g5 819 0:093 0:09 sure the correlation function is small. If one uses the four BAO

data points in Fig. 16 witlz < 0:4, one nds that the best non-
o accelerating modebp = =2 >0)has(m )=(0;0)
measurements of ¢; ) are presented in Fi. L5 and Taple 6yith 2 = 8:1. This can be compared witif = 0:7 for the best-
As expected, they are consistent with zero. t model and 2 = 2:1 for the Planck-2016 model. Acceleration
is preferred at the:8 level.

7. Cosmological interpretation

The measurements of the BAO peak with the Lwuto- 8. Summary and conclusions

correlation and the quasar-Lycross-correlation yield the con-Using the entirety of the BOSS data set, this paper has pre-
straintsorDy(z 2:4)rgandDu(z 2:4)=r4that are presented sented a measurement of the cross-correlation of quasars and
in Fig.[9. The auto-correlation measuremenf of Bautista et tle Ly ux transmission at redshift 2.4. Apart from the im-
(2017) produced a value &%:’D%3=r4 about one standard devi-proved statistical precision over our previous measurement, we
ation fromthe at- CDM model that yields the CMB anisotropyhave bene ted from an improved pipeline and better modeling
spectrum measured by Planck Collaboration ét al. (2016). Tofthe e ects of continuum tting. The availability of mock data
cross-correlation measurement presented here is 1.8 standardels- with quasar-forest correlations was essential for verifying
viations from the CMB prediction, and the combined measurthe reliability of the analysis.
ment di ers by 2.3 standard deviations from this prediction. The modeling of continuum-tting distortions done here
While the results presented here represent “tension” wibpens up the possibility of constraining cosmology with the full
CMB-inspired at CDM model, the complete set of BAO mea-correlation function, in addition to the BAO peak. However, this
surements presented in Fig.]16 are in good agreement witbuld require further studies to determine the sensitivity of such
this model. The CMB model has? = 14:8 for 12 data constraints to poorly constrained astrophysics: DLA absorption,
points. The contributions to this?> from the two low-redshift UV uctuations, and the transverse proximity ect. These stud-
Dy=rq measurements are > = 0:12 (Beutler et al| 2011) ies would probably require an analysis of the data with multi-
and 2 = 0:82 (Ross et al. 2015). The measurements pfe redshift bins. Relativistic eects [Bonvin et al. 2014; Ir&i
(Dm=rq; Dy=rg) at 02 < z < 0:8 contribute 506 points [et all[2016) should also be included in the model. Further im-
(Alam et all (201), “BAO-only”) while the Ly auto-correlation provement on these results will be forthcoming from the ongo-
at z = 2:33 contributes A28=2 points |(Bautista et al. 20[L7).ing eBOSS project (Dawson etfal. 2016) and the upcoming DESI
The cross-correlation measurement presented here contrib@i#SSI Collaboration et &l. 2016), HETDEX (Hill et Al. 2008) and
6:27=2 points, corresponding to a:8l deviation from the WEAVE (Pieri et al| 2016) projects.

CDM values. This tension has no simple, well-motivated so- The position of the BAO peak is:& from the at-
lution (Aubourg et aJ. 2015), which suggests that it results fromCDM model favored by CMB anisotropy measurements
a statistical uctuation. (Planck Collaboration et @l. 2016). Combined with the Lyx-

The BAO measurements by themselves yield the constraitrnsmission auto-correlation measurement{_of Bautista let al.
on the CDM parameters (;; ) shown in Fig[If. The at- (2017), the BAO peak &= 2:4is 23 from the expected value.

CDM CMB-inspired model is about one standard deviatioDespite this tension, the ensemble of BAO measurements is in
from the best t, which has 2 = 125 for (12 3) degrees of good agreement with the CMB-inspired at€DM model. The
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Fig. 15.Scatter plot of the BAO peak position parameters measured with the cross-correlation versus those measured with the auto-correlation
the 100 Ly +Continuum-Metal mocks.

Fig. 16. BAO measurement oDy (2)=r4 and Dy(2)=r4 and combina- ) ]

tions thereof, compared to the prediction the a6DM model favored Fig. 17.Constraints on (v; ). The red contours give the one, two,
by CMB-anisotropy measuremenis (Planck Collaboration (&t al.|2018fd three standard deviation constraints fromikerq measurements
The BAO measurements come from the 6dFGS (Beutler et al. 201q§;Beutler et al.[(2011) arid Ross ef al. (2015) and D@H4; Du=ra)
SDSS-MGS|(Ross et EI. 2015), BOSS Galaxjes (Alam ef al. (2017)easurements of Alam et jal. (2017), Bautista €t[al. (2017), and this
“BAO-only”), eBOSS quasars (Afa et l. 2017), the Liprest ux auto- Work. The blue contours give the SNia constraints of Betoule gt al.
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Fig. A.2. Mean normalized covariance matrix of the dafayrrag = CAB:pCAACBB as a function of r, = jr,’j rEj for the smallest values of

r. = jr® r8j. The top panels are forr, = 0 with the right panel displaying only the points witorrag < 0:1. The bottom panels are for
r, =4h *Mpc (left) and r, = 8h * Mpc (right). Shown are the correlations given by each diagram: T12 (green), T34 (blue), T5 (yellow), and
T6 (purple), along with the sum of all the diagrams (red).

hi ;i = (). This correlation is studied in Bautista et alThe last of this group, Ly+Metals+z,+HCD+UV+TP, corre-
(2017). sponds to the standard t of Seft. p.2. The rsttwo ts ("Ly

Figure[A.2 presents the contribution to the correlation mand "Ly + Metals"), which do not take into account the veloc-
trix (Eq.[1§) of the six diagrams and their sum. The elementsitf dispersion of quasars, have a hig?ﬁ\n. Adding this e ect
Corrag are given as a function ofry = jrlf rkBj for the smallest in Table) reduces signi cantlyrzmn, but the best- t values
values of r, = jrA rBj. The top left panel shows the cor-and precision of the two BAO parameters do not change signi -
relation matrix for r, = 0, and the top right panel displays arfantly with successive models. Howeve.r,.due to corrglatlons and
expanded image. These two panels are the re ection of t® degeneracies, the values and the precision of the bias and RSD
presented in Figufe 10. Some of the Lynetal lines are visible. Parameters of the Ly eld change signi cantly when adding the
The bottom left and right panels display the correlation matréglocity dispersion of the quasars.
for r» = 4h ! Mpcandfor r, = 8h ! Mpc. As expected, The second section of Taljle B.1 presents the results with dif-
these correlations are very small. ferent tting ranges. The third section gives results for ts where

Diagrams T1 and T2 dominate the variar@g, and T2 the normally unt parameters are t. Finally, the fourth section in-
covarianceCag When the binsA and B have similar transverse cludes ts with additional constraints: the absence of a BAO
separation, . T2 vanishes for very dierentr,. Due to the pro- peak @peak= 0), an isotropic BAO peak (; = ); or imposing
jection of the (Sect[3), Diagrams T3 and T4 have only a maxthe ducial cosmology (» = k= 1)
mum sub-percent contribution to the correlation matrix and can- Figurg A.3 shows the measured cross-correlation for the data
cel out at large scale. T5 has a small contribution at small scal@$our bins of . Also shown are three of the ts listed in Table

and T6 is negligible. [B]: the standard t (Secf-5.2), the standard t if the velocity
distribution of quasars was null, and nally the twith the broad-
Appendix B: Non-standard ts of the correlation band function[(3p).
function In our earlier studies of the cross-correlation (Font-Ribera

et all[2014) and of the auto-correlation (Delubac €t al. 2015) we

In order to test the robustness of our measurement0f (), we  did not attempt to measure the distortion of the correlations by
performed ts in which the standard model was modi ed. All tsthe t of the quasar continuum. This distortion was modeled by
yield compatible values and precision of the two BAO paramehe broadband functiorf (82). We now take thiseet into ac-
ters, and provide con dence in the validity of our measuremergount with the distortion matri{12), so we use these broadband

For all of these models, Talle B.1 lists the best- t values diinctions to test for any systematic errors in the determination of
the four main parametersy, -, by (1+ L );and |y, as the BAO parameters' values and precision. These potential errors
well as the 2. of the t. The rst group of ts gives the results could be induced by any correlations between the sidebands and
for increasingly complicated physical models, starting with the BAO peak position (smooth and peak components ifi Bq. 23).
model with only Ly absorption and including successively metn this study, we tested a large number of broadband functions
als, HCDs, UV uctuations, and the transverse proximityeet. modeled by Equatidn 32, keepirig j) within reasonable values:
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Fig. A.3. As in Fig.[g but showing three models t to the data. Red lines indicate the standard t used to measure the BAO parameferg (Sect. 5.2
blue lines the standard t if the velocity distribution of quasars was null, and green lines the standard t with the addition of a broadband de ned
by ) With (min; imax; jmin; Jmad) = (0; 2; 0; 6). The cross-correlation is multiplied by a factérto show the BAO scale.

(iminjimax) 2 [ 4;3] and (jmin; jmax) 2 [0;6]. In a similar way, lation functions using the ducial cosmological model and the
for the broadband functions modeled by Equafioh 33, we testeebt- t values of non-BAO parameters, randomized using the
reasonable values of, (): (imin; imax; imin; Jmax) 2 [ 4;3]. These covariance matrix measured with the data. Two types of simu-
choices allowed an investigation of a wide range of broadbaridted correlation functions were produced: one with only Ly
without introducing an excessive number of parameters and afsorption and one “complete” simulation that included metals,
realistic features in the cross-correlation. All of theseedlent UV uctuations, and quasar (QSO) radiation. Each simulated
broadband functions do not change the values of the two BAOrrelation function was then t for the model parameters and
parameters by more thans0 . The precision of the two BAO the 2 for the best- t parameters compared with the beswith
parameters is also not signi cantly degraded by the presenceook or more parameters set to the known input values. TRe
broadbands. This behavior is in contrast to the auto-correlaticorresponding to a given fraction of simulated correlation func-
function [Bautista et &l. 2017) where the broadband terms otiens could then be determined.
the range 4G< r < 180h * Mpc degraded signi cantly the pre-  The results are summarized in TaBIgIC.1 for ts of the cross-
cisionon . and auto-correlation functions and for combined ts. For the
In addition to the changes in the tting procedure describegtoss-correlation, the parametéig (1 + , ) and y have
in the previous section, we also tested the robustness of the BAQassociated 2 for CL = (68:27; 95:45,99:7)% that is con-
equal subsamples that would be expected to yield compatiBlgo peak parameters §, ) are somewhat higher: 2
peak positions. The results of these “data splits” are listed (18, 4:8;11:) suggestingy that the nominal “2 errors should
Table[B.2. The splits divide the data according to the relatiy@, i reased by a factor 1.18 = 1:09. This is true for both

distances of the quasar and forest pixgl ¢ 0; 0), the pair o _only and complete simulations. For the pais ( 1), the
(2:62, 7:25) corresponds to con dence

redshift &yair), the Galactic hemisphere (NGC, SGC), the quasglqits indicate 2

position on the observing plates (ber4d500  500), quasar |o\e|5 of (6827: 95:45%). We have adopted these values of

target sample (CORE, notCORE) (Ross €l al. 2012), and quasar : :
emission-line strength (Amp. CIV). The last three data splitsa\?gl the errors reported in Equatior]s [35) througfi (38) and the

the table use indicators of the quality of the quasar spectrum:n_trzlgsvguzg[gr 2 for the auto-correlation are similar to
the quasar magnitudg) and the signal-to-noise ratio in the for-those for the cross-correlation. A tion is th lue f
est (SNR, ) and redward of Ly emission (SNRoo). None of e ion. An exception 1S the value for
these data splits indicate an unexpected shift in the BAO pealg?e parametery , which has - 1:09 0:02, signi cantly

igher than the expected value of unity. For the pair, (), we
have adopted the values 2 = (2:6; 7:1) for the auto-correlation
contours in FiglPp.

For the combined ts, the 2 are closer to the nomi-
nal values. This is to be expected because the peak position
To make a precise estimate of the relation betweehand con- is better determined, so the model is closer to being a linear
dence level, we generated a large number of simulated corfenction of ( », i) in the limited range around (1,1). For the

Appendix C: Monte-Carlo determination of the
statistical errors of t parameters
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Table B.1.Results of non-standard ts. The rst group includes ts of increasingly complete physical models, the rst assuming ordyply
sorption and then adding successively metals, a Lorentzian smearigghogh column density systems, ionizing ux (UV) uctuations, and

the transverse proximity ect, the last corresponding to the standard t. The next group includes two standard ts but with non-standard tting
ranges. The next group includes ts with non-standard treatment of certain parameters. The t “HCD xed” xes the three HCD parameters to
their values found in ts of the auto-correlation. The other ts in this group leave free parameters that are normally xed in the twith the tvalue
given in parentheses. (The t “Gaussian” adds an additional Gaussian to describe quasar redshift smearing.) The nal group includes three
with non-standard treatments of the BAO peak. In all ts webyso = 3:87 andf = 0:97076. Errors correspond to % = 1.

Analysis K ? by 1+ Ly 2 =DOF; probability
Ly 1:086 0:.038 0896 0:036 02796 0:0042 0986 0:074 2830762504 5);p=310°
+Metals 1084 0:037 0896 0.037 0:2838 0:0043 1111 0:085 27946<2504 9);p=310°
+Z4 1:.077 0:039 0894 0:.040 0:3649 0:0092 269 0:25 2586432504 10),p= 0:096
+HCD 1080 0:039 0896 0:040 0370 0:010 252 024 25798252504 13),p=0:11
+UV 1:077 0040 0897 0:041 0354 0:021 245 025 25791252504 14),p=0:10
+TP 1077 0038 0898 0:038 0:350 0:019 190 0:34 25763142504 15);p=011
Fmin = 40 1074 0:.033 0902 0:033 0:361 0:026 126 0:29 2406252354 15),p=0:16
F'max = 180 1078 0:038 089 0:039 0:353 0:019 195 0:34 33523253180 15);p= 0:010
HCD xed 1:.082 0:038 0893 0:038 0:342 0015 288 057 25907052504 12),p= 0:.082
(R¢ Re) 1:.076 0:.038 0898 0.037 0:344 0:018 181 0:37 2574882504 17),p= 011
G 2;25 2
(w 2) 1:068 0:030 Q901 0:034 0:349 0:019 191 0:34 25735442504 17),p= 011
(<4 <4
1:.076 0:038 0898 0.038 0:347 0:019 189 0:34 25759742504 16),p= 011
(6 8 108
(auvityd) 1.080 0:039 0895 0:040 0:368 0:023 227 0:26 25713352504 17),p=0:12
(1:27  0:56;
0:43 0:34)
+74 Gaussian D76 0038 0898 0:.038 0:345 0:020 192 0:36 25759052504 16);p=0:11
Apeak 1.077 0:040 Q0896 0:040 0:348 0019 187 035 25762052504 16);p= 011
(0:93 0:26)
BB(0; 2;0; 6) 1076 0:035 Q891 0:035 23752352354 36),p= 0:20
Apeak=0 0:338 0:018 178 0:33 2590102504 13),p= 0:081
K= 2 1:003 0:028 1003 0:028 0:347 0:019 195 035 258253+2504 14);p = 0:096
k= »=1 1 1 0:347 0:019 195 035 25825852504 13);p = 0:098

combined- t contours in Fig[]9. we have adopted the values
2 = 2:45,6:4; 14) for CL = (68:27; 95:45;99:7)%.
The “frequentist” intervals reported in this paper are renor-

malized using the 2 found with the simulation presented in
this section. Bayesian “credible intervals” require no such renor-
malization since they use directly the measuréds a function

of model parameters. The Bayesian analogs of our regults (35)
and [3§) for a uniform prior on , ) are

» =0:906 0:0424(6827%) 0:0917 (9545%)
«= 1:077 0:0405(6827%) 0:0841 (9545%):

(C.1)
(C.2)
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Table B.2. Best- t results for the four most important parameters foratient data splits as described in the text. The standard tis performed on
each sample and the errors correspond tb=

Test K 2 by 1+ Ly mm =DOF,; probability

Std. t, full sample 1077 0:038 0898 0:038 0:350 0:019 190 0:34 2576312504 15),p=0:11

re<o0 1058 0:059 0928 0:064 0:334 0:025 237 075 1214071252 15);p= 0:67

r« O 1090 0:052 Q871 0:052 0:342 0:038 142 043 13371651252 15);p=0:.024
Zpairs < 2:3962 1079 0:058 Q904 0.051 0:334 0:.023 153 0:39 25340842504 15);p= 0:26

Zpairs  2:3962 1071 0:052 Q907 0:.057 040 0:.027 286 0:67 26078652504 15);p= 0:048
NGC 1071 0:.042 Q916 0:046 0337 0:.021 194 040 2616952504 15),p= 0:037
SGC 1113 0:091 0868 0:.065 0:367 0:.054 195 0:68 2525132504 15);p=0:30

Fiberld< 500 1062 0:.059 Q906 0:.050 0:368 0:028 241 054 2448642504 15),p=0:71

Fiberld 500 1084 0:052 0894 0:062 0:336 0:022 135 0:35 2634902504 15),p=0:021
COREQSO 1090 0:042 0873 0:043 036 0031 261 0:67 25905242504 15),p= 0:076
not CORE QSO D48 0:051 1010 0:.097 035 0:.023 155 0:37 26132242504 15);,p=0:.041
Amp: CIV < 7:36 1079 0:040 0856 0:048 0:367 0:025 236 055 2542332504 15);,p=0:22

Amp:CIV  7:36 1117 0:086 Q902 0:.048 0:34 0:.027 143 040 25500452504 15);p=0:19

SNR, < 3:2919 1016 0:053 Q932 0:.049 035 0:.032 246 0.63 26806842504 15),p= 0:0039
SNR,  3:2919 1117 0:049 0863 0:048 0:349 0:.022 172 0:39 26316272504 15);p= 0:023
SNR_1700< 5:16 1068 0:045 Q902 0:045 0:373 0:.028 243 057 2618612504 15),p= 0:035
SNR_1700 5:16 1077 0:061 Q902 0:062 0344 0:.025 158 0:39 2697782504 15),p=0:0019
Mag < 254 1.089 0:046 0880 0:.051 0:348 0:021 161 0:36 25963152504 15),p= 0:066
Mag 254 1040 0:056 Q921 0:048 0:379 0:039 292 0:79 25542552504 15),p=0:18

Table C.1. Values of 2 corresponding to CE(68.27, 95.45, 99.7%) as derived from the Monte-Carlo simulation of correlation functions. For
the four tvariablesx = (by (1+ 1y ); 1y ; « »)and for the combination ¢; ), the table gives the range of 2 2(X = Xin) 2~

that includes a percentage CL of the generated data sets. Values are given for ts of the cross- and auto-correlations and for the combmed ts.
each of these three cases, values are given for th@000 simulations with only Ly absorption, and for the 1000 “complete” simulations with
metals, UV uctuations, and QSO radiation. The uncertainties are statistical, re ecting the number of simulations. For the ayigbtes,, )

and .y , 2 is close to the nominal values;@; 9) expected for Gaussian statistics. Ferand | the number is consistently higher than the
nominal values, as is also the case for the combinatien (), which is consistently larger than the nominal values (2.29, 6.18, 11.82).

2 Ly -only simulation 2. Complete simulation
CL 68.27% 95.45% 99.7% [ 68.27% 95.45% 99.7%
Cross
K 1:14 002 476 009 1005 053] 1.16 003 477 010 105 079
2 1:18 0:.02 486 0.08 1059 043 | 1.23 003 493 011 1016 0:30
b(1+ )y 1.04 0.02 413 009 912 025 | 1.04 006 407 022 952 155
Ly 1:.02 001 407 009 917 027 | 1.00 003 401 023 891 140
(& ») | 262 003 725 005 1293 0:32| 265 004 724 0:09 1323 0:43
Auto
K 1:14 0:.02 452 010 1068 043 | 1:.16 002 466 011 994 048
2 1:20 001 485 008 1084 059 1.20 003 487 009 1036 034
b(1+ )y 098 002 409 009 925 040 | 096 002 382 009 865 043
Ly 099 001 407 007 948 049 | 1.09 0.02 442 0.07 967 056
(K 2) 263 003 713 011 1422 074 | 265 005 707 012 1363 077
Combined
K 1:.08 002 419 005 973 041 | 1.03 003 420 009 989 046
2 1.08 0:.02 437 008 1022 053] 1.11 007 419 032 —
b(1+ )y 1.03 0:.02 406 0.09 941 090 | 093 004 377 010 931 101
Ly 1:00 001 418 006 918 015 | 1.24 005 479 014 1124 064
(k 2) 245 002 658 010 1295 044 | 247 005 645 011 135 152
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