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#### Abstract

We are interested in the design of robust (or resilient) capacitated rooted Steiner networks in case of terminals with uniform demands. Formally, we are given a graph, capacity and cost functions on the edges, a root, a subset of nodes called terminals, and a bound $k$ on the number of edge failures. We first study the problem where $k=1$ and the network that we want to design must be a tree covering the root and the terminals: we give complexity results and propose models to optimize both the cost of the tree and the number of terminals disconnected from the root in the worst case of an edge failure, while respecting the capacity constraints on the edges. Second, we consider the problem of computing a minimum-cost survivable network, i.e., a network that covers the root and terminals even after the removal of any $k$ edges, while still respecting the capacity constraints on the edges. We also consider the possibility of protecting a given number of edges. We propose three different formulations: a cut-set based formulation, a flow based one, and a bilevel one (with an attacker and a defender). We propose algorithms to solve each formulation and compare their efficiency.


## 1 Introduction

Nowadays, the design of networks is crucial in many fields such as transport, telecommunications or energy. Here, we are interested in the design of robust (or resilient) networks, for certain notions of robustness which will be described later. Formally, we are given a graph $G$, capacity and cost functions on the edges, a root, and a subset of nodes called terminals, and we want to select nodes and edges of $G$ to build a minimum-cost network linking the root to the terminals, while respecting the capacity constraints on the edges. We assume that some edges can break down, and that there is a bound $k$ on the number of edge failures. This paper deals with the special case where the demand is identical for each terminal, i.e., the flow from the root to each terminal is a constant, and hence can be set to 1 without loss of generality. The uncertainty considered here concerns the breakdowns, and we aim to protect the network to be built against the worst case.

We first study the case where the network we want to build is an arborescence (rooted tree). The problem corresponds to the capacitated Steiner tree (or arborescence) problem which has been studied for instance in $[2,8,11,14]$. We assume that one arc can break down, and we aim at generating a robust arborescence, i.e., an arborescence that minimizes the number of terminals disconnected from the root in the worst case of a breakdown. This can model, in particular, the problem of wiring networks in windfarms, in order to route the energy produced by the wind turbines to the sub-station, while respecting some technical constraints (such as cable capacities, non-splitting constraints, etc.; see [13, 18]).

[^0]Then, we study the so-called Capacitated Rooted $k$-Edge Connected Steiner Network problem : we aim to design a minimum-cost network in which, after the failure of any $k$ arcs, we can still route one unit of flow from the root to each terminal. This problem is similar to the Survivable Network Design problem (see for instance [12]). However, on the one hand, the authors of [12] do not take into account the arc-capacities. On the other hand, in the latter problem there is a requirement $r_{s t}$ for each pair of vertices $(s, t)$; this means that there must be a path from vertex $s$ to $t$ after any $\left(r_{s t}-1\right)$ arc deletions (in our problem, the edge-survivability requirements are either $(k+1)$ or 0 ). A survey and other work on this problem are available in [10, 16]. In [5], a method based on Benders decomposition is proposed for a problem with hop-constraints. In [3, 15, 19], the authors take capacities into account, but they allocate it whereas, in our problem, the capacities are fixed. Studies on multicommodity versions of the problem are also available in [7, 21]. Polyhedral studies have also been conducted on problems corresponding to the uncapacitated [1] or unrooted [4] version of our problem. Eventually, we introduce the Capacitated Protected Rooted $k$-Edge Connected Steiner Network Problem, where a subset of arcs may be protected and thus cannot break down.

We denote the given underlying graph by $G=(V, E, c, u)$, where $c$ and $u$ are respectively the cost and the capacity functions on the set of edges $E$. We are also given a set $T \subseteq V$ of terminals and a root $r \in V \backslash T$. The given graph can be directed or undirected (this will be specified in the following), but the Steiner tree or network to be built is always directed from the root towards the terminals. Since we consider a uniform demand at the terminals, the capacity $u_{i j}$, defined as the maximum amount of flow that can be routed from the root to the terminals through the arc $(i, j)$, can also be defined as the maximum number of terminals that can be connected to the root through $(i, j)$. Hence, we can assume without loss of generality that $u(e)$ is a positive integer for each $e \in E$. Given a digraph $G=(V, A)$, we will refer to $\Gamma_{G}^{+}(v)$ and $\Gamma_{G}^{-}(v)$ as the set of successors and predecessors of a vertex $v \in V$ in $G$, respectively. In the case where $G$ is an undirected graph, we will refer to $\Gamma_{G}(v)$ as the neighbors of $v$ in $G$.

In Section 2, we study the problem of finding a Steiner or spanning arborescence taking into account both the cost and the number of terminals disconnected from the root in the worst case of an edge breakdown. We provide a complexity result, that proves that deciding whether there exists a spanning arborescence respecting the capacity constraints is an NP-Complete problem; that corresponds to the special case where there is a demand equal to 1 at each node (except the root). We also propose different formulations, considering the criteria either as objectives or as constraints with given bounds (on the costs and/or the maximum number of disconnected terminals). Then, we compare these formulations by testing them on real windfarm data.
In Section 3, we study the capacitated rooted $k$-edge connected Steiner network problem, which amounts to searching for a robust network, i.e., a network that, in the worst case of $k$ arcs failure, can still route one unit of flow from the root to each terminal while respecting the capacity constraints. We give two formulations based on cut-sets and flows respectively, as well as a third one, which is actually a bilevel program whose second level is a min-max problem, with an attacker and a defender. Then, we consider the case where a set of arcs can be protected (and thus cannot break down), and show how to adapt these three formulations in this case. We also propose methods based both on integer linear programming and constraints generation, as well as valid inequalities, to solve each of the formulations we obtained.
Finally, in Section 4, we compare the efficiency of the methods proposed in the previous section, by testing them on a large set of randomly generated data, before concluding.

## 2 Robust arborescences

In this section, we focus on finding a robust Steiner or spanning arborescence covering the root and the terminals of $G$. Here, the robustness consists in finding a solution which minimizes the number of terminals disconnected from the root in the worst case of an arc failure.
This setting arises in some windfarm cabling problems (see Section 1), when technical constraints impose that all electrical flows arriving at any device except the substation must leave it through one and only one cable: an inclusion-wise minimal sub-network of $G$ respecting those constraints
then corresponds to a Steiner anti-arborescence. The wind turbines are identical, and the wind is assumed to blow uniformly, so we can assume that each turbine produces one unit of energy. Then, $A$ is the set of all possible cable locations, $r$ is the sub-station collecting the energy and delivering it to the electric distribution network, $T$ represents the set of nodes where a windturbine lies and $V \backslash(\{r\} \cup T)$ is the set of Steiner nodes, corresponding to possible junction nodes between cables. In that case, the flow is routed from the vertices of $T$ to $r$, and we search for an antiarborescence. However, the problem is easily seen to be equivalent to the Steiner arborescence problem, by reversing the flow circulation in the solution.
We begin by defining the problem and giving some complexity results, and then we propose mathematical formulations which are tested on real windfarm instances.

### 2.1 Definition of problems and complexity results.

We assume in this section that the graph $G=(V, E)$ is undirected and, when considering a subgraph $G^{\prime}=\left(V^{\prime}, A^{\prime}\right)$ of $G$ to which we give an orientation, we write $V^{\prime} \subseteq V$ and $A^{\prime} \subseteq E$ (arcs of $G^{\prime}$ correspond to edges of $G$ ). We define the robust problem without capacity constraint as follows:

## Robust Steiner Arborescence problem (RStA)

INSTANCE: A connected graph $G=(V, E, r, T)$ with $r \in V$ and $T \subseteq V \backslash\{r\}$.
PROBLEM: Find an arborescence $S=\left(V_{S}, A_{S}\right)$ such that $V_{S} \subseteq V, A_{S} \subseteq E$ and $T \subset V_{S}$, which is rooted at $r$ and minimizes the number of terminals disconnected from $r$ when an arc $a$ is removed from $A_{S}$, in the worst case.

We also consider the spanning version of the problem (i.e., $T=V \backslash\{r\}$ ). In this case, the problem is to minimize the number of vertices in the largest (regarding the number of vertices) subarborescence not containing $r$. We define it as follows:

## Robust Spanning Arborescence problem (RSpA)

INSTANCE: A connected graph $G=(V, E, r)$ with $r \in V$.
PROBLEM: Find a spanning arborescence $S$ of $G$, rooted at $r$, which minimizes the size of the largest subarborescence of $S$ not containing $r$.

Obviously, the largest subarborescence not containing $r$ is rooted at a vertex $v \in \Gamma_{G}(r)$, and the worst case is the failure of an arc incident to the root. We have the following property:

Property 2.1 a) There is an optimal solution $S^{*}=\left(V, A^{*}\right)$ of $R S p A$ containing $(r, v)$ for all $v \in \Gamma_{G}(r)\left(\Gamma_{G}(r)=\Gamma_{S^{*}}^{+}(r)\right)$.
b) There is an optimal solution $S^{*}=\left(V^{*}, A^{*}\right)$ of RStA containing ( $r, v$ ) for all $v \in V_{S}^{*} \cap \Gamma_{G}(r)$.

Proof: Let $S=\left(V, A_{S}\right)$ be an optimal solution of RSpA such that there is $v \in \Gamma_{G}(r)$ with $(r, v) \notin A_{S}$, and let $w$ be the predecessor of $v$ in the path from $r$ to $v$ in $S$. If we remove $(w, v)$ from $A_{S}$ and add $(r, v)$, we obtain a new spanning arborescence at least as good as $S$, since we have replaced a subarborescence by two subarborescences of smaller sizes. Doing so for each $v \in \Gamma_{G}(r)$ with $(r, v) \notin A_{S}$ yields a solution $S^{*}$ verifying the property.
The proof is similar for RStA, by replacing $\Gamma_{G}(r)$ by $V_{S}^{*} \cap \Gamma_{G}(r)$ : if we remove $(w, v)$ from $A_{S}$ and add $(r, v)$, we obtain a new Steiner arborescence at least as good as $S$, since we have replaced a subarborescence by two subarborescences spanning at most the same number of terminals.

Notice that the property does not hold if we have capacity constraints, because the capacity of $(r, v)$ can be smaller than the one of $(w, v)$ in the proof above. Let us now introduce the feasibility problem associated with RSpA:

## Robust Spanning Arborescence Feasibility problem (RSpAF)

INSTANCE: A connected graph $G=(V, E, r)$ with $r \in V$ and an integer $\beta$ with $1 \leq \beta \leq|V|-1$. QUESTION: Is there a spanning arborescence $S=\left(V_{S}, A_{S}\right)$ of $G$, rooted at $r$, such that the size of any subarborescence of $S$ not containing $r$ is at most $\beta$ ?

Theorem 2.1 RSpAF is NP-Complete.

Proof: We introduce the 3-Partition problem [9] in order to transform an instance of this problem into a RSpAF one.

## 3-Partition problem

INSTANCE: A finite set $D$ of $3 m$ positive integers $d_{i}, i=1, . ., 3 m$, and a positive integer $B$ such that $\sum_{i=1, \ldots, 3 m} d_{i}=m B$ and $B / 4<d_{i}<B / 2 \forall i=1, \ldots, 3 m$.
QUESTION: Can $D$ be partitioned into $m$ disjoints subsets $M_{1}, M_{2}, \ldots, M_{m}$ of three elements such that the sum of the numbers in each subset is equal to $B$ ?

To obtain an instance of RSpAF from an instance of 3 -Partition, we set $\beta=B+1$ and we construct the following graph $G=(V, E)$ : we define a root $r$ and $m$ vertices $v_{j}$ with an edge $\left[r, v_{j}\right]$ for $j=1, \ldots, m$, each vertex $v_{j}$ corresponding to a set $M_{j}$. We add $3 m$ vertices $w_{i}$ and the edges $\left[v_{j}, w_{i}\right]$ for all $j=1, . ., m$ and all $i=1, . .3 m$, each vertex $w_{i}$ corresponding to the element $d_{i}$ of $D$ (the subgraph induced by the vertices $v_{j}$ and $w_{i}$ is complete bipartite). Finally, for each $i=1, . ., 3 m$, we add $d_{i}-1$ vertices adjacent to $w_{i}$ : the subgraph induced by those vertices and the vertices $w_{i}$ is made of 3 m stars. See Figure 1 for a graph representation of a 3-Partition instance with $m=2$, $B=11$ and $D=\{5,3,4,3,4,3\}$. Notice that $|V|=1+m+m B$.

Solving RSpAF on $G$ with $\beta=B+1$ amounts to finding an arborescence where the size of the subarborescence rooted at each $v_{j}$ is smaller than or equal to $B+1$. If there is a solution to RSpAF on $G$, then, from the proof of Property 2.1, there is a solution $S$ such that $\left(r, v_{j}\right) \in S$ $\forall j=1, \ldots, m$, and each $w_{i}$ is connected to exactly one $v_{j}$, otherwise there is a cycle. Given a vertex $v \in S$, let $S(v)$ be the subarborescence of $S$ rooted at $v: \forall j=1, \ldots, m$, we have $\left|S\left(v_{j}\right)\right| \leq B+1$ and $\sum_{j=1, . ., m}\left|S\left(v_{j}\right)\right|=|V \backslash\{r\}|=m B+m$. Thus, $\forall j=1, \ldots, m,\left|S\left(v_{j}\right)\right|=B+1$ and $S\left(v_{j}\right)$ contains $v_{j}$ and several vertices $w_{i}$, each having $d_{i}-1$ successors in $S$. Finally, the constraints $B / 4<d_{i}<B / 2$ imply that, $\forall j=1, \ldots, m, v_{j}$ is connected to exactly 3 vertices $w_{i}$ denoted in the following by $w_{j_{1}}, w_{j_{2}}$ and $w_{j_{3}}$, and such that $\left|S\left(w_{j_{1}}\right)\right|+\left|S\left(w_{j_{2}}\right)\right|+\left|S\left(w_{j_{3}}\right)\right|=\left|S\left(v_{j}\right)\right|-1=B$.

Then, it is easy to obtain a solution to the 3 -Partition instance. For each $j=1, . ., m$, we set $M_{j}=\left\{\left|S\left(w_{j_{1}}\right)\right|,\left|S\left(w_{j_{2}}\right)\right|,\left|S\left(w_{j_{3}}\right)\right|\right\}=\left\{d_{j_{1}}, d_{j_{2}}, d_{j_{3}}\right\}$. We have $m$ disjoint sets, each of size $B$, which cover exactly $D$. For the instance given in Figure 1, a solution to 3-Partition can be associated with the arborescence given in thick: $M_{1}=\{5,3,3\}$ and $M_{2}=\{4,4,3\}$.

Similarly, from a solution to the 3-Partition instance, it is easy to obtain a solution $S$ to $\mathbf{R S p A F}$ for the associated graph $G$.

The 3-Partition problem is NP-Complete in the strong sense, meaning that it remains NP-Complete even if the integers in $D$ are bounded above by a polynomial in $m$. Thus, the reduction can be done in polynomial time and RSpAF, which is clearly in NP, is NP-Complete.

RSpAF being NP-Complete, RSpA is NP-Hard, and so is RCStA because it is a generalization of $\mathbf{R S p A}$. Let us now consider capacity constraints on the edges. RSpAF can be seen as a special case of the general capacitated spanning arborescence problem where the demand at each node is an integer (our demands are all equal to 1 ), and hence from Theorem 2.1 we obtain the following corollary:

Corollary 2.2 Given a graph $G=(V, E, r, d, u)$ where d represents the (integral) demands at each node and $u$ the capacities of the edges, the problem of deciding whether there exists a spanning arborescence of $G$, rooted at $r$ and respecting the capacities, is NP-Complete (even if $u$ is a uniform function and all demands are equal to 1).

This extends the following result due to Papadimitriou [17]: given two positive values $C$ and $K$ and a graph $G=(V, E, r, c)$ where $c$ is a cost function on the edges, the problem of deciding whether there exists a spanning arborescence $S$ of $G$ rooted at $r$, such that each subarborescence of $S$ not containing $r$ contains at most $K$ vertices, and with total cost at most $C$, is NP-Complete.


Figure 1: Graph and RSpAF solution resulting from the 3-Partition instance in which $m=2$,

$$
B=11, D=\{5,3,4,3,4,3\}
$$

The complexity results given in this section concern undirected graphs, and so the more general case of directed graphs too, since an undirected graph can be transformed into a directed one by replacing each edge by two opposite arcs. If we consider problems with capacity constraints, we give the same capacity to both opposite arcs: since we search for an arborescence, only one of them will appear in the solution.

In the following, we study the more general following problem, which is hence also NP-hard:

## Robust Capacitated Steiner Arborescence problem (RCStA)

INSTANCE: A connected graph $G=(V, E, r, T, u)$ with $r \in V, T \subseteq V \backslash\{r\}$ and $u$ a positive integer function on $E$.
PROBLEM: Find an arborescence $S=\left(V_{S}, A_{S}\right)$ with $V_{S} \subseteq V$ and $A_{S} \subseteq E$, rooted at $r$ and spanning the terminals of $T$, which respects the arc capacities and minimizes the number of terminals disconnected from $r$ when an arc $a$ is removed from $A_{S}$, in the worst case.

### 2.2 Mathematical formulations and tests

In this section we propose formulations for robust Steiner problems where the robustness is considered either as a constraint with the objective of minimizing the cost, or as an objective with or without constraints on the cost. Moreover, we study two kinds of robustness by considering worst or average consequences of breakdowns.

Let $G=(V, A, r, T, u, c)$ be a directed graph with a root $r$, a set of terminals $T$, and capacity and cost functions, respectively denoted by $u$ and $c$, on the arcs. As seen before, if $G$ is undirected, then we replace each edge by two opposite arcs with the same capacity and cost. To formulate the different problems, for each arc $(i, j) \in A$ we introduce the $0-1$ variable $y_{i j}$ and the integer variable $x_{i j}$, where $y_{i j}$ equals 1 if and only if the arc $(i, j)$ is selected in the final solution, and $x_{i j}$ represents the number of terminals connected to the root through the arc $(i, j)$, or equivalently the number of terminals in the subarborescence rooted at $j$. We introduce the following polyhedron $\mathcal{T}$ :

$$
\mathcal{T}=\left\{x \in \mathbb{N}^{|A|}, y \in\{0,1\}^{|A|} \left\lvert\, \begin{array}{lll}
\sum_{(i, j) \in A} x_{i j}-\sum_{(j, k) \in A} x_{j k} \\
\sum_{(i, j) \in A} y_{i j} \leq 1 \\
x_{i j} \leq u_{i j} y_{i j} & \forall j \in \begin{cases}|T| & \text { if } j=r \\
-1 & \text { if } j \in T \\
0 & \text { else }\end{cases} & \forall j \in V \\
& \forall j \in V \backslash\{r\} \\
& & \forall(i, j) \in A
\end{array}\right.\right\}
$$

In the following, we write $(x, y) \in \mathcal{T}$ when we consider a couple of variables verifying the contraints of $\mathcal{T}$. The first set of constraints in $\mathcal{T}$ ensures both the conservation of the number of terminals connected through each Steiner vertex $j \in V$ (flow conservation) and the connection of the root to all terminals. The second set of constraints ensures that the solution is an arborescence, i.e., that each vertex has at most one predecessor. Finally, the third set ensures that there is no flow on a non existing arc, and that the number of terminals connected through an $\operatorname{arc}(i, j) \in A$ does not exceed its capacity. In the following, the relative gap between two costs will be denoted by $\Delta$. The well-known problem of the Capacitated Steiner Arborescence (CStA) can be formulated as follows [6]:

$$
\text { CStA } \mid \min _{(x, y) \in \mathcal{T}} \sum_{(i, j) \in A} c_{i j} y_{i j}
$$

As explained previously, we evaluate the robustness by considering the number of terminals disconnected from the root in a worst scenario, that is, the maximum number of terminals connected through an arc incident to the root, which is equal to $\max _{j \in \Gamma_{G}^{+}(r)} x_{r j}$. Let $R$ be a fixed bound on this value: we may disconnect at most $R$ terminals from the root by deleting an arc. We propose the following formulation for the Capacitated Steiner Arborescence with bounded robustness ( $\left.\mathbf{C S t A}_{\text {bounded-robust }}\right)$ :

$$
\begin{array}{c|cc}
\text { CStA }_{\text {bounded-robust }} & \min _{(x, y) \in \mathcal{T}} & \sum_{(i, j) \in A} c_{i j} y_{i j} \\
\text { s.t. } & \max _{j \in \Gamma_{G}^{+}(r)} x_{r j} \leq R
\end{array}
$$

Let us now consider the robustness as an objective. Note that the default objective function is to minimize the cost of the solution. If a model uses another objective function, then its name will start by a given letter, e.g., $R$ if we want to optimize the worst-case robustness. We propose the following formulation for RCStA:

$$
\text { RCStA } \mid \min _{(x, y) \in \mathcal{T}} \max _{j \in \Gamma_{G}^{+}(r)} x_{r j}
$$

Since this formulation does not take the cost into account, we also propose a new formulation where we bound the cost of a solution by a given value $C$ :

$$
\begin{array}{l|cc}
\mathbf{R C S t A}_{\text {bounded-cost }} & \min _{(x, y) \in \mathcal{T}} & \max _{j \in \Gamma_{G}^{+}(r)} x_{r j} \\
\text { s.t. } & \sum_{(i, j) \in A} c_{i j} y_{i j} \leq C
\end{array}
$$

However, the previous models only consider the worst-case of a breakdown. It appears that it could also be interesting to "balance" the tree in order to reduce the loss due to an "average breakdown". To this end, we consider arc failures at each vertex and not only at the root, i.e., for each $i \in V$, we consider the worst case of a breakdown of an arc leaving $i$. This corresponds, for each $i \in V$, to the maximum number of terminals that cannot be reached from the root in case of a breakdown of an $\operatorname{arc}(i, j), j \in \Gamma_{G}^{+}(i)$, or equivalently to the maximum flow on an $\operatorname{arc}(i, j), j \in \Gamma_{G}^{+}(i)$. We define the "balanced robustness" as the sum of these values: $\sum_{i \in V} \max _{j \in \Gamma_{G}^{+}(i)} x_{i j}$.
We will use the letters $B R$ to refer to models where one wants to optimize the balanced robustness. We propose formulations similar to the previous ones for the Capacitated Steiner Arborescence
with bounded balanced robustness, where we bound the balanced robustness of a solution by a given value $B R$ :

$$
\mathbf{C S t A}_{\text {bounded-balanced_robust }} \left\lvert\, \begin{array}{cll}
\min _{(x, y) \in \mathcal{T}} & \sum_{(i, j) \in A} c_{i j} y_{i j} \\
\text { s.t. } & \sum_{i \in V} \max _{j \in \Gamma_{G}^{+}(i)} x_{i j} \leq B R
\end{array}\right.
$$

The following formulation aims at computing the best balanced robustness:

$$
\text { BRCStA } \mid \min _{(x, y) \in \mathcal{T}} \sum_{i \in V^{2}} \max _{j \in \Gamma_{G}^{+}(i)} x_{i j}
$$

Moreover, we can keep this latter objective while bounding both the worst-case robustness (by $R$ ) and the cost of the solution (by $C$ ). We obtain:

$$
\mathbf{B R C S t A}_{\text {bounded-robust-cost }} \left\lvert\, \begin{array}{ccc}
\min _{(x, y) \in \mathcal{T}} & \sum_{i \in V} \max _{j \in \Gamma_{G}^{+}(i)} x_{i j} \\
\text { s.t. } & \max _{j \in \Gamma_{G}^{+}(r)} x_{r j} \leq R \\
& \sum_{(i, j) \in A} c_{i j} y_{i j} \leq C
\end{array}\right.
$$

We tested those formulations on real wind farm data sets. Even if the number of instances is small, the results are interesting to analyze, and we can compare the robustness, costs and structures of the solutions. Data parameters and results are available respectively in Tables 1a and 1b. Figure 2 allows to visually compare the arborescences obtained according to the different models for the fourth data set (the filled circles correspond to terminals).

Figure 2a gives an optimal (non robust) capacitated Steiner arborescence (optimal solution of CStA); let us denote its cost by $C^{*}$. This arborescence cannot be qualified as robust since, in the worst case, all terminals can be disconnected by deleting the only arc incident to the root. Furthermore, the tree has a large depth, and hence the balanced robustness is not good either. This proves the importance of searching for a more robust solution. We consider first the worst case, RCStA, and we denote by $R^{*}$ the best robustness, i.e., the minimum value of the loss of terminals in the worst case of a single arc deletion. See Figure 2 b for the associated solution on the test instance. Then, to obtain the minimum cost of a most robust solution, denoted by $C_{R^{*}}^{*}$, we solve CStA $_{\text {bounded-robust }}$ with $R=R^{*}$ : notice that the constraint is saturated in any feasible solution. Then, $\Delta_{C r o b}=\left(C_{R^{*}}^{*}-C^{*}\right) / C^{*}$ represents the "cost of robustness", i.e., the percentage of augmentation of the cost to get a robust solution.
In the same way, let $B R^{*}$ be the best balanced robustness (optimal value of BRCStA, not given in the table); see Figure 2c for the associated solution on the test instance. The cost of a solution with the best balanced robustness, denoted by $C_{B R^{*}}^{*}$, is obtained by solving $\mathbf{C S t A}$ bounded-balanced_robust $^{\text {boun }}$ with $B R=B R^{*}$, and $\Delta_{C b r o b}=\left(C_{B R^{*}}^{*}-C^{*}\right) / C^{*}$ represents the "cost of balanced robustness", i.e., the percentage of augmentation of the cost of a non robust arborescence to get a balanced robust solution.
We also study the behaviour of the robustness when we bound the cost to a value close to the one of an optimal non robust arborescence : $R_{8}$ (resp. $R_{12}$ ) corresponds to the optimal value of $\mathbf{R C S t A}_{\text {bounded-cost }}$ with a bound $C=1.08 C^{*}$ (resp. $C=1.12 C^{*}$ ).
We now analyse the results. The cost of robustness is quite variable on those instances (from 9 to $24 \%$ ) but remains rather low. On the contrary, we can see that the optimization of the average robustness is way more expensive (raise from $33 \%$ to $64 \%$ of the cost) because it involves significantly more edges (see Figure 2c).

As we can see on Table 1b, a cost augmentation of $8 \%$ or $12 \%$ on the optimal cost can result in a solution with a good value of worst-case robustness for some instances: instances 2 and 4 present an excellent value of such robustness with only a cost augmentation of $8 \%$, while instances 1 and 3 have a rather good one with a cost augmentation of $12 \%$.

Finally, we compare the optimal robustness $R^{*}$ to the robustness of the balanced arborescence $S_{b}$ obtained by solving BRCStA, i.e., we compute in $S_{b}$ (see Figure 2c) the maximum number of terminals which are disconnected after the deletion of an arc incident to the root. Let $R_{B R^{*}}$ be this number, shown in the last column of Table 1 b . For the test instances, the values of $R^{*}$ and $R_{B R^{*}}$ are the same, which means that $S_{b}$ is a good solution for both the worst and balanced robustness, but we have seen before that its cost is high. Indeed, for these instances, we see that forcing a solution with $R=R^{*}$ to be optimally balanced increases the cost by at least $33 \%$. Nevertheless, there is no guarantee in the general case that the best balanced solution also has the best robustness in the worst case, although the arcs incident to the root are involved in the computation of the balanced robustness.

| Set | $\|\mathrm{V}\|$ | $\|\mathrm{E}\|$ | $\|\mathrm{T}\|$ |
| ---: | ---: | ---: | ---: |
| 1 | 91 | 220 | 42 |
| 2 | 143 | 382 | 40 |
| 3 | 220 | 510 | 88 |
| 4 | 255 | 662 | 73 |

(a) Data parameters

| Set | $R^{*}$ | $R_{8}$ | $R_{12}$ | $\Delta_{\text {Crob }}$ | $\Delta_{\text {Cbrob }}$ | $R_{B R^{*}}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 21 | 35 | 29 | 0.18 | 0.56 | 21 |
| 2 | 20 | 21 | 20 | 0.09 | 0.64 | 20 |
| 3 | 22 | 32 | 30 | 0.24 | 0.33 | 22 |
| 4 | 37 | 41 | 38 | 0.19 | 0.37 | 37 |

(b) Results on robust arborescences

Table 1: Results on robust arborescences and data parameters

When trying to minimize the number of disconnected terminals in the worst case (see RCStA in Figure 2b), we have seen that the associated solutions have a reasonable cost, but the average robustness is not good, since the tree remains too deep. When finding the Balanced Steiner arborescence (see BRCStA in Figure 2c), the balanced robustness is optimal and the robustness in the worst case is fine, but the cost can be really high (a raise of the optimal cost to $64 \%$ on those data sets). Adding bounds on both cost and worst-case robustness, while minimizing the balanced robustness (see BRCStA bounded-robust-cost $^{\text {in Figure 2d), yields a solution which has }}$ both a reasonable cost and a really good worst-case and balanced robustness, and hence it seems that it actually yields the best compromise between the three optimization criteria (the cost and the two types of robustness considered here).

## 3 Capacitated Rooted k-Edge Connected Steiner Network problem (CRkECSN)

### 3.1 Definitions and notations

In this section, we study the problem of designing networks which are resilient to a given number of arc-failures. A feasible solution to the problem we shall consider is then a network rooted at a given root and covering a given set of terminals, and such that, after deleting any $k$ arcs, it is still possible to route a unit of flow from the root to each terminal, while respecting given capacities on the arcs. Formally, we define the following problem:

## Capacitated Rooted k-Edge Connected Steiner Network problem (CRkECSN)

INSTANCE: A connected digraph $G=(V, A, r, T, u, c)$ with $r \in V, T \subseteq V \backslash\{r\}$, a capacity function $u$ on $A$, a cost function $c$ on $A$, an integer $k$ with $1 \leq k \leq|A|-1$.
QUESTION: Find a subset $A^{\prime} \subseteq A$ of minimum cost such that there is a feasible flow (i.e. respecting the arc capacities) routing a unit of flow from $r$ to each vertex of $T$ in the subgraph of $G$ induced by $A^{\prime}$, even if any $k \operatorname{arcs}$ in $A^{\prime}$ are deleted.

As we consider uniform production at the terminals, we also assume that $u$ is an integer function.

Property 3.1 For $k \in \mathbb{N}^{*}$, there are at least $k+1$ arc-disjoint paths between the root and each terminal in any feasible solution. Furthermore, any inclusion-wise minimal feasible solution induces
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Figure 2: Resulting arborescences
at least a 2-edge-connected graph in the underlying undirected graph.
Proof: The first part of the property is trivial. Let $G^{\prime}$ be an inclusion-wise minimal feasible solution and let assume $G^{\prime}$ is not 2-edge-connected in the underlying undirected graph. Then there exists at least one edge whose removal cuts $G^{\prime}$ into two parts. If the part that does not include the root contains terminals, then $G^{\prime}$ is clearly not a feasible solution because, if we remove this edge, then at least one terminal cannot be reached from the root. Otherwise, $G^{\prime}$ is not inclusion-wise minimal because, if we remove this edge, then the resulting graph is still a feasible solution. Hence, any inclusion-wise minimal feasible solution induces at least a 2-edge-connected graph.

In order to simplify the formulations proposed in the next sections, we add to the input graph a vertex $s$ (which corresponds to a fictive sink) connected to every terminal $t \in T$ by a fictive arc $(t, s)$ with $c_{t s}=0$ and $u_{t s}=1$. Then, $s$ is added to $V$ and the fictive arcs are added to $A$, and we denote by $A_{I}$ the set of initial arcs. Finding a flow which routes one unit of flow between $r$ and each terminal in the input graph is equivalent to finding a flow of value $|T|$ from $r$ to $s$ in the transformed graph. For each subset $S \subset V$, let $\delta^{-}(S)$ be the set of arcs entering $S$. We have $\delta^{-}(S)=\{(i, j) \in A \mid i \in V \backslash S, j \in S\}$.

### 3.2 Formulations

### 3.2.1 Cutset formulation

We introduce, for each $(i, j) \in A$, a binary variable $y_{i j}$ equal to 1 if the $\operatorname{arc}(i, j)$ is selected in $A^{\prime}$, 0 otherwise. Consider the $r-s$ cuts $\left[V \backslash V_{S}, V_{S}\right]$ with $V_{S} \subset V, r \in V \backslash V_{S}, s \in V_{S}$ and $V_{S} \neq\{s\}$, and let $\mathcal{S}$ be the set of all the associated cut-sets $S$ in $A$, i.e. $S=\delta^{-}\left(V_{S}\right)$ for each $V_{S}$. $\mathcal{S}$ is the set of $r-s$ cutsets except the one implying only fictive arcs. Notice that if $S \in \mathcal{S}$ then $S \cap A^{\prime}$ is a cut-set in the selected network. For any set $S \in \mathcal{S}$, let $C_{k}^{S}$ be the set of subsets of $S$ of size $k$. For each $S$, we define $M_{S}$ as the maximum capacity of a subset of $k$ selected $\operatorname{arcs}$ of $S$ :

$$
\begin{equation*}
M_{S}=\max _{C \in C_{k}^{S}} \sum_{(i, j) \in C} u_{i j} y_{i j} \tag{3.1a}
\end{equation*}
$$

$M_{S}$ corresponds to the maximum capacity that can be lost in the cut-set $S$ after the deletion of $k$ arcs. We propose the following cutset formulation:

$$
\begin{array}{ll}
\min _{y} & \sum_{(i, j) \in A} c_{i j} y_{i j} \\
\text { s.t. } & \sum_{(i, j) \in S} u_{i j} y_{i j}-M_{S} \geq|T|  \tag{3.2a}\\
& y_{i j} \in\{0,1\}
\end{array} \quad \forall S \in \mathcal{S}
$$

The constraints (3.2a) ensure that, for each cut, the capacity of the cut after the worst-case deletion of $k$ arcs of the cut-set is at least equal to the number of terminals, i.e., one can still route $|T|$ units of flow from $r$ to $s$ while respecting the capacities. They are necessary to every feasible solution. Indeed, they ensure that, for each cut-set in the graph induced by the arcs $(i, j)$ such that $y_{i j}=1$, the capacity of the cutset minus the $k$ maximal arc capacities of the cut is greater than or equal to the number of terminals. If a constraint is not satisfied, it means that, by removing $k$ arcs, the capacity of the min-cut in the graph induced by $y$ becomes smaller than $|T|$. Those constraints are also sufficient to ensure a feasible network. Indeed, if they are satisfied for each cut-set $S \in \mathcal{S}$, it means that you cannot find a set of $k$ arcs whose removal will induce a min-cut with capacity smaller than $|T|$ (which is a necessary and sufficient condition for the existence of a flow of value $|T|)$.

The constraints (3.2a) are non linear because of the use of the maximum operator in the definition of $M_{S}$. To linearize it, we can rewrite (3.2a) as follows:

$$
\begin{equation*}
\sum_{(i, j) \in S \backslash C} u_{i j} y_{i j} \geq|T| \quad \forall S \in \mathcal{S}, \forall C \in C_{k}^{S} \tag{3.3a}
\end{equation*}
$$

The number of constraints (3.3a) being exponential, we propose a constraints generation algorithm. We begin with a small number of constraints (3.3a), associated with a small subset of $\mathcal{S}$. We obtain a lower bound for our problem. Then we select a cut-set that does not verify some constraint (3.2a): given a network induced by the $\operatorname{arcs}(i, j)$ such that $\hat{y}_{i j}=1$ (where $\hat{y}$ is the current value of $y$ ), we aim to find the cut of minimum residual capacity once we delete its $k$ most capacitated arcs. If this capacity is smaller than $|T|$, we add the constraints associated with this cut-set, otherwise the algorithm terminates. For small values of $k$, one straightforward method to find this cut of minimum residual capacity is the following: for each combination $C$ of $k \operatorname{arcs}$ in $A_{I}$ which are selected in the current solution, compute the min-cut on the graph where the capacity of each arc $(i, j)$ is defined as $u_{i j} \hat{y}_{i j}$, except for the $k$ arcs of $C$ whose capacities are set to 0 . Otherwise, the following MIP can be used:

$$
\begin{array}{rlr}
\min _{s, d, v} & \sum_{(i, j) \in A} u_{i j} \hat{y}_{i j} s_{i j} & \\
\text { s.t } & s_{i j}+d_{i j}-v_{i}+v_{j} & \\
& v_{r} & =0 \\
& v_{s} & \leq k \\
& \quad \forall(i, j) \in A \\
& =0 \\
& \sum_{(i, j) \in A} d_{i j} &  \tag{3.4f}\\
& \sum_{t \in T} d_{t s} & \\
& s, d \in\{0,1\}^{|A|}, & v \in\{0,1\}^{|V|}
\end{array}
$$

In this MIP, the variable $v$ defines a $r-s$-cut on the network: any vertex $j$ with $v_{j}=1$ is in the same part of the cut as $r$, and any vertex $i$ with $v_{i}=0$ is in the same part as $s$. The variable $d$ defines the deleted arcs, $d_{i j}=1$ if and only if arc $(i, j)$ is deleted, whereas $s$ defines the selected arcs, $s_{i j}=1$ if and only if $\operatorname{arc}(i, j)$ is selected in the cut. Then, the constraints (3.4a) ensure that $\hat{S}=\left\{(i, j)\right.$ s.t. $s_{i j}=1$ or $\left.d_{i j}=1\right\}$ defines a cutset in the current network, and the objective function $\sum_{(i, j) \in A} u_{i j} \hat{y}_{i j} s_{i j}$ represents the residual capacity of $\hat{S}$, i.e., the capacity of the undeleted arcs of $\hat{S}$. the constraints (3.4b) and (3.4c) ensure that the root and the sink are not in the same part of the cut. The constraints (3.4d) and (3.4e) ensure that there are no more than $k$ arc deletions, and that no fictive arc can be deleted. Notice that, in any optimal solution, the constraint ( 3.4 d ) is saturated and, for each arc $(i, j)$, at most one of $s_{i j}$ and $d_{i j}$ is equal to 1 . If the solution provides a cutset with a residual capacity at least equal to $|T|$, then the solution is feasible, and so optimal. Otherwise, we add the associated constraint to the main MIP.

In the case of a uniform capacity $U$ on each arc $a \in A_{I}, M_{S}$ in the constraints (3.2a) becomes a constant equal to $k U$ and hence these constraints are linear, and the constraints (3.3a) are useless. The number of constraints is still exponential, but highly reduced compared to the non-uniform case. The formulation can be rewritten as follows:

$$
\begin{array}{lr}
\min _{y} & \sum_{(i, j) \in A} c_{i j} y_{i j} \\
\text { s.t. } & \sum_{(i, j) \in S} u_{i j} y_{i j} \geq|T|+k U \\
& y_{t s}=1  \tag{3.5b}\\
& y_{i j} \in\{0,1\}
\end{array} \quad \forall S \in \mathcal{S}
$$

Adapting the formulation to the undirected case where we are given a set of edges $E$ instead of arcs is quite straightforward. Indeed, it can be done by considering the undirected cut-sets of the graph instead of the directed ones.

### 3.2.2 Flow formulation

In this section, we introduce a formulation based on flow variables. We define $\mathcal{F}$ as the set of all possible arc-failure scenarios: it corresponds to the set of all $k$-combinations in $A_{I}$. We introduce the variable $x_{i j}^{F}$ which represents the amount of flow routed through the arc $(i, j) \in A$ when the scenario $F \in \mathcal{F}$ occurs. The variable $y$ is defined as in the previous formulation (see Subsection 3.2.1). We propose the following flow formulation:

$$
\left.\left.\begin{array}{ll}
\min _{x, y} & \sum_{(i, j) \in A} c_{i j} y_{i j} \\
\text { s.t. } & \sum_{i \in \Gamma^{-}(j)} x_{i j}^{F}-\sum_{k \in \Gamma^{+}(j)} x_{j k}^{F}=0
\end{array} \quad \forall j \in V \backslash\{r, s\}, \forall F \in \mathcal{F}\right) \quad \forall F \in \mathcal{F}\right\}
$$

The constraints (3.6a) and (3.6b) ensure that there is a flow of value $|T|$ for each arc-failure scenario $F \in \mathcal{F}$, meaning that we can still route a unit of flow to each terminal after any $k$ arc failures. The constraints (3.6c) ensure that the arc capacities are respected for each arc-failure scenario $F \in \mathcal{F}$. The constraints (3.6d) ensure that, in each scenario $F \in \mathcal{F}$, no flow is routed through deleted arcs. One can notice that the variable $x$ must be an integer (because it corresponds to a number of terminals). However, we relax this integrality constraint. Indeed, for any value of $y \in\{0,1\}^{|E|}$, setting the value of $x$ corresponds to routing a set of flows of value $|T|$ on $|E|$ different networks with integer capacities. Then, for any value of $y \in\{0,1\}^{|E|}$, there exists a solution where $x$ is integer. As only the variable $y$ is involved in the objective function, we have that there always exists an optimal solution with $x$ integer.

The number of variables $x_{i j}^{F}$ and constraints (3.6a) and (3.6b) being exponential for arbitrary values of $k$, we propose a constraints-and-columns generation algorithm to solve the problem. We begin with a small subset of $\mathcal{F}$. The separation problem is the problem of the $k$ most vital links in a flow network [20]: we search for the $k$ arcs which, once simultaneously deleted, reduce the most the value of a maximum $s-t$ flow. We use a procedure similar to the one used in Subsection 3.2.1: for small values of $k$, we compute a maximum $s-t$ flow for each combination of $k$ selected arcs of $A_{I}$. If there is a combination of arcs whose deletion results in a maximum $s-t$ flow lower than $|T|$, we add this arc-failure scenario, else the solution is optimal. If $k$ is too big, we use an auxiliary MIP.

In order to adapt the formulation to the undirected case with a set of edges $E$ instead of a set of $\operatorname{arcs} A$, one can define for each $[i, j] \in E$ the variables $y_{i j}, x_{i j}^{F}$ and $x_{j i}^{F}$. The function $\Gamma^{+}$and $\Gamma^{-}$ are replaced by the function $\Gamma$ in the constraints (3.6a) and (3.6b), while the constraints (3.6c) and (3.6d) are replaced by:

$$
\begin{array}{rll}
x_{i j}^{F}+x_{j i}^{F} \leq u_{i j} y_{i j} & \forall[i, j] \in E, \forall F \in \mathcal{F} \\
x_{i j}^{F}+x_{j i}^{F}=0 & \forall F \in \mathcal{F}, \forall[i, j] \in F \tag{3.7b}
\end{array}
$$

A feasible solution induced by $y$ and $x$ implies a flow of value $|T|$ for each scenario $F \in \mathcal{F}$. Then, if a given solution yields a strictly positive flow on both $x_{i j}^{F}$ and $x_{j i}^{F}$ for a given edge $[i, j]$ and a given scenario $F$, it is trivial that there exists another flow at least as good as this one, but in which the amount of flow on either $x_{i j}^{F}$ or $x_{j i}^{F}$ is 0 .

### 3.2.3 Bilevel formulation

The bilevel formulation proposed here is particular in that the second level is a min max problem. It can be seen as a game with a defender and an attacker (corresponding respectively to the leader and the follower).

For each $(i, j) \in A$, we introduce a variable $x_{i j}$ which corresponds to the amount of flow that the defender chooses to route through the arc $(i, j)$. The variable $y$ is defined as in Subsection 3.2.1. We also introduce the binary variables $b_{i j}, \forall(i, j) \in A: b_{i j}=1$ if and only if the attacker chooses to delete the arc $(i, j)$. Moreover, we assume without loss of generality that there is no arc of the form $(v, r)$ for some vertex $v$. Then, we can define the following polyhedron:

$$
\mathcal{X}(y, b)=\left\{\begin{array}{l|lll}
\sum_{i \in \Gamma^{-}(j)} x_{i j}-\sum_{k \in \Gamma^{+}(j)} x_{j k}=0 & \forall j \in V \backslash\{r, s\} \\
x \in \mathbb{R}^{|A|} & \begin{array}{lll} 
& u_{i j} y_{i j} & \forall(i, j) \in A \\
x_{i j} & \leq & u_{i j}\left(1-b_{i j}\right)
\end{array} \\
x_{i j} \leq(i, j) \in A \\
x_{i j} \geq & \geq & \forall(i, j) \in A
\end{array}\right\}
$$

This polyhedron $\mathcal{X}(y, b)$ corresponds to the set of possible flows on the subgraph of $G$ induced by the $\operatorname{arcs}(i, j)$ such that $y_{i j}=1$, provided they have not been deleted (i.e. $b_{i j}=0$ ). The polyhedron $\mathcal{X}(y, b)$ is defined by the flow conservation constraints, the capacity constraints and the constraints imposing a flow equal to 0 on any arc which is deleted. We also define the following polyhedrons:

$$
\mathcal{B}=\left\{b \in\{0,1\}^{|A|} \mid \sum_{(i, j) \in A} b_{i j} \leq k ; b_{t s}=0 \quad \forall t \in T\right\}
$$

The polyhedron $\mathcal{B}$ defines the set of possible scenarios of arc failures (it ensures that no fictive arc can be deleted). We propose the following bilevel program:

$$
\begin{align*}
\min _{y \in\{0,1\}^{|A|}} & \sum_{(i, j) \in A} c_{i j} y_{i j} \\
\text { s.t. } & f(y) \geq|T|  \tag{3.8a}\\
& \text { where } f(y)=\quad \min _{b \in \mathcal{B}} \max _{x \in \mathcal{X}(y, b)} \quad \sum_{j \in \Gamma^{+}(r)} x_{r j} \tag{3.8b}
\end{align*}
$$

where $\left\{(i, j)\right.$ s.t. $\left.y_{i j}=1\right\}$ defines the set of selected arcs. At the upper level, the defender selects the set of arcs to be added to the network, by choosing a value of $y$ in $\{0,1\}^{A}$. The attacker then deletes some arcs by setting the variable $b \in \mathcal{B}$ in order to minimize the maximum flow that the defender will compute by setting the variable $x$ in the flow polyhedron $\mathcal{X}(y, b)$. The aim of the defender is to ensure that this flow is at least equal to $|T|$ (see constraint (3.8a)).

Consider the max problem in the lower level: at this stage, $y$ and $b$ are already fixed; we refer to their values as $\hat{y}$ and $\hat{b}$ respectively. The problem is a max-flow problem from $r$ to $s$, with two sets of capacity constraints. In our problem, the flow must be integral since it corresponds to a number of terminals. However, it is well-known that the matrix of coefficients $M$ in the arc-formulation of a max-flow is totally unimodular. Then, adding the second set of capacity constraints is equivalent to appending the identity matrix to $M$ : the matrix remains totally unimodular and, as the capacities are integers, we ensure that the extreme points of the polyhedron defined by $\mathcal{X}(y, b)$ have integral coordinates. Thus, we can relax the integrality constraints on $x$.

In this max problem of the lower level, there always exists a feasible flow of value 0 and the problem is also trivially upper bounded. Hence, the strong duality holds and we can introduce the dual of
the lower level problem, after a slight reformulation due to the totally unimodular matrix:

$$
\begin{array}{rlrl}
\min _{\lambda, \mu, \gamma} & \sum_{(i, j) \in A} u_{i j} \hat{y}_{i j} \lambda_{i j}+\sum_{(i, j) \in A} u_{i j}\left(1-\hat{b}_{i j}\right) \gamma_{i j} & \\
\text { s.t } & \lambda_{i j}+\gamma_{i j}-\mu_{i}+\mu_{j} & \geq 0 & \forall(i, j) \in A \\
& \mu_{r} & =1 & \\
& \mu_{s} & =0 & \\
& \lambda, \gamma \in[0,1]^{|A|}, \quad \mu \in[0,1]^{|V|} & \tag{3.9d}
\end{array}
$$

This problem is a special formulation of a min-cut problem: $\mu$ defines the two parts of the cut (sets of vertices $i \in V$ such that either $\mu_{i}=0$ or $\mu_{i}=1$ ). The variables $\gamma$ and $\lambda$ define the cut-set of the corresponding cut: for each arc $(i, j)$ in the cut-set, we have either $\lambda_{i j}=1$ or $\gamma_{i j}=1$, otherwise we have $\gamma_{i j}=\lambda_{i j}=0$. Because of the economic function and the positive capacities, we have that $\gamma_{i j}$ is equal to 1 for at least all $\operatorname{arcs}(i, j)$ in the cut-set with $\hat{b}_{i j}=\hat{y}_{i j}=1$ (i.e., the arcs selected but deleted), while $\lambda_{i j}$ is equal to 1 for at least all arcs $(i, j)$ in the cut-set with $\hat{b}_{i j}=\hat{y}_{i j}=0$ (i.e., the arcs that are neither selected nor deleted). For other arcs in the cut-set, it does not matter which one is set to 1 . We denote by $\mathcal{D}$ the polyhedron defined by the dual constraints (3.9a)-(3.9d).

As the lower level can be reformulated as a min - min function by using the dual described above, it can then be rewritten as follows:


At this point, $b$ is a variable, so the objective function is non-linear. We linearize the terms $b_{i j} \gamma_{i j}$ in a classical way by introducing binary variables $l_{i j}$ verifying the set of constraints defined by $\mathcal{L}(b, \gamma)$ :

$$
\mathcal{L}(b, \gamma)=\left\{\begin{array}{l|lll}
l \in \mathbb{R}^{|A|} & \begin{array}{lll}
l_{i j} & \leq & b_{i j} \\
l_{i j} & \leq & \gamma_{i j} \\
l_{i j} & \geq & \gamma_{i j}-\left(1-b_{i j}\right) \\
l_{i j} & \geq & \forall(i, j) \in A \\
l_{i j} & \forall(i, j) \in A \\
& \forall(i, j) \in A
\end{array}
\end{array}\right\}
$$

We also define the function $g(y, \lambda, \gamma, l)=\sum_{(i, j) \in A}\left[u_{i j} y_{i j} \lambda_{i j}+u_{i j} \gamma_{i j}-u_{i j} l_{i j}\right]$. We can then rewrite the bilevel program as:

$$
\begin{array}{lcl}
\min _{y \in\{0,1\}|A|} & \sum_{(i, j) \in A} c_{i j} y_{i j} & \\
\text { s.t } & f(y) \geq|T| \\
& \text { where } f(y)=\min _{b, \lambda, \gamma, \mu, l} & g(y, \lambda, \gamma, l) \\
& \text { s.t. } & b \in \mathcal{B} \\
& & \\
& & \\
& & l \in \mathcal{L}(b, \gamma) \in \mathcal{D}
\end{array}
$$

We can then consider the convex hull of the lower-level polyhedron, and denote by $\mathcal{H}$ the set of its extreme points. One can notice that this convex hull does not depend on $y$ (only $g(\cdot)$ does): the set of extreme points $\mathcal{H}$ remains the same for every $y \in\{0,1\}^{A}$. We denote by $\left(\hat{\lambda}^{h}, \hat{\gamma}^{h}, \hat{l}^{h}\right)$ the respective values of $(\lambda, \gamma, l)$ at the extreme point $h \in \mathcal{H}$. We can then reformulate the bilevel
formulation as a single-level one as follows:

$$
\begin{align*}
\min & \sum_{(i, j) \in A} c_{i j} y_{i j} \\
\text { s.t. } & g\left(y, \hat{\lambda}^{h}, \hat{\gamma}^{h}, \hat{l}^{h}\right) \geq|T| \quad \forall h \in \mathcal{H}  \tag{3.10a}\\
& y \in\{0,1\}^{|A|}  \tag{3.10b}\\
& b \in \mathcal{B}  \tag{3.10c}\\
& (\lambda, \mu, \gamma) \in \mathcal{D} \\
& l \in \mathcal{L}(b, \gamma) \tag{3.10d}
\end{align*}
$$

The constraints (3.10a) ensure that, for each extreme point of $\mathcal{H}, f(y)$ is greater than $|T|$ (i.e., the minimum value of $f(y)$ over the polyhedron defined by the constraints (3.10c)-(3.10d) is greater than $|T|$ ), meaning that the value of a maximum flow cannot become smaller than $|T|$, even after any $k$ breakdowns.

Remark 3.1 In (BP), $g(y, \lambda, \gamma, l)$ is non-linear because of the products $y_{i j} \lambda_{i j}$, but they can be linearized as it has been done for $b_{i j} \gamma_{i j}$ above.

However, there is an exponential number of constraints (3.10a), and we do not know how to describe explicitly the convex hull of $\mathcal{H}$. To tackle this issue, we use a constraints generation algorithm where we relax the constraints (3.10a) and use ( $2 L P$ ) as the separation problem: while the optimum value of $(2 L P)$ is smaller than $|T|$ for the current optimal solution $\hat{y}$, we generate the constraints (3.10a) associated with the extreme point whose coordinates are the optimal values of $(b, \lambda, \gamma, \mu, l)$ in $(2 L P)$.

Property 3.2 Let $\hat{y}^{1}$ and $\hat{y}^{2}$ be two feasible solutions of $(\mathbf{B P})$ such that $\hat{y}^{1} \geq \hat{y}^{2}$, i.e., $\hat{y}_{i j}^{1} \geq \hat{y}_{i j}^{2}$ for each arc $(i, j)$. If adding a constraint $g(y, \lambda, \gamma, l) \leq g\left(y, \hat{\lambda}^{a}, \hat{\gamma}^{a}, \hat{l}^{a}\right)$ makes any solution with $y=\hat{y}^{1}$ infeasible, then it also makes any solution with $y=\hat{y}^{2}$ infeasible.

Proof: For any value $\left(\hat{\lambda}^{a}, \hat{\gamma}^{a}, \hat{l}^{a}\right)$ of $(\lambda, \gamma, l)$, we have $g\left(\hat{y}^{1}, \hat{\lambda}^{a}, \hat{\gamma}^{a}, \hat{l}^{a}\right) \geq g\left(\hat{y}^{2}, \hat{\lambda}^{a}, \hat{\gamma}^{a}, \hat{l}^{a}\right)$ since $\hat{y}^{1} \geq \hat{y}^{2}($ as $u$ and $\lambda$ are positive $)$. Hence, if $g\left(\hat{y}^{1}, \hat{\lambda}^{a}, \hat{\gamma}^{a}, \hat{l}^{a}\right) \leq|T|-1$, then $g\left(\hat{y}^{2}, \lambda^{a}, \gamma^{a}, l^{a}\right) \leq|T|-1$.

To improve the cut obtained by solving $(2 L P)$ at each step, we try to inject better values $\hat{y}$ of variables $y$ in it. To get these values, we first solve the following problem, and then we compute the new $\hat{y}$ accordingly (as explained later). Given a starting solution $\hat{y}$, we want to find a cut-set in the support network (i.e., in the initial digraph $G$ ) with a minimum number of arcs such that this cut-set is non-valid in the network induced by the arcs $(i, j)$ such that $\hat{y}_{i j}=1$ (meaning that, if we remove $k$ given arcs of the cut-set, its remaining capacity is smaller than $|T|)$. This can be modeled as follows:

$$
\begin{array}{rll}
\min & & \\
\text { s.t } & \leq|T|-1 & \\
& \sum_{(i, j) \in A} u_{i j} \hat{y}_{i j} \lambda_{i j} & \leq  \tag{3.11c}\\
& \sum_{(i, j) \in A} \gamma_{i j} & \\
& \gamma_{t s} & 0
\end{array} \quad \forall t \in T
$$

The variables $(\lambda, \mu, \gamma)$ define a cut as in (2LP) since they belong to $\mathcal{D}$ (recall that $\mathcal{D}$ is the set of constraints (3.9a)-(3.9d)). However, adding the other constraints makes the constraints matrix not unimodular anymore: thus, we have to set $\mu$ as a $0-1$ variable. The constraint (3.11a) ensures that the cut-set selected is non-valid (as defined before). The constraint (3.11b) bounds the number of deleted arcs to at most $k$, while the constraints (3.11c) forbid the deletion of fictive arcs.

Then, the new values of the $\hat{y}_{i j}$ 's are computed as follows: we set $\hat{y}_{i j}$ to 1 for all $(i, j)$ with $\lambda_{i j}=\gamma_{i j}=0$ and let the others to their current value. It implies that, for each arc $(i, j)$, the new
value of $\hat{y}_{i j}$ cannot be smaller than the old one, and, using Proposition 3.2, we generate a better constraint than the original one by computing the extreme points associated with this new value of $\hat{y}$.

In order to obtain a formulation that works for the undirected case, we define for each edge $[i, j]$ the variables $y_{i j}, b_{i j}, x_{i j}$ and $x_{j i}$. The only modification appears in the polyhedron $\mathcal{X}(y, b)$, which can be modified as follows:

$$
\mathcal{X}(y, b)=\left\{\begin{array}{l|ll}
x \in \mathbb{R}^{|E|} & \sum_{i \in \Gamma^{(j)}} x_{i j}-\sum_{k \in \Gamma^{(j)}} x_{j k}=0 & \forall j \in V \backslash\{r, s\} \\
x_{i j} \leq u_{i j} y_{i j} & \forall[i, j] \in E \\
x_{j i} \leq u_{i j} y_{i j} & \forall[i, j] \in E \\
x_{i j} \leq u_{i j}\left(1-b_{i j}\right) & \forall[i, j] \in E \\
x_{j i} \leq u_{i j}\left(1-b_{i j}\right) & \forall[i, j] \in E \\
x_{i j}, x_{j i} \geq 0 & \forall[i, j] \in E
\end{array}\right\}
$$

Again, as this polyhedron is associated with a maximum flow problem (when the values of $y$ and $b$ are fixed), we can always find a maximum flow where either $x_{i j}=0$ or $x_{j i}=0$ for each edge $[i, j] \in E$. Once this polyhedron has been modified, one can use the method proposed for the directed case to solve the formulation.

### 3.3 Addition of protected arcs

Let us now define another version of the problem, where we add the possibility of protecting $k^{\prime}$ arcs. In this version, in addition to $A^{\prime}$, we also select a subset $A_{p}^{\prime} \subset A^{\prime}$ with $\left|A_{p}^{\prime}\right| \leq k^{\prime}$; those arcs are called protected arcs and cannot be deleted by the attacker. The corresponding problem is called Capacitated Protected Rooted k-Edge Connected Steiner Network problem (CPRkECSN). In the wind farm application, protecting arcs can be seen as doubling a set of cables under a given budget for example, or protecting cables from a difficult environment (like extreme cold).

For each $\operatorname{arc}(i, j)$, we define the variable $p_{i j}$ as a binary variable equal to 1 if the $\operatorname{arc}(i, j)$ is protected, and to 0 otherwise. We also define the set of values that can be taken by $p$ :

$$
P=\left\{p \in\{0,1\}^{|A|} \mid \sum_{(i, j) \in A} p_{i j} \leq k^{\prime} ; p_{i j} \leq y_{i j} \quad \forall(i, j) \in A\right\}
$$

This set ensures that there are at most $k^{\prime}$ protected arcs, and that we cannot protect arcs which are not selected in the final network. In the following, we propose small modifications to each one of the previous formulations in order to include the possibility of protecting arcs.

### 3.3.1 Cut-set formulation

In the cut-set formulation, the constraints (3.3a) can be replaced by the following ones:

$$
\begin{equation*}
\sum_{(i, j) \in S} u_{i j} y_{i j}-\sum_{(i, j) \in C} u_{i j}\left(y_{i j}-p_{i j}\right) \geq|T| \quad \forall S \in \mathcal{S}, \forall C \in C_{k}^{S} \tag{3.12a}
\end{equation*}
$$

We check that the capacity of each cut-set minus the capacity of $k$ unprotected arcs of this cutset is always larger than $|T|$. We also add to the cut-set formulation the constraint $p \in P$. We solve the resulting MIP using the same constraints generation algorithm as in Subsection 3.2.1. The separation problem is slightly modified to take into account the fact that the capacity of the protected arcs cannot be removed to compute the residual capacity of the cut-set. For small values of $k$, for each combinations of $k$ selected but non-protected arcs, we compute the min-cut (in Subsection 3.2.1, we take into account all selected arcs). Considering the MIP, we just have to add the constraint $d_{i j} \leq 1-\hat{p}_{i j}$ for each arc $(i, j)$ (where $\hat{p}$ corresponds to the current value of $p$ ).

Remark 3.2 When arcs can be protected, the case of uniform capacities does not admit a simpler formulation anymore.

### 3.3.2 Flow formulation

In the flow formulation, in addition to the constraint $p \in P$, we can replace the constraints (3.6d) by the following ones:

$$
\begin{equation*}
x_{i j}^{F} \quad \leq \quad u_{i j} p_{i j} \quad \forall F \in \mathcal{F}, \forall(i, j) \in F \tag{3.13a}
\end{equation*}
$$

Those constraints ensure that in a scenario $F$ where an $\operatorname{arc}(i, j) \in F$, we can route some flow through this arc $(i, j)$ only if this arc is protected. Again, we can use the same columns-andconstraints generation algorithm as in Subsection 3.2.2, in order to find the most vital arcs in the separation problem among the non-fictive and non-protected arcs (we consider only combinations of selected but non-protected arcs when computing the set of maximum flows).

### 3.3.3 Bilevel formulation

In the bilevel formulation, the only polyhedron that needs to be modified is $\mathcal{X}(y, b)$, which is replaced by the following one, denoted by $\mathcal{X}(y, b, p)$ :

The third constraint ensures that, if an arc is protected, then we can route a flow through this arc (respecting the capacities) even if the attacker deletes it. The bilevel formulation for the problem with protected arcs is then:

$$
\begin{aligned}
& \min _{y \in\{0,1\}|A|, p \in P} \sum_{(i, j) \in A} c_{i j} y_{i j} \\
& \text { s.t } \quad f(y, p) \geq|T| \\
& \text { where } \quad f(y, p)=\min _{b, \lambda, \gamma, \mu, l} g_{p r o t}(y, p, \lambda, \gamma, l) \\
& \text { (BPP) } \\
& \text { s.t. } \quad b \in \mathcal{B} \\
& (\lambda, \mu, \gamma) \in \mathcal{D} \\
& l \in \mathcal{L}(b, \gamma)
\end{aligned}
$$

where $g_{\text {prot }}(y, p, \lambda, \gamma, l)=\sum_{(i, j) \in A} u_{i j} y_{i j} \lambda_{i j}+u_{i j} \gamma_{i j}-u_{i j} l_{i j}+u_{i j} p_{i j} \gamma_{i j}$. We then use the same decomposition method to solve the formulation. Property 3.2 can be replaced by the following one (using the fact that $u \geq 0$ and $\gamma \geq 0$ ):

Property 3.3 Let $\left(\hat{y}^{1}, \hat{p}^{1}\right)$ and $\left(\hat{y}^{2}, \hat{p}^{2}\right)$ be two feasible solutions of $(\mathbf{B P P})$ such that $\hat{y}^{1} \geq \hat{y}^{2}$ and $\hat{p}^{1} \geq \hat{p}^{2}$. If adding a constraint $g_{\text {prot }}(y, p, \lambda, \gamma, l) \leq g_{\text {prot }}\left(y, p, \hat{\lambda}^{a}, \hat{\gamma}^{a}, \hat{l}^{a}\right)$ makes any solution with $(y, p)=\left(\hat{y}^{1}, \hat{p}^{1}\right)$ infeasible, then it also makes any solution with $(y, p)=\left(\hat{y}^{2}, \hat{p}^{2}\right)$ infeasible.

The same MIP can be used to enhance the generated constraint, simply by replacing the constraint (3.11a) by the following one:

$$
\sum_{(i, j) \in A} u_{i j} \hat{y}_{i j} \lambda_{i j}+\hat{p}_{i j} \gamma_{i j} \leq|T|-1
$$

### 3.4 Valid inequalities

In this section, we propose some valid inequalities to enhance the quality of the lower bound obtained by solving the continuous relaxation.

$$
\begin{equation*}
\sum_{(i, t) \in A} y_{i t} \geq k+1 \quad \forall t \in T \tag{3.14a}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{(r, i) \in A} y_{r i} \geq k+1 \tag{3.15a}
\end{equation*}
$$

Inequalities (3.14a) ensure that there are at least $k+1$ arcs entering each terminal. Indeed, if there are less than $k+1$ arcs entering it, then it is possible to delete all of them and thus to prevent one unit of flow from reaching the sink. Inequality (3.15a) states the same constraint for the root. Those two families of inequalities are only true for the case without protection $\left(k^{\prime}=0\right)$. As one arc can be enough if it is protected, we can replace the previous inequalities by (3.16a) and (3.17a) in this case.

$$
\begin{gather*}
\sum_{(i, t) \in A} y_{i t} \geq 1 \quad \forall t \in T  \tag{3.16a}\\
\sum_{(r, i) \in A} y_{r i} \geq 1 \tag{3.17a}
\end{gather*}
$$

Inequalities (3.18a) state that, for each Steiner vertex $j$, if an arc entering $j$ is selected, then at most one arc leaving $j$ must be selected. Indeed, in a feasible solution, if there is no arc leaving a Steiner vertex, then all arcs entering it can be deleted without making the solution infeasible (as we assumed the arc costs to be positive, this new solution is at least as good as the previous one). Inequalities (3.19a) state the same for arcs leaving a Steiner vertex $j$. Those inequalities are valid in both protected and unprotected versions of the problem.

$$
\begin{align*}
& y_{i j} \leq \sum_{k \in \Gamma^{+}(j)} y_{j k} \quad \forall j \in V \backslash\{T \cup\{r\}\}, \forall i \in \Gamma^{-}(j)  \tag{3.18a}\\
& y_{j k} \leq \sum_{i \in \Gamma^{-}(j)} y_{i j} \quad \forall j \in V \backslash\{T \cup\{r\}\}, \forall k \in \Gamma^{+}(j) \tag{3.19a}
\end{align*}
$$

Inequalities (3.20a) relate to the Steiner vertices which are adjacent to a terminal, in the unprotected version of the problem. Terminals must have at least $k+1$ neighbors in a feasible solution. Any given terminal $t \in T$ has a number of neighbors which are terminals equal to $\left|\Gamma_{G}(t) \cap T\right|$. Then, there must be at least $\max \left(0,(k+1)-\left|\Gamma_{G}(t) \cap T\right|\right)$ neighbors of $t$ which are Steiner vertices in a feasible solution. As any Steiner vertex selected in an inclusion-wise minimal solution has at least two incident arcs, we ensure that the number of those arcs (counted with their multiplicity) is larger than two times the number of necessary Steiner vertices adjacent to $t$.

$$
\begin{equation*}
\sum_{j \in \Gamma_{G}(t) \cap(V \backslash T)}\left(\sum_{i \in \Gamma_{G}^{-}(j)} y_{i j}+\sum_{k \in \Gamma_{G}^{+}(j)} y_{j k}\right) \quad \geq 2\left(k+1-\left|\Gamma_{G}(t) \cap T\right|\right) \quad \forall t \in T \tag{3.20a}
\end{equation*}
$$

In the case with protected arcs, each vertex $v \in T \cup\{r\}$ must have at least $k+1$ arcs entering it (or leaving it, if $v=r$ ), except if it has at least one protected arc entering it (or leaving it, if $v=r$ ), which can happen for at most $k^{\prime}$ vertices among these $|T|+1$. Hence, we obtain:

$$
\begin{equation*}
\sum_{t \in T} \sum_{i \in \Gamma_{G}^{-}(t)} y_{i t}+\sum_{j \in \Gamma_{G}^{+}(r)} y_{r j} \geq\left(|T|+1-k^{\prime}\right)(k+1)+k^{\prime} \tag{3.21a}
\end{equation*}
$$

## 4 Results analysis

In this section, we present the results of the three formulations proposed previously. All experiments were performed on a computer with a $2.40 \mathrm{GHz} \operatorname{Intel}(\mathrm{R})$ Core(TM) i7-5500U CPU and a 16GB RAM, using the solver CPLEX version 12.6.1, interfaced with Julia 0.6.0. We used in particular the package $J u M P$, a tool allowing mathematical modeling. For each test, the algorithm has been stopped after 3000 seconds if it has not terminated yet. Table 2 shows for each instance the number associated $(I)$, as well as the number of vertices, terminals, and edges, respectively. The column opt gives the optimal value of the Capacitated Rooted Steiner Network (CRSN) for each instance, which corresponds to the case where $k=0$. All instances have been generated in
the following way: the vertices have been generated in the plane, and the capacity of an arc is more likely to be high if this arc is close to the root. The arc capacities are high enough to have a set of feasible solutions to our problems, but low enough to keep the difficulty in those problems. More precisely, the capacities are chosen randomly among four values: $0.8|T|, 0.6|T|$ and, except for the edges with endpoints at distance 1 or 2 from the root, $0.4|T|$ and $0.2|T|$. Furthermore, the cost of an arc depends on both its length and its capacity, and hence is not necessarily integral.

| I | $\|\mathrm{V}\|$ | $\|\mathrm{T}\|$ | $\|\mathrm{E}\|$ | opt |
| ---: | ---: | ---: | ---: | ---: |
| 1 | 20 | 2 | 47 | 3.43 |
| 2 | 20 | 4 | 46 | 5.16 |
| 3 | 20 | 6 | 45 | 7.8 |
| 4 | 20 | 12 | 46 | 10.73 |
| 5 | 20 | 19 | 46 | 14.14 |
| 6 | 25 | 2 | 60 | 4.62 |
| 7 | 25 | 5 | 59 | 5.78 |
| 8 | 25 | 8 | 61 | 8.11 |
| 9 | 25 | 15 | 61 | 10.36 |
| 10 | 25 | 24 | 59 | 13.93 |
| 11 | 30 | 18 | 74 | 9.45 |
| 12 | 30 | 3 | 74 | 3.83 |


| I | $\|\mathrm{V}\|$ | $\|\mathrm{T}\|$ | $\|\mathrm{E}\|$ | opt |
| ---: | ---: | ---: | ---: | ---: |
| 13 | 30 | 6 | 73 | 10.52 |
| 14 | 30 | 9 | 74 | 7.19 |
| 15 | 30 | 29 | 74 | 13.85 |
| 16 | 35 | 4 | 89 | 3.17 |
| 17 | 35 | 7 | 87 | 7.51 |
| 18 | 35 | 10 | 91 | 8.95 |
| 19 | 35 | 21 | 89 | 11.58 |
| 20 | 35 | 34 | 88 | 12.81 |
| 21 | 40 | 4 | 104 | 6.0 |
| 22 | 40 | 8 | 103 | 8.83 |
| 23 | 40 | 12 | 100 | 12.73 |


| I | $\|\mathrm{V}\|$ | $\|\mathrm{T}\|$ | $\|\mathrm{E}\|$ | opt |
| ---: | ---: | ---: | ---: | ---: |
| 24 | 40 | 24 | 104 | 10.93 |
| 25 | 40 | 39 | 103 | 14.95 |
| 26 | 45 | 14 | 118 | 10.26 |
| 27 | 45 | 27 | 114 | 17.03 |
| 28 | 45 | 44 | 119 | 18.74 |
| 29 | 45 | 4 | 119 | 3.41 |
| 30 | 50 | 5 | 133 | 6.48 |
| 31 | 50 | 10 | 133 | 9.75 |
| 32 | 50 | 15 | 131 | 8.22 |
| 33 | 50 | 30 | 133 | 12.29 |
| 34 | 50 | 49 | 130 | 16.05 |

Table 2: Instance parameters and results of CRSN

| Parameters |  | Bilevel |  |  |  |  |  | Cut-set |  |  |  |  | Flow |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| k | I | $\%_{\text {opt }}$ | time(s) | CRG | it | $\%_{\text {opt }}$ | time(s) | CRG | it | $\%_{\text {opt }}$ | time(s) | CRG | it |  |  |
| 1 | $I_{1}$ | 100.0 | 18.24 | 0.3 | 159 | 100.0 | 31.93 | 0.17 | 91 | 100.0 | 18.42 | 0.17 | 12 |  |  |
| - | $I_{2} \backslash\{13,19\}$ | 93.33 | 382.11 | 0.26 | 425 | 60.0 | 1396.57 | 0.17 | 389 | - | - | - | - |  |  |
| 2 | $2,3,6,8$ | 100.0 | 6.9 | 0.21 | 72 | 100.0 | 33.9 | 0.08 | 66 | 100.0 | 69.28 | 0.08 | 30 |  |  |
| - | $14,18,21,23,25,26$ | 100.0 | 209.3 | 0.22 | 428 | 50.0 | 1692.22 | 0.16 | 253 | - | - | - | - |  |  |
| 3 | 6,8 | 100.0 | 16.33 | 0.17 | 140 | 100.0 | 35.14 | 0.13 | 89 | 100 | 246.45 | 0.13 | 82 |  |  |
| - | 18,21 | 100.0 | 199.25 | 0.26 | 418 | 50.0 | 2472.0 | 0.17 | 176 | - | - | - | - |  |  |

Table 3: Results on instances with non-uniform capacities and $k^{\prime}=0$

Table 3 shows the results obtained, for $k \in\{1,2,3\}$ and $k^{\prime}=0$, by the three formulations on those instances with non-uniform capacities. For each value of $k$, we have computed the results on two subsets of instances, one called $I_{1}$ on which we test the three formulations, one called $I_{2}$ composed of instances of larger size, on which we test only the bilevel and the cut-set formulations as the solving time of the flow formulation is too important in that case. The subset $I_{1}$ is composed of the instances numbered from 1 to 11 while $I_{2}$ is composed of the ones numbered from 12 to 28 . As some instances do not admit feasible solutions for some values of $k$, we remove such instances. Nevertheless, those instances are taken into account in the results when $k^{\prime} \neq 0$ and in the case of uniform capacities. The column $k$ is the number of arc deletions considered for this subset of instances, while $I$ gives the numbers of the instances tested. For each formulation, $\%_{\text {opt }}$ corresponds to the percentage of instances solved to optimality, time shows the mean solving time (in seconds) for this subset, $C R G$ corresponds to the mean gap between the optimal value of the continuous (or linear) relaxation and the optimal value of the problem and it corresponds to the mean value of iterations. As we can see in this table, on small instances and small values of $k$, the three formulations can be competitive. However, as the sizes of the instances and value of $k$ grow, the bilevel formulation tends to be the most efficient one, while the flow formulation seems to be the less effective one, despite the fact that the optimal values of the continuous relaxation of the flow and cut-set formulations yield the same value on this set of instances, and are better than the one of the bilevel formulation in this case. We can also notice that, on those instances, the connectivity requirements have a high impact on the cost of an optimal solution, as this cost raises consequently as $k$ increases.

Table 4 shows the results in a similar way than in Table 3 , but in the case where the number $k^{\prime}$ of arcs that can be protected is between 1 and 3 . In this case, one can notice that the optimal value of the continuous relaxation of the cut-set formulation do not yields the same value that the flow formulation one. However, on those instances, the optimal value of the continuous relaxation of the cut-set formulation yield values at least as good as the two other ones. However, as in the previous

| Parameters |  |  | Bilevel |  |  |  | Cut-set |  |  |  | Flow |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k | k' | I | $\%_{\text {opt }}$ | time(s) | CRG | it | $\%_{\text {opt }}$ | time(s) | CRG | it | $\%_{\text {opt }}$ | time(s) | CRG | it |
| 1 | 1 | $I_{1}$ | 100.0 | 56.62 | 0.41 | 251 | 90.0 | 361.59 | 0.27 | 122 | 90.0 | 746.62 | 0.32 | 22 |
| - | - | $I_{2}$ | 87.5 | 659.4 | 0.44 | 580 | 18.75 | 2556.11 | 0.32 | 411 | - | - | - | - |
| 1 | 2 | $I_{1}$ | 100.0 | 62.17 | 0.42 | 274 | 90.91 | 436.87 | 0.28 | 130 | 63.64 | 1199.01 | 0.35 | 27 |
| - | - | $I_{2}$ | 81.25 | 843.08 | 0.45 | 638 | 18.75 | 2594.5 | 0.32 | 420 |  |  | - | - |
| 1 | 3 | $I_{1}$ | 100.0 | 96.23 | 0.41 | 301 | 90.0 | 677.15 | 0.28 | 123 | 70.0 | 1241.38 | 0.35 | 27 |
| - | - | $I_{2}$ | 82.35 | 909.16 | 0.45 | 694 | 17.65 | 2551.54 | 0.32 | 434 | - | - | - | - |
| 2 | 1 | $I_{1} \backslash\{1,4,7,9,10\}$ | 100.0 | 40.48 | 0.39 | 216 | 83.33 | 760.57 | 0.27 | 96 | 66.67 | 1343.0 | 0.32 | 102 |
| - | - | $I_{2} \backslash\{13,19,28\}$ | 85.71 | 715.5 | 0.4 | 634 | 21.43 | 2482.98 | 0.3 | 296 | - | - | - | - |
| 2 | 2 | $I_{1} \backslash\{9,10\}$ | 100.0 | 62.6 | 0.37 | 253 | 77.78 | 700.6 | 0.26 | 96 | 66.67 | 1102.47 | 0.36 | 97 |
| - | - | $I_{2} \backslash\{19,28\}$ | 80.0 | 1146.17 | 0.43 | 730 | 13.33 | 2623.81 | 0.32 | 290 | - | - | - | - |
| 2 | 3 | $I_{1} \backslash\{9\}$ | 100.0 | 54.54 | 0.39 | 251 | 88.89 | 416.84 | 0.28 | 97 | 66.67 | 1488.62 | 0.4 | 116 |
| - | - | $I_{2} \backslash\{28\}$ | 68.75 | 1548.31 | 0.46 | 915 | 12.5 | 2705.04 | 0.35 | 292 | - | - | - | - |
| 3 | 1 | 6,8 | 100.0 | 12.1 | 0.44 | 88 | 100.0 | 81.8 | 0.2 | 97 | 100.0 | 304.6 | 0.2 | 29 |
| - | - | 16,18,21,26 | 75.0 | 841.42 | 0.37 | 516 | 50.0 | 1634.7 | 0.28 | 116 | - | - | - | - |
| 3 | 2 | 2,3,6,8 | 100.0 | 16.97 | 0.46 | 170 | 100.0 | 183.33 | 0.26 | 102 | 66.67 | 1122.27 | 0.33 | 144 |
| - | - | 12,14,16,17,18,21,22,23,26 | 100.0 | 462.28 | 0.44 | 576 | 12.5 | 2792.88 | 0.32 | 244 | - | - | - | - |
| 3 | 3 | 2,3,5,6,8 | 100.0 | 24.02 | 0.26 | 203 | 75.0 | 834.25 | 0.25 | 103 | 75.0 | 1363.18 | 0.4 | 172 |
| - | - | $I_{2} \backslash\{15,19,20,24,25,28\}$ | 90.0 | 877.32 | 0.49 | 764 | 20.0 | 2553.8 | 0.37 | 183 | - | - | - | - |

Table 4: Results on instances with non-uniform capacities and $k^{\prime} \in\{1,2,3\}$
case, the bilevel formulation seems to be the most efficient one as the sizes of the instances grow. The results obtained with the three formulations also confirm that the solving time of an instance is sensitive to the value of $k^{\prime}$ : when this parameter grows, the solving time significantly increases.
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Figure 3: Solving time of the different instances regarding the three formulations

In Figure 3, we can see the solving time for the bilevel, the cut-set and the flow formulations (respectively BF, CF, and FF in the legend). Figures 3 and 4 present the results obtained on instances numbered from 1 to 29 . The solving time is still bounded by 3000 seconds (when the solving time is equal to 3000 in this figure, it means that the instance has not been solved at the end of the allocated time). It shows that the bilevel formulation is more resilient to the growth of the instances size, whereas the flow formulation seems to be the more sensitive one.

Figure 4 shows the evolution of the gap between the optimal values of the different continuous relaxations and the optimal value of the problem on each instance, for $k=1$ and $k^{\prime} \in\{0,1\}$. In the legend, $g a p_{B}^{0}$ (respectively $g a p_{C}^{0}$ ) corresponds to the gap (in percentage) between the optimal value of the continuous relaxation of the bilevel (respectively cut-set) formulation and the optimal value of the problem when $k^{\prime}=0$, whereas $g a p_{B}^{1}$ (respectively $g a p_{C}^{1}$ ) deals with the case where $k^{\prime}=1$. First, we can see that the gap for the cut-set formulation is better than the one for the bilevel formulation in both cases. Second, one can notice that the addition of protected arcs greatly
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Figure 4: Gap between the optimal values of the bilevel and cut-set continuous relaxations and the optimal value of the problem for the different instances when $k=1$ and $k^{\prime} \in\{0,1\}$

| Parameters |  |  |  | Bilevel |  |  |  | Cut-set |  |  | Flow |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| I | U | k | opt | CR | time (s) | it | CR | time (s) | it | time (s) | it |  |
| 2 | 2 | 1 | 8.63 | 7.47 | 0.4 | 12 | 7.41 | 0.2 | 26 | 0.1 | 2 |  |
| - | 2 | 2 | 14.87 | 12.29 | 1.3 | 27 | 11.95 | 0.6 | 52 | 1.2 | 6 |  |
| - | 3 | 1 | 7.99 | 6.97 | 0.2 | 6 | 6.99 | 0.1 | 9 | 0.1 | 2 |  |
| - | 3 | 2 | 13.17 | 11.41 | 1.0 | 21 | 11.41 | 0.2 | 13 | 2.0 | 11 |  |
| 3 | 4 | 1 | 9.89 | 6.65 | 0.9 | 24 | 6.13 | 0.2 | 20 | 0.7 | 19 |  |
| - | 4 | 2 | 16.5 | 13.62 | 2.0 | 44 | 13.52 | 0.1 | 6 | 8.6 | 34 |  |
| - | 5 | 1 | 9.89 | 6.32 | 0.9 | 23 | 5.86 | 0.2 | 18 | 1.2 | 17 |  |
| - | 5 | 2 | 16.5 | 13.44 | 2.8 | 55 | 13.19 | 0.1 | 6 | 14.5 | 41 |  |
| 8 | 5 | 1 | 12.76 | 11.05 | 1.1 | 22 | 11.18 | 0.4 | 24 | 1.1 | 11 |  |
| - | 5 | 2 | 20.5 | 17.88 | 5.3 | 75 | 18.21 | 0.5 | 30 | 76.6 | 42 |  |
| - | 5 | 3 | 30.56 | 28.14 | 4.8 | 48 | 28.32 | 0.3 | 14 | 771.6 | 59 |  |
| - | 6 | 1 | 12.67 | 10.87 | 1.1 | 22 | 10.94 | 0.4 | 23 | 1.7 | 9 |  |
| - | 6 | 2 | 20.5 | 17.86 | 8.3 | 110 | 17.97 | 0.5 | 32 | 137.9 | 64 |  |
| - | 6 | 3 | 30.56 | 27.9 | 10.0 | 90 | 28.04 | 0.2 | 12 | 1548 | 50 |  |


| Parameters |  |  |  | Bilevel |  |  | Cut-set |  |  | Parameters |  |  |  | Bilevel |  |  | Cut-set |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | U | k | opt | CR | time (s) | it | CR | time (s) | it | I | U | k | opt | CR | time (s) | it | CR | time (s) | it |
| 22 | 5 | 1 | 11.8 | 9.44 | 3.6 | 30 | 9.12 | 19.2 | 470 | 30 | 3 | 1 | 8.82 | 6.08 | 12.6 | 70 | 5.81 | 11.5 | 1220 |
| - | 5 | 2 | 19.56 | 15.88 | 12.7 | 67 | 16.0 | 16.2 | 356 | - | 3 | 2 | 15.18 | 10.01 | 100.0 | 258 | 9.97 | 88.7 | 739 |
| - | 6 | 1 | 11.31 | 9.2 | 3.8 | 38 | 8.92 | 7.2 | 191 | - | 4 | 1 | 8.82 | 5.49 | 17.6 | 56 | 5.49 | 22.4 | 331 |
| - | 6 | 2 | 19.56 | 15.71 | 24.8 | 125 | 15.8 | 13.8 | 301 | - | 4 | 2 | 15.18 | 9.67 | 114.9 | 243 | 9.51 | 166.4 | 799 |
| 23 | 7 | 1 | 13.43 | 11.44 | 11.8 | 82 | 11.19 | 7.1 | 198 | 31 | 6 | 1 | 13.37 | 11.0 | 60.1 | 204 | 10.71 | 130.8 | 1031 |
| - | 7 | 2 | 22.45 | 18.79 | 53.9 | 267 | 19.47 | 12.6 | 254 | - | 6 | 2 | 21.6 | 18.72 | 120.4 | 322 | 18.58 | 14.9 | 195 |
| - | 10 | 1 | 12.85 | 10.37 | 6.6 | 48 | 10.33 | 6.0 | 169 | - | 8 | 1 | 12.38 | 10.6 | 19.9 | 94 | 10.48 | 13.5 | 206 |
| - | 10 | 2 | 22.45 | 18.39 | 36.4 | 195 | 18.6 | 11.6 | 211 | - | 8 | 2 | 21.41 | 18.45 | 107.9 | 306 | 18.28 | 21.2 | 274 |
| 24 | 14 | 1 | 14.89 | 12.91 | 15.6 | 97 | 12.64 | 4.1 | 90 | 32 | 9 | 1 | 11.55 | 8.36 | 11.7 | 56 | 8.36 | 16.5 | 231 |
| - | 14 | 2 | 27.19 | 25.73 | 15.4 | 64 | 25.85 | 2.2 | 39 | - | 9 | 2 | 21.6 | 16.66 | 126.5 | 264 | 16.62 | 23.0 | 254 |
| - | 19 | 1 | 14.36 | 12.55 | 5.3 | 35 | 12.5 | 2.8 | 68 | - | 12 | 1 | 11.5 | 8.25 | 12.4 | 59 | 8.19 | 9.5 | 139 |
| - | 19 | 2 | 27.15 | 25.62 | 7.9 | 34 | 25.68 | 1.3 | 23 | - | 12 | 2 | 21.34 | 16.52 | 79.8 | 194 | 16.43 | 14.2 | 158 |
| 29 | 2 | 1 | 6.96 | 6.25 | 3.9 | 31 | 6.34 | 2.1 | 41 | 33 | 18 | 1 | 15.21 | 14.83 | 5.8 | 25 | 14.84 | 0.6 | 8 |
| - | 2 | 2 | 12.08 | 10.19 | 15.1 | 103 | 10.18 | 4.4 | 88 | - | 18 | 2 | 26.64 | 26.02 | 4.7 | 14 | 26.15 | 0.8 | 9 |
| - | 2 | 3 | 17.45 | 15.66 | 12.0 | 69 | 15.57 | 4.9 | 105 | - | 24 | 1 | 15.21 | 14.76 | 5.1 | 24 | 14.76 | 0.7 | 8 |
| - | 3 | 1 | 6.62 | 6.05 | 2.9 | 22 | 6.12 | 0.1 | 2 | - | 24 | 2 | 26.64 | 25.93 | 4.5 | 13 | 26.01 | 0.8 | 9 |
| - | 3 | 2 | 12.08 | 9.93 | 20.7 | 116 | 9.9 | 4.9 | 99 | 34 | 29 | 1 | 19.02 | 17.64 | 12.0 | 41 | 17.53 | 7.7 | 82 |
| - | 3 | 3 | 17.45 | 15.42 | 11.9 | 66 | 15.29 | 2.9 | 54 | - | 39 | 1 | 19.02 | 17.33 | 8.9 | 30 | 17.28 | 4.7 | 55 |

Table 5: Results on instances with uniform capacities and $k^{\prime}=0$
deteriorates the optimal value of the continuous relaxation in both cases, as the gap increases significantly. This could explain why the different formulations are sensitive to the value of $k^{\prime}$.

Table 5 gives the results for the three formulations in the case of uniform capacities. Each instance presented in Table 2 has been tested with two different uniform capacities (as previously, those capacities have been chosen according to the number of terminals, and are equal to $0.8|T|$ and $0.6|T|)$. According to these results, the reformulation of the cut-set formulation when capacities are uniform is particularly interesting, as this formulation does seem to be the best one for this particular case. Furthermore, the solving time is highly reduced in comparison with the non-uniform case. One can also notice that, in this case, the best continuous relaxation is not always obtained with the cut-set formulation, as the bilevel formulation often produces one of higher quality.

We also compute the results obtained by the three formulations, without the addition of the valid inequalities proposed in 3.4 , on a subset of instances with $k \in\{1,2,3\}, k^{\prime}=0$, and non-uniform capacities. Let $\bar{\Delta}_{\text {time }}^{B}$ (respectively $\bar{\Delta}_{\text {time }}^{C}$ and $\bar{\Delta}_{\text {time }}^{F}$ ) be the mean augmentation of the solving time when these valid inequalities are removed from the bilevel (respectively cut-set and flow) formulation. On the test instances, $\bar{\Delta}_{\text {time }}^{B}$ is equal to 3.24 (meaning that the solving time is multiplied by 3.24 on average without the valid inequalities), while $\bar{\Delta}_{\text {time }}^{C}$ and $\bar{\Delta}_{\text {time }}^{F}$ are equal to 46.78 and 642.94 respectively. Hence, adding these valid inequalities has a huge impact on the solving time, especially on the flow and cut-set formulations. Furthermore, let $\bar{\Delta}_{C R}^{B}$ (respectively $\bar{\Delta}_{C R}^{C}$ ) be the mean augmentation of the optimal value of the continuous relaxation when these valid inequalities are added to the bilevel (respectively cut-set) formulation. On the test instances, $\bar{\Delta}_{C R}^{B}$ is equal to 1.48 (meaning that the optimal value of the continuous relaxation for the bilevel formulation is multiplied by 1.48 on average with these valid inequalities), while $\bar{\Delta}_{C R}^{C}$ is equal to 1.28 (in this case, when $k^{\prime}=0$, the continuous relaxations of the cut-set and flow formulations yield the same optimal values on this set of instances). The optimal value of the continuous relaxation is then consequently increased when we add these valid inequalities, especially with the bilevel formulation.

Figure 5 deals with the cost of designing failure-resilient networks; the number of the corresponding test instance is displayed on the $x$-axis. Each subfigure shows the cost of an optimal solution for the case where $k$ equals 0 (no arc deleted), 1,2 and 3 . The subfigure (a) corresponds to the case where $k^{\prime}=0$ (no protection allowed), whereas (b), (c) and (d) correspond to the case where $k^{\prime}$ is equal to 1,2 and 3 , respectively. This figure shows that designing a network resilient to even a small number of arc-failures can be costly (the cost increases greatly with the value of $k$ ). However, on subfigure (d), we can see that, by protecting a sufficiently large but still small subset of arcs on the test instances, one can obtain networks that are resilient to 1 or 2 arc deletions while maintaining a cost close to the optimal value of the case with no arc failures.

## 5 Conclusion

In this paper, we studied the design of robust networks, i.e., networks that are resilient to arc failures, where one wants to route a uniform flow from a source node to several sink nodes. More precisely, we first focused on the design of a robust arborescence that minimizes the losses if an arc failure occurs. We showed that a restriction of the problem is already hard, and then derived some new mathematical formulations to tackle the problem. Then, we considered the problem of designing a robust network that is able to route the flow, even after the deletion of any $k$ arcs. We derived three mathematical formulations for this problem. We finally tested all the methods that we proposed, and exhibited the associated computational results. The test instances were either randomly generated or obtained from wind power distribution networks, in which we aim to route the energy produced by some wind turbines to a substation that will then deliver this energy to the electrical grid. In a future work, we would like to improve the solving time of our models, in particular of the bilevel one, for instance by solving the associated subproblems using efficient heuristics whenever this is possible.


Figure 5: Cost of the solutions for different instances
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