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Introduction

For several decades, the Oil and Gas industry has been committed to produce more and more hydrocarbons in response to the growing world demand for energy. Always seeking deeper and further, exploration and development has become economically challenging as a result of increased geological and above ground complexity, stronger environmental constraints and pressure on costs.

Significantly enhanced computational algorithms and more powerful computers have provided a much better understanding of the distribution and description of complex geological structures, opening new frontiers to unexplored geological areas as well as helping limiting the risks and overall costs of deep and ultra-deep offshore drilling.

The progress of multi component seismic data acquisition and the fast evolution of new technologies in the rock physics labs provide the opportunity to develop new families of algorithms which include more complex physics. Modern imaging techniques such as Full Wave Form Inversion (FWI ) rely on intensive usage of full 3D physical Wave Equation engines, so that accurate and scalable numerical methods are required to solve efficiently wave equation kernels.

The FWI method defines an iterative procedure based on an inversion process. Its main steps are, starting from an initial velocity model, \textbf{a}) to compute the solution of the wave equation for the \( N \) sources of the seismic acquisition campaign; \textbf{b}) to evaluate, for each source, a residual defined as the difference between the wavefields recorded at receivers on the top of the subsurface during the acquisition campaign and the numerical wavefields; \textbf{c}) to compute the solution of the wave equation using the residuals as sources; \textbf{d}) to update the velocity model by cross correlation of images produced at steps \textbf{a}) and \textbf{c}). Finally, the different steps \textbf{a}) to \textbf{d}) are repeated until convergence of the velocity model is achieved.

We then have to solve \( 2N \) wave equations at each iteration. The number of sources, \( N \), is usually large (about 1000) and the efficiency of the inverse solver is thus directly related to the efficiency of the numerical method used to solve the wave equation. The solution can be performed in the time domain or in the frequency domain regime and we focus here on the second setting. The drawback of time domain is that it requires to store the solution at each time step of the forward simulation. The difficulties related to frequency domain inversion lie in the solution of huge linear systems, which cannot be achieved today when considering realistic 3D elastic media, even with the progress of high-performance computing. In this context, the goal is to develop
new forward solvers that reduce the number of degrees of freedom without hampering the accuracy of the numerical solution. We show here how hybridizable discontinuous Galerkin (HDG) methods can be employed to solve the elastic equations. We provide scalability results in order to show that HDG are very well adapted to high performance computing. We show that they outperform classical DG methods and we analyze the influence of the solver on the scalability in 3D.

Hybridizable Discontinuous Galerkin method

We consider discontinuous Galerkin (DG) methods formulated on fully unstructured meshes, which are more convenient than finite difference methods on Cartesian grids to handle the topography of the subsurface. Moreover, DG methods are more adapted than continuous Galerkin (CG) methods to deal with $hp$-adaptivity. This last characteristic is crucial to adapt the mesh to the different regions of the subsurface which is generally highly heterogeneous. Nevertheless, the main drawback of classical DG methods is that they are expensive because they require a large number of degrees of freedom as compared to CG methods on a given mesh (see Figs. 1-2).

We have chosen to consider a new class of DG method, the hybridizable DG (HDG) method (see Kirby et al., 2012 for more details). They have been introduced by B. Cockburn, J. Gopalakrishnan and R. Lazarov in 2009 for the resolution of second order elliptic problems (see Cockburn et al. (2009)). Instead of solving a linear system involving the degrees of freedom of all volumic cells of the mesh, the principle of HDG consists in introducing a Lagrange multiplier representing the trace of the numerical solution on each face of the mesh. Hence, it reduces the number of unknowns of the global linear systems and the volumic solution is recovered thanks to a local computation on each element (see Fig. 3). The HDG methods have been considered in some recent works, for example, for the solution of the elastodynamic equations in time domain Nguyen et al. (2011a) and for Maxwell’s equations S. Lanteri and Perrussel (2013); Nguyen et al. (2011b).

![Figure 1: Distribution of the global degrees of freedom (dof) for the FEM with an interpolation order of 3](image1)

![Figure 2: Distribution of the global dof for the DG method with an interpolation order of 3](image2)

![Figure 3: Distribution of the global dof for the HDG method with an interpolation order of 3](image3)

We consider the first order formulation of the 3D elastic wave equations in frequency domain. We have, for $x = (x, y, z) \in \Omega \subset \mathbb{R}^3$

$$\begin{align*}
\{ \ i \omega \rho(x)v(x) &= \nabla \cdot \sigma(x) + f(x) \quad &\text{in } \Omega, \\
\ i \omega \sigma(x) &= C(x) \varepsilon(v(x)) \quad &\text{in } \Omega,
\end{align*}$$

(1)

where $i$ is the imaginary unit, $\omega$ the angular frequency: $\rho(x)$ defines the mass density and $f(x)$ the source term which is generally associated to volumic forces. The vector $v(x) = (v_x(x), v_y(x), v_z(x))^T$ is the velocity vector and $\varepsilon$ the strain tensor, where $\varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right)$, $i, j = x, y, z$ and $\sigma$ is the stress tensor. In the general case, $\sigma_{ij} = \sum_{k=\{x,y,z\}} \sum_{l=\{x,y,z\}} C_{ijkl} \varepsilon_{kl}$. The tensor $C$ is a fourth order symmetric tensor containing the elastic coefficients. It possesses sym-
metry properties, \( C_{ijkl} = C_{jikl} = C_{ijlk} = C_{klij} \) and it is positive for all symmetric tensors \( \xi \):

\[
\sum_{i,j,k,l=\{x,y,z\}} C_{ijkl} \xi_{ij} \xi_{kl} \geq \alpha \sum_{i,j=\{x,y,z\}} \xi_{ij}^2.
\]

For simplicity, we do not describe the boundary conditions.

The main difference between Discontinuous Galerkin Methods and classical Finite Element Method lies in the fact that the basis functions are only assumed piecewise continuous. Assuming that physical parameters are piecewise constant (or polynomial) we approximate \( v \) and \( \sigma \) on each element \( K \) of a triangulation (or mesh) \( T_\text{h} \) of \( \Omega \) by polynomial functions.

To obtain the HDG formulation of the elastic waves equations, we write the weak variational formulation of system (1) into a linear system

\[
A^K W^K + C^K \Lambda = F^K, \tag{2}
\]

where \( W^K \) is a vector containing the unknowns associated to degrees of freedom of \( v \) and \( \sigma \) belonging to the element \( K \), while \( \Lambda \) is a vector containing all the unknowns associated to the Lagrange multipliers which represents the numerical trace of the solution. In our case, \( \Lambda \) represents the numerical trace of \( v \) on each face. As the matrix \( A^K \) is invertible, we express the initial unknowns of the problem, \( (v, \sigma) \), as functions of the Lagrange multiplier \( \Lambda \)

\[
W^K = (A^K)^{-1} (F^K - C^K \Lambda).
\]

To obtain the global linear system, we need to introduce a second equation. Thanks to the physics properties, this last equation is easily deduced by enforcing the continuity of the normal stress over each face of the mesh. It can be written as a linear system

\[
B W + L \Lambda = 0, \tag{3}
\]

Replacing \( W \) in this last equation, we obtain the global linear system in \( \Lambda \) that we have to solve

\[
A^{\text{HDG}} \Lambda = F^{\text{HDG}}. \tag{4}
\]

Once this system is solved, the unknowns \( v_h \) and \( \sigma_h \) can be computed locally, element by element, by solving (2).

It is worth noting that, except the solution of the global linear system, all the steps of the HDG algorithm are easily parallelizable.

**Numerical Results**

First, we have compared the performances of the 2D HDG method with those of classical 2D nodal DG methods like the Internal Penalty Discontinuous Galerkin (IPDG) method (Rivière 2008) on the Marmousi test-case. Using a direct solver (Mumps), we have shown that the memory consumption for the solution of the linear system, which is the main bottleneck of harmonic problems, is, for example, divided by 3 using HDG methods (see Fig. 1), and that the computational time of the linear solver is divided by 4 for a same interpolation order \( p = 3 \) (see Fig. 2).

Then, we have considered the 3D case and we have compared the HDG computational performances with the ones of a classical finite elements (FE) method for a same number of degrees of freedom (dof). We have shown that by increasing the number of dof, the resolution of the HDG linear system requires less memory than the resolution of the FE system. Moreover, we have been also able to reduce the memory consumption by proving that the HDG formulation for the elastic waves equations is a symmetric formulation. The HDG method for seismic imaging has been implemented as a proof of concept and is now being implemented into the FWI algorithm.
However, despite the memory and computational gains with respect to classical methods, it is still not possible to tackle realistic 3D problems, even in a high performance computing framework. Therefore, we also have to focus on the solver part. We have coupled our method with an hybrid solver (Maphys) that combines direct and iterative solver using an algebraic domain decomposition method. We have shown that Maphys allows for a division of the memory consumption by 1.3 when compared to Mumps (see Fig. 6), without hampering the accuracy of the solution. The computational time (see Fig. 7) of the resolution is also improved by the use of the Maphys. The next step is the implementation of a multi-right hand side feature in Maphys, in order to handle the thousands of sources required by an inverse problem solver.
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