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Abstract By applying Helmholtz decomposition, the unknowns of a linearized
Euler system can be recast as solutions of uncoupled linear wave equations.
Accordingly, the Kirchhoff expression of the exact solutions is recast as a time-
marching, Lax-Wendroff type, numerical scheme for which consistency with
one-dimensional upwinding is checked. This discretization, involving spherical
means, is set up on a 2D uniform Cartesian grid, so that the resulting numer-
ical fluxes can be shown to be conservative. Moreover, semi-discrete stability
in the Hs norms and vorticity dissipation are established, along with practical
second-order accuracy. Finally, some relations with former “shape functions”
and “symmetric potential schemes” are highlighted.
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1 Introduction and modeling

In order to solve a multi-dimensional system of inviscid compressible Euler
equations, splitting between acoustic and transport processes can be viewed
as an appealing strategy, see e.g. [29, Part II] and [17,30].

1.1 Reduction of a linearized inviscid Euler system to wave equations

The inviscid Euler system, linearized around null velocity, reads, for x ∈ R
3,

∀t > 0, ∂tp(t,x) + div(U) = 0, ∂tU(t,x) +∇(p) = F(x). (1.1)
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By applying Helmholtz decomposition to both F and U, yields,

∀x ∈ R
3, F(x) = ∇Φ(x) + rotG(x), ∆Φ = div(F),

∀t > 0,x ∈ R
3, U(t,x) = u(t,x) + v(t,x), div(v) ≡ 0.

– The fluctuations of p(t,x) clearly satisfy a wave equation,

∂ttp−∆p = ∆Φ, ∂ttp̃−∆p̃ = 0, for p̃ = p− Φ.

– Initial vorticity evolves only through G(x):

∂t(rotU) + rot (∇p) = ∂t(rotv) = rot (rotG),

so that,

rot (∂tv − rotG(x)) = 0, in particular, rot (∂ttv) ≡ 0.

But since div(∂ttv) = ∂tt(div v) ≡ 0 by definition of v, it follows that

∀t > 0,x ∈ R
3, ∂ttv(t,x) = 0.

– Yet differentiate in time the impulsion equation,

∂ttU+∇(∂tp) = 0,
∂F

∂t
≡ 0,

but since div(U) = div(u) by Helmholtz decomposition, it follows that

∂tp+∇(div(u)) = 0, so that ∂tt(u+ v)−∆u = 0,

with ∆(·) the usual vector-Laplacian of a curl-free vector field.

Finally we reach a decoupled system of inhomogeneous 3D wave equations,

∂ttp−∆p = ∆Φ(x),

∂ttu−∆u = 0, (1.2)

∂tv = (F−∇Φ), ∂ttv = 0.

Even if F ≡ 0, the derivation of a reliable, genuinely multi-dimensional nu-
merical scheme for a 3D wave equation is important for solving the Cauchy
problem for (1.1) in a context of smooth solutions, written in the form (1.2).
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1.2 Elementary a-priori Hs estimates in 2D

System (1.1) rewrites, for x = (x, y) ∈ R
2 and V = (p,U) ∈ R

3, as

∂tV +A∂xV +B∂xV = 0, A =




0 1 0
1 0 0
0 0 0


 , B =




0 0 1
0 0 0
1 0 0


 .

As both A,B are symmetric matrices, results in that,

AB = AT BT = (BA)T 6= BA, because BA is not diagonal,

so that L1 and BV estimates shouldn’t be expected to hold for (1.1). Indeed,

Theorem 1.1 Assume initial data V0(x) = (p0(x), u(x), v(x)) ∈ Hs(R2)3

for s ∈ N, where H0 = L2, then, for any t > 0, V(t, x, y) ∈ Hs(R2)3.

Proof Being (1.1) linear and translation-invariant, it suffices to prove the state-
ment for s = 0, a L2 uniform bound. Multiplying (1.1) by (p, u, v) yields

1

2
∂t(p

2 + u2 + v2) + ∂x(pu) + ∂y(pv) = 0,

and by integration in R
2,

E′(t) :=
d

dt

∫

R2

|p|2(t,x) + |U|2(t,x) dx = 0. (1.3)

Following Rauch [24],BV -estimates don’t hold for (1.1). However, dimensional-
splitting algorithms, alternatively solving 1D systems [25], preserve (or numer-
ically dissipate, because of artificial viscosity) all the Lp norms, 1 ≤ p ≤ +∞:





∂tf
± ± ∂xf

± = 0,
∂tv = 0,
f± = u± p,

,





∂tg
± ± ∂yg

± = 0,
∂tu = 0,
g± = v ± p,

so that, any one-directional step necessarily “undoes” part of what the previous
step did before, simply because in the limit, only the L2-energy dissipation
(1.3) holds.

1.3 Aims and plan of the paper

Motivated by (1.1), we derive a multi-dimensional scheme, based on Kirch-
hoff’s formula for the linear wave equation,

∂ttφ−∆φ = 0, φ(t = 0,x) = φ0(x), ∂tφ(t = 0,x) = ∂tφ0(x). (1.4)

It’s not the first time that Kirchhoff’s explicit expression is used for improv-
ing multi-dimensional features of numerical schemes, see e.g. [2–4], in order to
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circumvent the complexity of 2D Riemann problems, [17]. For instance, the
2D Riemann problem for (1.1) was explicitly solved in [1, Chap. 6] for F ≡ 0.
Other attempts to go beyond usual dimensional-splitting strategies were re-
ported in e.g. [6,10,16,23,25,28], along with “vorticity-preserving” algorithms,
[13,20,15,21]. Here, our aim is to follow the insight of [8], that is, to reformu-
late Kirchhoff’s expression into a semi-discrete (in space) Lax-Wendroff type
time-marching scheme [14]. On a uniform 2D Cartesian grid, it turns out that
the algorithm resulting from discretizing all the remaining terms matches the
one written in [20, eqn. (3.12)] when ∆x = ∆y (which is compatible with rota-
tional invariance of the continuous equations). The idea of building numerical
schemes, supposedly keeping multi-dimensional interactions, starting from the
expression of (locally) exact solutions is reminiscent of e.g. [9,11].

In Section 3, the passage from Kirchhoff’s formula to a time-marching
scheme is detailed in Theorem 2.1 for which a one-dimensional reduction is
studied. Discrete numerical fluxes are derived in Section 4, for which semi-
discrete (in time) stability estimates are established in Section 5. Numerical
assessments (especially, second-order accuracy on smooth solutions) are pre-
sented in Section 6. At last, some relations are drawn with previous construc-
tions, especially the “shape functions” of [13], and [5].

2 Derivation of Kirchhoff-based numerical scheme

2.1 Kirchhoff’s formula as a Lax-Wendroff scheme

By defining the so-called “spherical mean” (or average) of a function f as,

∀r > 0, Mr{f}(x) =
1

4πr2

∫

∂Br(x)

f(σ)dσ, (2.1)

and assuming C2 smoothness on initial data to ensure that,

∀x ∈ R
3, Mr{φ}(t,x) → φ(t,x) as r → 0,

along with the same continuity property for both ∂tφ and ∆φ, one proves
Kirchhoff’s representation formula, see [7, page 77], of φ(t,x):

∀t > 0, φ(t,x) = ∂t

(
t ·Mt{φ0}(x)

)
+ t ·Mt{∂tφ0}(x). (2.2)

An insightful observation [8] is that (2.2) recasts as a Lax-Wendroff scheme:

Theorem 2.1 The exact (smooth enough) solution of the Cauchy problem for
the 3D wave equation (1.4) with data φ0 and ∂tφ0 reads: ∀x ∈ R

3, t > 0,

φ(t,x) = φ0(x) + t ·Mt{∂tφ0}(x) +
∫ t

0

τMτ{∆φ0}(x)dτ. (2.3)
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In order to derive a time-marching numerical scheme involving artificial vis-
cosity, one needs the following lemma, which is a chain-rule type of result:

Lemma 2.1 (admitted, see e.g. Evans [7]) For any smooth function f ,

∂

∂r
Mr{f}(x) =

1

4πr2

∫

∂Br(x)

∂f

∂n
(σ)dσ =

1

4πr2

∫

Br(x)

∆f(x′)dx′.

Moreover, there holds the so–called “Euler-Darboux identity”,

∀r > 0, x ∈ R
3,

∂

∂r

(
r2

∂

∂r
Mr{f}(x)

)
= r2Mr{∆f}(x).

Proof By expanding the time-derivative in (2.2) and using the chain-rule,

∂

∂t
Mt{φ0}(x) =

1

4πt2

∫

Bt(x)

∆φ0(x
′)dx′ =

1

4πt2

∫ t

0

(∫

∂Bτ (x)

∆φ0(σ)dσ

)
dτ.

So, the 4π cancel each other by letting Mt{∆φ0} appear,

φ(t,x) = Mt{φ0}(x) + t ·Mt{∂tφ0}(x) +
1

t

∫ t

0

τ2Mτ{∆φ0}(x)dτ. (2.4)

Yet, in order to reach (2.3), one must relate Mt{φ0}(x) and φ0(x). However,

∀t > 0, φ0(x) = Mt{φ0}(x) ⇒ φ0 is harmonic.

By integrating once the Euler-Darboux identity,

∀t > 0, t
∂

∂t
Mt{φ0}(x) =

1

t

∫ t

0

τ2Mτ{∆φ0}(x)dτ.

Moreover, by assuming enough smoothness,

tMt{∆φ0}(x) = t
∂2

∂t2
Mt{φ0}(x) + 2

∂

∂t
Mt{φ0}(x)

=
∂

∂t

(
t
∂

∂t
Mt{φ0}(x)

)
+

∂

∂t
Mt{φ0}(x),

which can be integrated in (0, t) in order to produce,

t
∂

∂t
Mt{φ0}(x) +Mt{φ0}(x)−M0{φ0}(x) =

∫ t

0

τMτ{∆φ0}(x)dτ.

By regularity, M0{φ0}(x) = φ0(x) for any x ∈ R
3, so that,

Mt{φ0}(x) = φ0(x)−
1

t

∫ t

0

τ2Mτ{∆φ0}(x)dτ +

∫ t

0

τMτ{∆φ0}(x)dτ,

which can be plugged into (2.4) in order to reach (2.3) by cancellation.
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2.2 Notion of consistency

Consistency of (2.3) with the wave equation (1.4) proceeds by rewriting the
resulting Lax-Wendroff scheme in the following form,

φ(t,x)− φ0(x)

t
−Mt{∂tφ0}(x) =

1

t

∫ t

0

τMτ{∆φ0}(x) dτ,

in order to see that, for smooth φ and any x, when t → 0+,

φ(t,x)− φ0(x)

t
→ ∂tφ(t,x),

Mt{∂tφ0}(x) = ∂tφ0(x) + t2∆x(∂tφ0)(x)/6 +O(t4) → ∂tφ0(x),

1

t

∫ t

0

τMτ{∆φ0}(x) dτ → t ·∆φ0(x),

so that, by dividing again by t, the wave equation (1.4) emerges.

3 Application of the Kirchhoff-based scheme to wave-systems

3.1 Multi-dimensional features lie in spherical means

The scheme (2.3) applies in a straightforward manner to pressure fluctuations
in (1.2),

p(∆t,x) = p0(x)−∆t ·M∆t{divu0}(x) +
∫ ∆t

0

τMτ{∆p0}(x)dτ, (3.1)

thanks to the continuity equation, ∂tp = −div(u). The vector-Laplacian has
uncoupled components, so that (2.3) applies to the curl-free vector u, too,

u(∆t,x) = u0(x)−∆t ·M∆t{∇p0}(x) +
∫ ∆t

0

τMτ{∆u0}(x)dτ, (3.2)

after having inserted the impulsion equation ∂tu = −∇p. Now, it is interesting
to consider (3.1)–(3.2) inside which one decides to impose,

M∆t{·} → M0{·}, Mτ{·} → M0{·},
that is to say, one gets rid of all the spherical averaging process. Then,

p(∆t,x) = p0(x)−∆t · div(u0)(x) +
∆t2

2
·∆p0(x),

u(∆t,x) = u0(x)−∆t · ∇p0(x) +
∆t2

2
·∆u0(x),

which matches the usual dimensional-splitting scheme if, on a given uniform
Cartesian grid, the operators∇, div, and∆ are discretized with centered finite-
differences. So we are led to finding reliable quadrature formulas for a practical
computation of averages Mt{·} in order to take full advantage of (3.1)–(3.2)
in a multi-dimensional context.
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3.2 One-dimensional reduction and upwinding

Suppose that F ≡ 0 and given translation-invariant Cauchy-data like,

p(t = 0,x) = p0(x), u(t = 0,x) = (u0(x), 0), v ≡ 0,

then (1.2) propagate this invariance in time and (1.1) reduces to,

∂tp+ ∂xu = 0, ∂tu+ ∂xp = 0.

In 1D, the average (2.1) for any r > 0 is just,

∀x ∈ R, Mrf(x) =
1

2r

∫ r

−r

f(x+ s)ds,

so that applying the scheme (2.3) to the resulting system yields,

∆t ·M∆t{∂xu}(x) =
∆t

2∆t

∫ ∆t

−∆t

∂xu(x+ s)ds

=
∆t

2∆x

(
u(x+∆x)− u(x−∆x)

)
, for ∆t = ∆x,

which a centered difference, along with, (again for ∆t = ∆x)

∫ ∆t

0

τMτ{∆p0}(x)dτ =

∫ ∆t

0

τ

2τ

∫ τ

−τ

∂xxp(x+ s)ds dτ

=
1

2

∫ ∆t

0

(∂xp(x+ τ)− p(x− τ))dτ

=
∆t

2∆x

(
p(x+∆x)− 2p(x) + p(x−∆x)

)
,

which is a standard numerical viscosity term. Since in 1D, the velocity u(x)
is a scalar, too, the corresponding discretization is identical. By adding and
subtracting p and u in order to form diagonal variables (Riemann invariants)
f± = u± p, one recovers the standard upwind form,

f+(t, x) = f+(0, x)− ∆t

∆x
(f+(0, x)− f+(0, x−∆x)),

f−(t, x) = f−(0, x)− ∆t

∆x
(f−(0, x+∆x)− f−(0, x)).

In ∆t = ∆x, there is no numerical viscosity, so one recovers the exact solution,

∀t, x ∈ R
2, f±(t, x) = f±(0, x∓ t).

Remark 3.1 The (formally) second-order centered discretization,

M∆x{∂xu}(x) ≃
1

2∆x
(u(x+∆x)− u(x−∆x)),
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rewrites in both a “conservative form”, involving the numerical flux,

F (a, b) =
a+ b

2
, a = u(x), b = u(x+∆x),

and an “average form”, i.e.,

δ[u](x+ ∆x
2 ) + δ[u](x− ∆x

2 )

2
, δ[u]

(
x+

∆x

2

)
=

u(x+∆x)− u(x)

∆x
.

(3.3)
Expression (2.3) of Kirchhoff’s solution contains a Laplacian, because even if
a (semi-discrete) centered discretization exactly preserves the L2 norm,

d

dt

∑

j

∆x|u(t, xj)|2 = −
∑

j

u(t, xj)

(
δ[u](t, xj +

∆x

2
) + δ[u](t, xj −

∆x

2
)

)

= −2
∑

j

µ[u]

(
t, xj +

∆x

2

)
· δ[u]

(
t, xj +

∆x

2

)
= 0,

where µ[u](xj +
∆x
2 ) = 1

2 (u(xj) + u(xj +∆x)) is the arithmetic average, its
discrete counterpart is unstable except if an implicit time-integrator is used.

4 Practical computation of numerical fluxes

Both formulations of (2.3) and (3.1)–(3.2) are “semi-discrete” in the sense that
the needed spatial discretization of operators ∇, div and ∆ aren’t specified
yet.

4.1 Reduction of spherical integrals

For pointwise discrete data on a 2D uniform Cartesian grid, spherical means
read,

∀R > 0, MR{φ}(x) =
φ̄

2πR

∫ θ2

θ1

∫ R

0

r√
R2 − r2

dr, dθ

= φ̄

(
θ2 − θ1
2πR

)[
−
√
R2 − r2

]R
0

= φ̄

(
θ2 − θ1
2π

)
, φ̄ a constant.

where we used that φ is piecewise constant. For instance, the angular sectors,
of width π

2 , where (nodal) gradients are assumed to be constants are displayed
in Fig. 4.2: let x = (xi, yj) be any (square) cell’s center,

M∆t{φ}(xi, yj) ≃
π/2

2π

(
φi− 1

2
,j− 1

2
+ φi+ 1

2
,j− 1

2
+ φi− 1

2
,j+ 1

2
+ φi+ 1

2
,j+ 1

2

)
,

so that spherical means in (2.3) can be reliably approximated by arithmetic
averages.
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4.2 Centered part of fluxes

The derivation of the “central part” in (3.1)–(3.2) is illustrated in Fig. 4.1.

bb b

b

b

pni,j pni+1,j

pni,j+1

pni,j−1

pni−1,j

⊗

⊗ ⊗

⊗

b b

bb

θ = −
π
4

∇pn
i− 1

2
,j− 1

2

Fig. 4.1 Gradients at each node surrounding a given cell centered at xi, yj : a −
π
4
-rotation

acts on finite-differences computed along diagonal directions

Basically, around each control cell of size ∆x×∆y = ∆x2 (the simplest, uni-
form, Cartesian grid) centered in xi, yj , i, j ∈ Z, there are 4 nodes xi± 1

2
, yj± 1

2
,

where it is customary to compute odd-order (partial) derivatives. Hereafter,
for a given variable R

2 → R, say p(tn, x, y), we shall denote ∇pn
i± 1

2
,j± 1

2

the

corresponding approximation of its gradient at each node xi± 1
2
, yj± 1

2
. Define

Rθ as also the 2× 2 rotation matrix, given by

Rθ =

(
cos θ sin θ
− sin θ cos θ

)
.

Our centered fluxes, relying on a discrete set of values pni,j , read:

Rπ
4
∇pni− 1

2
,j+ 1

2

=
1

∆x
√
2

(
pni,j+1 − pni−1,j

pni−1,j+1 − pni,j

)
.

Since (Rπ
4
)−1 = R−π

4
= (Rπ

4
)T , yields easily that,

∇pni− 1
2
,j+ 1

2

=
1

∆x

(
pn
i,j+pn

i,j+1

2 − pn
i−1,j+pn

i−1,j+1

2
pn
i−1,j+1+pn

i,j+1

2 − pn
i−1,j+pn

i,j

2

)
, (4.1)

that is to say, a vector of centered finite-differences like (3.3).



10 Emmanuel Franck, Laurent Gosse

Lemma 4.1 Let xi, yj be any point in the 2D uniform Cartesian grid, then

M∆t{divu}(xi, yj) =
1

4∆x

[(
ui+1,j+1 + ui+1,j

2
− ui−1,j+1 + ui−1,j

2

)
(4.2)

+

(
ui+1,j−1 + ui+1,j

2
− ui−1,j−1 + ui−1,j

2

)

+

(
vi−1,j+1 + vi,j+1

2
− vi−1,j−1 + vi,j−1

2

)

+

(
vi+1,j+1 + vi,j+1

2
− vi+1,j−1 + vi,j−1

2

)]
,

M∆t{∇p}(xi, yj) =
1

4∆x




pi+1,j + pi+1,j+1

2
− pi−1,j + pi−1,j+1

2

+
pi+1,j + pi+1,j−1

2
− pi−1,j + pi−1,j−1

2

pi−1,j+1 + pi,j+1

2
− pi−1,j−1 + pi,j−1

2

+
pi+1,j+1 + pi,j+1

2
− pi+1,j−1 + pi,j−1

2




,

(4.3)

follow by assuming that nodal gradients hold in each π
2 angular sector.

Proof Both formulas follow from previous calculations (involving Rπ
4
) by tak-

ing advantage of simple cancellations in each expression.

Remark 4.1 Formula (2.3) is convenient for a wave equation (1.4) in which
the propagation speed c ≡ 1 everywhere, so that the choice ∆x = ∆y is
very natural; however, one may think about using (2.3), hence (3.1)–(3.2) in a
more general context for which ∆x 6= ∆y. Accordingly, the angle θ is defined
through,

tan θ =
∆y

∆x
, 0 < θ <

π

2
,

so that the numerical expression of the gradient is slightly more complex,

∇pn
i− 1

2
,j+ 1

2

=




(pni,j+1 cos θ + pni,j sin θ)− (pni−1,j cos θ + pni−1,j+1 sin θ)√
∆x2 +∆y2

(pni−1,j+1 cos θ + pni,j+1 sin θ)− (pni,j cos θ + pni−1,j sin θ)√
∆x2 +∆y2




=




pni,j+1(1 + cos 2θ) + pni,j sin 2θ

2∆x
−

pni−1,j+1 sin 2θ + pni−1,j(1 + cos 2θ)

2∆x
pni,j+1(1− cos 2θ) + pni−1,j+1 sin 2θ

2∆y
−

pni,j sin 2θ + pni−1,j(1− cos 2θ)

2∆y



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where the following relations are used:

1√
∆x2 +∆y2

=

√
cos2 θ

∆x2(cos2 θ + sin2 θ)
=

cos θ

∆x
=

sin θ

∆y
.

4.3 Diffusive part of fluxes

In order to compute an approximate Laplacian operator at the center xi, yj
of each cell, we shall apply the same method: starting from nodal gradient
values, diagonal finite-differences are formed, so that second-order derivatives
are retrieved by applying R−π

4
. More precisely, let (px)i− 1

2
,j− 1

2
stand for the

bb b

b

b

∆pni,j

∇pn
i+ 1

2
,j+ 1

2

⊗

⊗ ⊗

⊗

b b

bb

∇pn
i+ 1

2
,j− 1

2

∇pn
i− 1

2
,j− 1

2

∇pn
i− 1

2
,j+ 1

2

Fig. 4.2 Laplacian term at xi, yj : a −
π
4
-rotation acts on nodal gradients.

first component of the gradient vector ∇pi− 1
2
,j− 1

2
in xi− 1

2
, yj− 1

2
, as computed

in the previous section. Then, with similar notation, yields,

Rπ
4

(
(pxx)i,j
(pxy)i,j

)
=

1

∆x
√
2

(
(px)i+ 1

2
,j+ 1

2
− (px)i− 1

2
,j− 1

2

(px)i− 1
2
,j+ 1

2
− (px)i+ 1

2
,j− 1

2

)
,

together with,

Rπ
4

(
(pyx)i,j
(pyy)i,j

)
=

1

∆x
√
2

(
(py)i+ 1

2
,j+ 1

2
− (py)i− 1

2
,j− 1

2

(py)i− 1
2
,j+ 1

2
− (py)i+ 1

2
,j− 1

2

)
.
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Lemma 4.2 Let xi, yj be any point in the 2D uniform Cartesian grid, then

(∆p)i,j = 1
4

(
pn
i+1,j+1−2pn

i,j+1+pn
i−1,j+1

∆x2

+2
pn
i+1,j−2pn

i,j+pn
i−1,j

∆x2

+
pn
i+1,j−1−2pn

i,j−1+pn
i−1,j−1

∆x2

)

+ 1
4

(
pn
i+1,j+1−2pn

i+1,j+pn
i+1,j−1

∆x2

+2
pn
i,j+1−2pn

i,j+pn
i,j−1

∆x2

+
pn
i−1,j+1−2pn

i−1,j+pn
i−1,j−1

∆x2

)

(4.4)

Moreover, the numerical Hessian is a symmetric 2× 2 matrix.

Proof According to former definitions and Lemma 4.1,

(pxx)i,j =
1

∆x

[
(px)i+ 1

2
,j+ 1

2
+ (px)i+ 1

2
,j− 1

2

2
−

(px)i− 1
2
,j− 1

2
+ (px)i− 1

2
,j+ 1

2

2

]
,

(pyy)i,j =
1

∆x

[
(py)i+ 1

2
,j+ 1

2
+ (py)i− 1

2
,j+ 1

2

2
−

(py)i+ 1
2
,j− 1

2
+ (py)i− 1

2
,j− 1

2

2

]
,

and it suffices to insert values from Lemma 4.1 to reach (4.4). Oppositely,

(pxy)i,j =
1

∆x

[
(px)i+ 1

2
,j+ 1

2
+ (px)i− 1

2
,j+ 1

2

2
−

(px)i+ 1
2
,j− 1

2
+ (px)i− 1

2
,j− 1

2

2

]

=
1

4∆x2

[
( pi+1,j+1 + pi+1,j)− ( pi,j+1 + pi,j)

+ ( pi,j+1 + pi,j)− ( pi−1,j+1 + pi−1,j)

− ( pi+1,j + pi+1,j−1) + ( pi,j + pi,j−1)

−( pi,j + pi,j−1) + ( pi−1,j + pi−1,j−1)
]

=
1

∆x

[
(py)i+ 1

2
,j+ 1

2
+ (py)i+ 1

2
,j− 1

2

2
−

(py)i− 1
2
,j+ 1

2
+ (py)i− 1

2
,j− 1

2

2

]

= (pyx)i,j ,

because the “boxed values” correspond to (py)i+ 1
2
,j+ 1

2
− (py)i− 1

2
,j+ 1

2
.
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4.4 Conservative 9-point Kirchhoff-based scheme

Lemmas 4.1 and 4.2 furnish necessary ingredients in order to set up a fully
discrete version of (3.1)–(3.2) on a Cartesian grid ∆x = ∆y. To alleviate its
presentation, we borrow notation from [20,21]: for any x = (x, y) ∈ R

2,

µx[p](x) =
1

2

(
p(x+

∆x

2
, y) + p(x− ∆x

2
, y)

)
,

µy[p](x) =
1

2

(
p(x, y +

∆x

2
) + p(x, y − ∆x

2
)

)
,

δx[p](x) =
1

∆x

(
p(x+

∆x

2
, y)− p(x− ∆x

2
, y)

)
,

δy[p](x) =
1

∆x

(
p(x, y +

∆x

2
)− p(x, y − ∆x

2
)

)
.

Thus δx and µx commute to produce centered derivatives (see Remark 3.1),

∀x ∈ R
2, µx[δx[p]](x) =

p(x+∆x, y)− p(x−∆x, y)

2∆x
= δx[µx[p]](x).

Moreover, assuming that (4.4) holds uniformly in the disks centered in xi,j ,

∫ ∆t

0

τMτ{∆p}(tn,xi,j)dτ ≃ ∆t2

2
(∆p)ni,j

=
∆t2

2

((
δxµy

)2
+
(
δyµx

)2)
[p](tn, xi, yj).

Lemma 4.3 On a Cartesian grid where ∆x = ∆y and λ = ∆t
∆x , the scheme

(3.1)–(3.2) rewrites as a method of lines: for t > 0 and x = (i∆x, j∆y),

d
dt




p(t,x)
u(t,x)
v(t,x)


 +




µx[δx[µ
2
y[u]]](t,x)

µx[δx[µ
2
y[p]]](t,x)
0


+




µy[δy[µ
2
x[v]]](t,x)
0

µy[δy[µ
2
x[p]]](t,x)




=
λ∆x

2




(
δxµy

)2
[p](t,x) +

(
δyµx

)2
[p](t,x)(

δxµy

)2
[u](t,x) +

(
δyµx

)2
[u](t,x)(

δxµy

)2
[v](t,x) +

(
δyµx

)2
[v](t,x)


 .

(4.5)

Since both µx, δx and µy, δy commute with each other, the resulting differential
system (4.5) is conservative with (edge-based) numerical fluxes,

∀t > 0, Fi− 1
2
,j(t) =




(
µx[µ

2
y[u]]− λ∆x

2 δx[µ
2
y[p]]

)
(t, xi− 1

2
, yj)(

µx[µ
2
y[p]]]− λ∆x

2 δx[µ
2
y[u]]

)
(t, xi− 1

2
, yj)

−λ∆x
2 δx[µ

2
y[v]](t, xi− 1

2
, yj)


 ,

Gi,j− 1
2
(t) =




(
µy[µ

2
x[v]]− λ∆x

2 δy[µ
2
x[p]]

)
(t, xi, yj− 1

2
)

−λ∆x
2 δy[µ

2
x[u]](t, xi, yj− 1

2
)(

µy[µ
2
x[p]]− λ∆x

2 δy[µ
2
x[v]]

)
(t, xi, yj− 1

2
)


 .
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Proof To establish (4.5), one rewrites the contents of Lemmas 4.1 and 4.2 with
the (arithmetic) averaging µ· and finite-differencing δ· operators.

Remark 4.2 Expression (4.5) can be modified according to [18, eqn. (5)] be-
cause,

[µx]
2 = Id+

∆x2

4
[δx]

2, [µy]
2 = Id+

∆x2

4
[δy]

2,

in the sense of operators. It then appears that (4.5) differs from the (isotropic,
vorticity-preserving) scheme given by α1 = α2 = φ1 = φ2 = 1

4 in [18, Part I]
only for two viscous terms, which moreover cancel if the numerical solution is
curl-free.

5 Vorticity and H
s (semi-discrete) stability result

We prove a numerical counterpart of Theorem 1.1, in analogy with [20] and
so–called “potential-based schemes”; specifically, (4.5) appears to be identical
to a “symmetric Rusanov potential scheme”, as written in [20, eqn. (3.12)].
Such an algorithm doesn’t preserve the vorticity (5.3) because equations [20,
(3.10)–(3.11)] don’t yield [20, (3.12)], so that the statement of [20, Theorem
3.2] holds only for the energy estimate, but not for the vorticity preservation.

5.1 Semi-discrete L2 and Hs stability estimates

There holds:

Theorem 5.1 Assume initial data p0(x),u0(x) belong to Hs(R2) for some
s ∈ N∗, then, given any ∆x > 0 and t > 0, the solution of (4.5) satisfies

∆x2
∑

i,j∈Z2

p(t, xi, yj)
2 + |u(t, xi, yj)|2 ≤ ∆x2

∑

i,j∈Z2

p0(xi, yj)
2 + |u0(xi, yj)|2.

Moreover, since the scheme (4.5) is shift-invariant, this time-decay holds for
any discrete Sobolev norm (of order smaller than s) as well.

Before attacking the proof of Theorem 5.1, we state an easy lemma:

Lemma 5.1 Let u = (u, v) : R2 → R
2 be sampled on a Cartesian grid, then

∑

i,j∈Z2

v(xi, yj) · µx[δx[u]](xi, yj) =2
∑

i,j∈Z2

µx[v] · δx[u](xi+ 1
2
, yj), (5.1)

∀n ∈ N,
∑

i,j∈Z2

(µx)
n[v](xi+[n

2
]/2, yj) =

∑

i,j∈Z2

v(xi, yj). (5.2)
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Proof The proof of Theorem 5.1 splits into two distinct steps: first, showing
that “centered terms” cancel in the summation, and second, that “diffusive
terms” bring a negative contribution thanks to Jensen’s inequality.

– “centered differences”: one multiplies the first line of (4.5) by pi,j , sums on
both indexes i, j ∈ Z

2, and applies (5.1), results in:

∑

j

∑

i

2(µx[p])i+ 1
2
,j · δx[µ2

y[u]]i+ 1
2
,j +

∑

i

∑

j

2(µy[p]i,j+ 1
2
· δy[µ2

x[v]]i,j+ 1
2

Similarly, one multiplies the second (third) line of (4.5) by ui,j (by vi,j),
sums on both indexes i, j ∈ Z

2, applies (5.1), and adds:

∑

j

∑

i

2(µx[u])i+ 1
2
,j · δx[µ2

y[p]]i+ 1
2
,j +

∑

i

∑

j

2(µy[v]i,j+ 1
2
· δy[µ2

x[p]]i,j+ 1
2

Yet, by applying (5.2), results in that, for instance,

∑

j

∑

i

µx[p]i+ 1
2
,j ·δx[µ2

y[u]]i+ 1
2
,j =

∑

j

∑

i

µx[µy[p]]i+ 1
2
,j+ 1

2
·δx[µy[u]]i+ 1

2
,j+ 1

2
,

so that, by adding everything and using commutation of µx, µy,

∑

i,j∈Z2

µx[µy[p+ u]]i+ 1
2
,j+ 1

2
· δx[µy[u+ p]]i+ 1

2
,j+ 1

2
= 0,

∑

i,j∈Z2

µy[µx[p+ v]]i+ 1
2
,j+ 1

2
· δy[µx[v + p]]i+ 1

2
,j+ 1

2
= 0.

– “diffusive terms”: since diffusive fluxes are decoupled, computations will
be shown only for the p variable, the other ones being very similar.

∑

i,j∈Z2

pi,j
(
(δxµy)

2[p] + (δyµx)
2[p]
)
=

−
∑

i,j∈Z2

∣∣∣δx[µy[p]]i+ 1
2
,j+ 1

2

∣∣∣
2

−
∑

i,j∈Z2

∣∣∣δy[µx[p]]i+ 1
2
,j+ 1

2

∣∣∣
2

≤ 0,

the negative terms being summable for data belonging to H1(R2).

Consequently, the solution of (4.5) satisfies,

∀t > 0,
d

dt


∆x2

∑

i,j∈Z2

|p(t, xi, yj)|2 + |u(t, xi, yj)|2

 ≤ 0.

Finally, by linearity and shift-invariance of (4.5), this dissipation estimate
extends to all discrete derivatives in x, y.



16 Emmanuel Franck, Laurent Gosse

Remark 5.1 The estimate in Theorem 5.1 doesn’t hold automatically for a
fully discrete method, except for an implicit scheme where the right-hand side
of (4.5) is evaluated in tn+1 (in such a case, diffusive terms aren’t needed
and centered derivatives suffice, see [19, eqn. (2.10)]). For a mid-point, Crank-
Nicolson, time-integrator, the L2 estimate holds for any ∆t > 0 because,

(
pn+1
i,j + pni,j

2

)
·
pn+1
i,j − pni,j

∆t
=

1

2

|pn+1
i,j |2 − |pni,j |2

∆t
,

and the right-hand side behaves as in the previous proof. However, for an
explicit time-marching scheme, the Jensen’s inequality implies that,

1

2

|pn+1
i,j |2 − |pni,j |2

∆t
=

1
2 (|p

n+1
i,j |2 + |pni,j |2)− |pni,j |2

∆t
≥

pni,j · pn+1
i,j − |pni,j |2
∆t

,

so, in general, the L2 norm may increase. A Fourier analysis, see e.g. [14,22,
21], is probably needed in order to derive an explicit sufficient CFL restriction.

5.2 Nodal vorticity and irrotationality-preservation

Part of the results in [19,20] can be stated as: given either symmetric or
diagonal potential-based scheme for (1.1), there is a consistent approximation
of vorticity which is kept constant along the flow of its “method of lines”.
Accordingly, following e.g. [21], we define

∀x = (i∆x, j∆x), ω(t, xi+ 1
2
, yj+ 1

2
) = µx[δy[u]]− µy[δx[v]], (5.3)

as a vertex-based (or nodal) approximate vorticity for the solution of (4.5).

Corollary 5.1 Given any solution of (4.5), its vorticity (5.3) satisfies,

∀t > 0,
dωi+ 1

2
,j+ 1

2

dt
=

λ∆x

2
(∆ω)i+ 1

2
,j+ 1

2
, (5.4)

where the discrete Laplacian is given by (4.4). Accordingly, initial data u0(x)
endowed with an harmonic vorticity, (∆ω)i+ 1

2
,j+ 1

2
≡ 0, is preserved, whereas

in general,

∀t > 0,
d

dt


∑

i,j

∆x2
∣∣∣ωi+ 1

2
,j+ 1

2
(t)
∣∣∣
2


 ≤ 0. (5.5)

Proof It consists in inserting the expression (5.3) into (4.5), and exploiting
commutation properties of discrete operators δ·, µ·.

– First, centered derivatives in both
dui,j

dt and
dvi,j

dt cancel:

(µxδy)[(µxδx)[µ
2
y[p]]]− (µyδx)[(µyδy)[µ

2
x[p]]] =

(δyµ
2
x)[(δxµ

2
y)[p]]− (δxµ

2
y)[(δyµ

2
x)[p]] = 0.
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– Then, diffusive terms commute with (5.3) in order to produce:

(µxδy)
[
(δxµy)

2 + (δyµx)
2
]
[u]− (µyδx)

[
(δxµy)

2 + (δyµx)
2
]
[v]

=
[
(δxµy)

2 + (δyµx)
2
]
[(µxδy)[u]− (µyδx)[v]]

=
[
(δxµy)

2 + (δyµx)
2
]
[ω].

To get (5.5), one mimics the “diffusive terms” calculation already done in the
proof of Theorem 5.1, which implies that all the discrete Hs norms decrease.

The “heat equation” on ω, derived in Corollary 5.1, isn’t something as bad

as it may seem: indeed, in order to set up the “Kirchhoff-based scheme” (2.3)
for (1.1), we had previously to assume that u was the curl-free component ofU.
Accordingly, getting that any numerical “rotu” dissipates like (5.4) appears
to be globally consistent with this aforementioned framework.

6 Numerical assessments

In this section we propose numerical results for the scheme (4.5).

6.1 Analytic solution and convergence

The practical order of convergence, in Ω = [0, 2]2, is checked on the following
exact solution,





p(t, x, y) = −
√
2π sin(

√
2πt) cos(πx) cos(πy)

u1(t, x, y) = π cos(
√
2πt) sin(πx) cos(πy)

u2(t, x, y) = π cos(
√
2πt) cos(πx) sin(πy)

Table 6.1 displays the expected convergence order in both the L1 and L2

# cells L1 error L2 error
error order error order

n = 20 4.4E−1 - 1.6E−1 -
n = 40 1.1E−1 2 4.0E−2 2
n = 80 2.8E−2 1.98 1.0E−2 2
n = 160 7.0E−3 2 2.5E−3 2
n = 320 1.75E−3 1.99 6.3E−4 1.99

Table 6.1 Measured orders of convergence for a smooth solution.

norms. The scheme can be interpreted as a extension of the Lax-Wendroff
scheme which is a second order scheme.
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6.2 Numerical acoustic wave propagation

Consider a domain Ω = [0, 3]
2
, a computational mesh 300 × 300 in order to

compute until a final time of Tf = 1 the numerical solution emerging from
(smooth, discontinuous or Dirac) initial data:

test 1 : p(t = 0, x, y) = e−10((x−3)2+(y−3)2), u1(t = 0, ·) = u2(t = 0, ·) ≡ 0.
Fig. 6.1 shows that the scheme is efficient, displays little dispersion effects

Fig. 6.1 Top: final pressure (2D and radial cuts). Bottom: horizontal and vertical velocities.
On top, right, four pressure “radial cuts” are superimposed in order to show isotropy.

(on radial plots), and captures a typical second-order accurate (classical)
solution. In particular, Fig. 6.2 displays the “mesh imprinting” for (4.5) by
showing radial cuts in the numerical pressure for the angles 0, π

8 ,
π
4 ,

3π
8 , π

2 .

Fig. 6.2 Pressure “radial cuts” for 100× 100 (left) and 150× 150 (right) grids.
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test 2 : p(t = 0, x, y) = χ(x, y)B , u1(t = 0, x, y) = u2(t = 0, x, y) ≡ 0, with

B := B(x0, y0, r) =
{
(x, y)/|x− x0|2 + |y − y0|2 < r2

}
, x0 = y0 = 3,

On Fig. 6.3, dynamics are still correctly rendered, but slightly anisotropic

Fig. 6.3 Top: final pressure (2D and radial cuts). Bottom: horizontal and vertical velocities.
Top, right: four pressure “radial cuts” are superimposed and reveal a small lack of isotropy.

oscillations appear, in agreement with classical results on second order
schemes, in which (initial) sharp fronts may produce oscillations.

test 3 : p(t = 0, x, y) ≃ δ(x−3, y−3), u1(t = 0, x, y) = u2(t = 0, x, y) ≡ 0. Fig. 6.4

Fig. 6.4 Final pressure (left) and numerical vorticity (right) of order 10−8 for test 3.

confirms that the scheme produces spurious modes when it is initialized
with an approximation of the Dirac measure. However, since the initial
vorticity is equal to zero, it stays so (at machine accuracy) for all these
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three benchmarks. With Dirac data and for θ the Heaviside function, the
exact solution reads,

p(t, x, y) =
1

2π

∂

∂t

(
θ(t− r)√
|t2 − r2|

)
, r2 = (x− 3)2 + (y − 3)2.

Previous cases show that irrotational data is preserved, in agreement with

Fig. 6.5 Evolution in time of the L2 norm of the vorticity for test 4.

Corollary 5.1, which also states that a non-zero initial vorticity is dissipated
in the L2 norm. Accordingly, for a final time Tf = 1, a domain Ω = [0, 4]

2

gridded by 200× 200 points,

p(t = 0, x, y) = e−10((x−3)2+(y−3)2),
u1(t = 0, x, y) = 0.01(y − 3)p(t = 0, x, y),
u2(t = 0, x, y) = −0.01(x− 3)p(t = 0, x, y),

ω(x, y) = ∂yu1 − ∂xu2 = 0.2 p(t = 0, x, y)
(

1
10 − ((x− 3)2 + (y − 3)2)

)
.

Fig 6.5 shows the corresponding time-evolution of vorticity in the L2 norm.

Remark 6.1 Our scheme (4.5) is identical to the one in [20, eqn. (3.12)], de-
spite it dissipates the vorticity (5.3) according to the “heat equation” (5.4),
as illustrated in Fig. 6.5. This isn’t in contradiction with the numerical tests
preformed in both [19, §3.1–2] and [20, §4.2] because all the considered initial
data for (1.1) are chosen curl-free, and such a property can be preserved even
by a vorticity-dissipating scheme like (4.5).

7 Relation with “shape functions” and “nodal GLACE scheme”

The definition (4.1) of the nodal “discrete gradient” is equivalent to the one
given in [13, §3.1], which relies on so–called “shape functions”. Hereafter, we
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propose an alternative derivation of these functions, in order to show existing
links with both the “symmetric potential schemes” of [19,20] and the “nodal
formulation” in [5, §3.3].

7.1 A nodal definition of “curl”

The expression c̃url
(∗)
i,j given in [13, eqn. (3.4)] is a discrete approximation of

the “curl” operator at any cell’s center xi, yj ; it’s a linear form (R2)9 → R (9
corresponds to the stencil and 2 is the dimension of a velocity vector), which
null-space is an hyperplane. An alternative is a “nodal curl”,

ĉurli− 1
2
,j+ 1

2
: (R2)4 → R

u = (u, v) 7→ 1
∆x

(
(
vi,j+1+vi,j

2 − vi−1,j+1+vi−1,j

2 )

−(
ui,j+1+ui−1,j+1

2 − ui,j+ui−1,j

2 )
)
.

Clearly, c̃url
(∗)
i,j is the arithmetic average of the 4 nodal ĉurli± 1

2
,j± 1

2
, which

is identical to the spherical mean as well (see §4.1) because the Cartesian
computational grid is uniform, ∆x = ∆y, so that,

c̃url
(∗)
i,j =

1

4

(
ĉurli− 1

2
,j− 1

2
+ ĉurli− 1

2
,j+ 1

2
+ ĉurli+ 1

2
,j− 1

2
+ ĉurli+ 1

2
,j+ 1

2

)
.

7.2 Derivation of these “shape functions”

The expression (4.1) of the nodal 2D gradient can be recast as a vector of 2
linear forms acting on the set of 2× 2 matrices, M2,2, so that

∂ ·
∂x

≃ Tr(Dx ·),
∂ ·
∂y

≃ Tr(Dy ·), Dx, Dy ∈ M2,2 ×M2,2,

because a standard result of linear algebra states that, for any linear form φ
acting on Mn,n, there exists Aφ ∈ Mn,n such that

∀M ∈ Mn,n, φ(M) = Tr(Aφ M).

The idea is to represent the stencil around any node as a 2× 2 matrix which
entries correspond to the values located at each cell’s center. Accordingly, the
matrices Dx, Dy corresponding to the nodal gradient (4.1) read:

Dx =
1

2∆x

(
−1 −1
1 1

)
, Dy =

1

2∆x

(
1 −1
1 −1

)
.

Proposition 7.1 The “shape functions” Φ̂ given in [13, eqn. (3.6)] are:

M2,2 ×M2,2 ∋ Φ̂ = −2∆x2

(
Dy

Dx

)
. (7.1)
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Proof A “shape function” is indeed a collection of 4 velocity vectors in R
2

which belong to the kernel of, say, ĉurli− 1
2
,j+ 1

2
. Accordingly it belongs to

M2,2 ×M2,2, so let Φ̂ = (U, V ). Moreover, from the expression (4.1),

ĉurli− 1
2
,j+ 1

2
Φ̂ = Tr(Dx V )− Tr(Dy U),

so that the “nodal curl” vanishes if U, V are such that,

Tr(Dx V −Dy U) = 0.

A sufficient condition for having a null trace is that

∀P ∈ M2,2, V = Dy P, U = Dx P,

which is the discrete expression of “the curl of a gradient vanishes”. It remains
to pick P = Id2 and to normalize with ∆x = ∆y to reach (7.1).

If ∆x 6= ∆y, one follows Remark 4.1 in order to express the “discrete nodal
gradient” by applying a rotation R−θ, then deduces both matrices Dx, Dy and

seeks U, V ∈ (M2,2)
2 which cancels the trace of each ĉurli± 1

2
,j± 1

2
.

7.3 Resulting “curl-free” numerical scheme

The idea proposed in [13] consists in forming a time-increment un+1 − un ∈
[ℓ∞(Z2)]2 as a linear combination of “shape functions”, so as to ensure that
each “nodal curl”, hence the centered ones, are kept constant. Considering
edge-values pn

i,j± 1
2

and pn
i± 1

2
,j
given by any (approximate) 1D Riemann solver

in y and x, respectively, a standard finite-volume scheme reads,

un+1
i,j − un

i,j

∆t
= −(pni+ 1

2
,j − pni− 1

2
,j)

(
1

∆x
0

)
− (pni,j+ 1

2

− pni,j− 1
2

)

(
0
1

∆x

)
,

which is an equality in R
2 for ∆x = ∆y. By normalizing shape functions like,

Φ̂ =

(
Dy

Dx

)
=

1

2∆x

(
(1,−1) (−1,−1)
(1, 1) (−1, 1)

)
, (7.2)

one observes that, for instance,

(
1

∆x
0

)
=

−1

2∆x

[(
−1
1

)
+

(
−1
−1

)]
,

(
0
1

∆x

)
=

1

2∆x

[(
−1
1

)
+

(
1
1

)]
,

so that each edge-value can be set as a coefficient of a linear combination of
“nodal shape functions”, instead of simple vectors of the canonical basis of R2.
To do that, while maintaining overall consistency, let’s fix one shape function
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Φ̂ at a particular node,say i − 1
2 , j +

1
2 ; according to [13], its coefficient must

be given by the average,

1

4

(
pni− 1

2
,j + pni− 1

2
,j+1︸ ︷︷ ︸

Riemann in x

+ pni−1,j+ 1
2

+ pni,j+ 1
2︸ ︷︷ ︸

Riemann in y

)
,

which is exactly the “symmetric potential” denoted by χn
i− 1

2
,j+ 1

2

in [20, eqn.

(3.10)]. Accordingly, such a construction yields the scheme written in [20, eqn.
(3.11)].

7.4 Centered shape functions in GLACE nodal formulation

The scheme proposed in [5, §3.3] is originally designed on an unstructured
computational grid, so the first task is to reformulate it more simply on a
Cartesian grid. According to its notation, if ∆x = ∆y, the length lJr = ∆x√

2

and the four (nodal) normal vectors are:

∀i, j ∈ Z
2, ni± 1

2
,j+ 1

2
=

(
± 1√

2
1√
2

)
, ni± 1

2
,j− 1

2
=

(
± 1√

2
−1√
2

)
.

Following (7.1) and (7.2), a “shape function” is built by assembling them as
an element of M2,2 ×M2,2, which is located at the cell’s center xi, yj instead
of being at each neighbor node. In any cell J := i, j of area is ∆x2, the semi-
discrete scheme reads:

∀J ∈ Z
2,

d

dt
pJ +

1

∆x
√
2

∑

r

(ur,nJr) = 0,
d

dt
uJ +

1

∆x
√
2

∑

r

pJ,rnJr = 0,

(7.3)
where each index r refers to a neighbor node and fluxes are defined by solving

pJr = pJ + (uJ − ur,nJr), (
∑

j

α̂Jr)ur =
∑

j

lJrpjnJr +
∑

j

α̂JruJ ,

for any fixed time t > 0, according to the following definitions:

α̂Jr = lJrnJr ⊗ nJr,
∑

j

lJrnJr =
∑

r

lJrnJr = 0.

On a Cartesian grid, these tensorial products strongly simplify because,

ni− 1
2
,j− 1

2
⊗ ni− 1

2
,j− 1

2
= ni+ 1

2
,j+ 1

2
⊗ ni+ 1

2
,j+ 1

2
=

1

2

(
1 1
1 1

)
,

ni− 1
2
,j+ 1

2
⊗ ni− 1

2
,j+ 1

2
= ni+ 1

2
,j− 1

2
⊗ ni− 1

2
,j+ 1

2
=

1

2

(
1 −1
−1 1

)
,
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so that,

(
∑

j

α̂Jr) =
√
2∆x

(
1 0
0 1

)
:=

√
2∆xId2.

Yet, defining a specific “nodal velocity vector”, for r = i± 1
2 , j ± 1

2 ∈ Z
2,

ur =
1

2

∑

J

pJnJr +
1

2∆x

∑

J

α̂JruJ :=
∆x√
2
(∇p)r +

√
2 < u >r,

and rewriting (7.3) as a linear combination of neighboring nodal values,

d

dt
pJ(t)+

1

∆x
√
2

∑

r

(ur,nJr) = 0,
d

dt
uJ(t)+

1

∆x
√
2

∑

r

α̂Jr(uJ−ur) = 0,

the resulting value of any “nodal pressure gradient” matches again (4.1),

for r = i− 1

2
, j +

1

2
, (∇p)r =

1

2∆x

(
pi,j+1 + pi,j − pi−1,j+1 − pi−1,j

pi,j+1 + pi−1,j+1 − pi−1,j − pi,j

)
.

8 Conclusion

The design of accurate multi-dimensional numerical schemes for evolution
equations is often difficult as simple dimensional-splitting may reveal itself
insufficient. Two roadmaps co-exist to improve the existing situation:

– one consists in proceeding through “proxies”, for instance the preservation
of auxiliary quantities (systems with “involutions” in Dafermos’ terminol-
ogy) like vorticity or divergence constraints, see [13,18–20];

– another, in starting from the expression of a multi-D (possibly local) so-
lution, then deducing a numerical algorithm, in the spirit as e.g. [11,12]
for parabolic equations, or [4]. This is what is done here, when Kirchhoff’s
exact solution yields a time-marching scheme for (1.1), in the form (1.2),
see [27].
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