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\textbf{A B S T R A C T}

In this work we construct a new reliable, efficient and local a posteriori error estimate for the single layer and hyper-singular boundary integral equations associated to the Helmholtz equation in two dimensions. It uses a localization technique based on a generic operator $\Lambda$ which is used to transport the residual into $L^2$. Under appropriate conditions on the construction of $\Lambda$, we show that it is asymptotically exact with respect to the energy norm of the error. The single layer equation and the hyper-singular equation are treated separately. While the current analysis requires the boundary to be smooth, numerical experiments show that the new error estimators also perform well for non-smooth boundaries.
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\section{1. Introduction}

The Boundary Element Method (BEM) is a method, based on boundary integral formulations, that can be used for the resolution of wave propagation problems. It features strong advantages since only the boundary $\Gamma$ of the domain is meshed, the radiation condition at infinity is intrinsically taken into account and it is more accurate than other common methods like the Finite Element Method (FEM). The main disadvantages of the BEM are the difficult implementation (singular integrals) and the manipulation of fully populated matrices. This last problem has been partially bypassed thanks to recent improvements on the acceleration of the BEM like the Fast Multipole Method [1] or $H$-matrices [2].

In this paper we study the propagation of an acoustic wave with wave number $k$ in an infinite medium. This wave is diffracted by a scatterer represented by a simply-connected bounded Lipschitz domain with boundary $\Gamma$. In the following, a discretization of this boundary will be named $\Gamma_h$. We apply either a Dirichlet boundary condition for the global field $u$ such that $u|_\Gamma = 0$ or a Neumann boundary condition $\frac{\partial u}{\partial n}|_\Gamma = 0$ where $n$ is the outward pointing normal of the scatterer. The two integral equations we are going to study are

$$\langle \delta_k \varphi \rangle (x) := \int_\Gamma G_k(x, y) \varphi(y) \, dy = -u_i(x),$$ (1)
which solves the scattering problem with Dirichlet boundary condition and
\[ (\mathcal{N}_k \psi)(x) := \text{f.p.} \int_{\Gamma} \frac{\partial^2 G_k}{\partial n_x \partial n_y}(x, y) \psi(y) \, dy_y = -\partial_n u_i(x), \]  
which solves the scattering problem with a Neumann boundary condition for an incoming wave \( u_i \) and is given as a finite parts integral. The kernel \( G_k \) is the Green function associated to the Helmholtz equation. For 2D wave propagation problems, it reads
\[ G_k(x, y) = \frac{i}{4} H_0^{(1)}(k|x - y|), \]
with \( H_0^{(1)} \) the Hankel function of the first kind and of order 0.

The operator \( \mathcal{N}_k \) is named single layer integral operator and the operator \( \mathcal{K}_k \) is commonly named hyper-singular operator.

These equations are solved using a Galerkin method. The variational formulations are recalled (see [3]) below:

- Eq. (1), find \( \varphi \in H^{-1/2}(\Gamma) \) such that for all \( \varphi \in H^{-1/2}(\Gamma) \),
  \[ \int_\Gamma \int_\Gamma \varphi(x) G_k(x, y) \varphi(y) \, dy_y \, dy_y = -\int_\Gamma \varphi(x) u_i(x) \, dy_y, \]  

- Eq. (2), find \( \psi \in H^{1/2}(\Gamma) \) such that for all \( \zeta \in H^{1/2}(\Gamma) \),
  \[ \int_\Gamma \int_\Gamma \text{rot}_T \zeta(x) G_k(x, y) \text{rot}_T \psi(y) \, dy_y \, dy_y \]
  \[ - k^2 \int_\Gamma \int_\Gamma \zeta(x) G_k(x, y) \psi(y) \, n_x \cdot n_y \, dy_y \, dy_y = -\int_\Gamma \zeta(x) \partial_n u_i(x) \, dy_y. \]  

Despite its strong advantages, the BEM for wave propagation problems still lacks reliable, efficient and automatic tools for the control of the error. Such tools are called a posteriori error estimates. They are used in the context of auto-adaptive refinement in order to ensure the accuracy of a computation. An auto-adaptive loop for mesh refinement can be described as pictured in Fig. 1.

Three properties are required. Let \( \eta \) be such an estimate and \( e_h \) the numerical error, it must be reliable and efficient, i.e., there exist two constants \( C_{\text{rel}}, C_{\text{eff}} > 0 \) such that
\[ C_{\text{eff}} \eta \leq \| e_h \| \leq C_{\text{rel}} \eta. \]

The third property is the locality of \( \eta \). It means that the total value of the estimate can be decomposed as the sum of local contributions of the estimate. This can be expressed by
\[ \eta^2 = \sum_{T \in \mathcal{T}_h} \eta_T^2 \]
where \( \eta_T \) represents the value of \( \eta \) restricted to \( T \). This definition does not imply any local efficiency with respect to the error!

Here we only mean that we need some value which can be defined locally in order to guide an autoadaptive refinement loop.

A posteriori estimates for the BEM have already been widely investigated, although not as much as for the FEM. Moreover, the numerical analysis remains to our knowledge rather limited. We can cite the pioneering work of B. Faermann [4–6] which is based on the localization of the norms associated to Sobolev spaces of non-integer order on patches of elements of the mesh. In the field of acoustic scattering, we can have a look at the multilevel error indicator in [7] for general Fredholm operators. There is also the work of Chen et al. [8] in acoustics where a simple residual-based error estimate is used. Some investigations in electromagnetism have been made. For example Nochetto and Stamm [9] developed a weighted residual-based error estimate for the Electric Field Integral Equation. Finally, the most successful work (to our knowledge) is the one of the team of D. Praetorius at TU Wien and its collaborators who have deeply studied the a posteriori error estimates and the adaptive methods in the context of BEM for the Laplace problems. The first examples [10,11] use the fact that the norm of the residual is an equivalent norm of the error. They are based on a localization of this norm. Other examples (the list being clearly non-exhaustive) are the averaging error estimates [12,13] featuring hierarchical meshes and localizations of the Sobolev norms. A nice review of most of the existing estimates can be found in [14]. For some of the estimates (for example [10]), there exists a proof for quasi-optimal convergence rates [15]. The topic of optimal convergence

![Fig. 1. Example of an algorithm for autoadaptive mesh-refinement.](image-url)
of autoadaptive refinement algorithms is tackled using an abstract setting in [16] and will not be further recalled in this paper.

The process of localization induces generally a loss of control between the “value of the error” and the value of the estimate. The corresponding multiplicative constant (equivalently named efficiency constant) will essentially depend on $\Gamma'$. We seek a way to set the value of this constant independently on $\Gamma'$ while keeping the three first properties. The result is a new error estimate which features a localization technique based on the use of a localization operator $\Lambda$. Under appropriate conditions (in particular if $\Gamma'$ is $C^\infty$), it is asymptotically exact with respect to the Galerkin norm of the error in the sense that when the mesh is refined it reflects the value of the error up to a higher order term. In the case of acoustic scattering and more particularly Eqs. (1) and (2), the estimates read as follows: For $r_h$ the residual of the equation which is solved,

$$\eta_{s_0} = \|A_{s_0} r_h\|_0 \quad \text{and} \quad \eta_{\Lambda_0} = \|A_{\Lambda_0} r_h\|_0,$$

with

$$A_{s_0} r_h(x) := \frac{2}{\sqrt{\pi}} \nabla \cdot \left( \int_{\Gamma} \sqrt{|x - y|} \nabla r_h(y) \, dy \right),$$

and

$$A_{\Lambda_0} r_h(x) := \frac{1}{\sqrt{\pi}} \int_{\Gamma} \frac{r_h(y)}{\sqrt{|x - y|}} \, dy.$$

The paper is organized as follows. We first give an abstract setting. We then make a simple observation which is the first step to the construction of the new a posteriori error estimate. We state the theorem defining the estimate and we suggest a method for its construction. We build the estimates corresponding to the Eqs. (1) and (2). We conclude with two numerical examples in order to confirm the expected properties and we give an opening on another way to build the operators $A$.

2. Abstract setting

In this section we establish the abstract setting which we are going to use. We also slightly change the notations for the error and the residual.

The equations resulting from the BEM are of the form

$$Au = b,$$  \hfill (5)

where $A : H \to H^*$ is a linear bounded operator, $H$ is some separable Hilbert space and $H^*$ its topological dual space. We denote by $\| \cdot \|_H$ the norm on $H$ which is based upon the inner product $\langle \cdot, \cdot \rangle_H$.

We write $\langle \cdot, \cdot \rangle$ for the $L^2$ inner product and $\langle \cdot, \cdot \rangle$ for the classical duality brackets.

In the following, for any operator $\mathcal{L}$ the adjoint operator is written $\mathcal{L}^*.$

In this paper we are interested in the class of linear Fredholm operators which can be decomposed in the form

$$A = A_0 + K,$$  \hfill (6)

where $A_0$ is the continuous, symmetric, and coercive part and $K$ is a compact perturbation. The Fredholm alternative [17] yields a solvability criterion for (5) and we suppose that this problem admits a unique solution. The coercive part $A_0$ allows us to define the Galerkin norm.

Proposition 2.1 (Galerkin Norm). Using the notation of (6), the quantity $\|u\|^2 = \langle A_0 u, u \rangle$ defines an equivalent norm to $\| \cdot \|_H$ on the Hilbert space $H$. This norm is called the Galerkin norm.

Proof. The proof is trivial since the operator $A_0$ is bounded and coercive on $H$. \hfill $\square$

In this paper we do not concern ourselves with the convergence of the autoadaptive algorithm but only on the a posteriori error estimation. Consequently, we suppose that the autoadaptive algorithm produces a sequence $(\mathcal{N}_l)_{l \in \mathbb{N}}$ of successively refined meshes and corresponding nested approximation spaces $V_l \subset V_{l+1} \subset H$ such that

$$V_\infty := \bigcup_{l=0,\ldots,\infty} V_l = H.$$  \hfill (7)

Remark 2.1. We do not necessarily have $V_\infty = H$ when we use a standard autoadaptive algorithm like the so-called Dörfler marking strategy [16]. Nevertheless, the paper [18] proposes a simple modification of the latter which does not impact the optimal convergence of the algorithm and ensures the property (7).

We suppose furthermore that for each $l \in \mathbb{N}$ the associated discrete problem is well-posed. The corresponding discrete solution is written $u_l$ and satisfies $\langle Au_l, v_l \rangle = \langle b, v_l \rangle$ for all $v_l \in V_l.$ The approximation error is then

$$e_l = u - u_l.$$
We also suppose that \( \| u - u_l \| \xrightarrow{l \to \infty} 0 \), i.e., the discrete solution \( u_l \) converges to the exact solution \( u \) of (5). In practice, all these assumptions are satisfied if the mesh \( \mathcal{T}_0 \) corresponding to the initial space \( V_0 \) is sufficiently fine. However, [18] shows that some assumptions still hold if the initial mesh is coarse.

We define the residual
\[
 r_l = b - \mathcal{A} u_l, \quad r_l \in H^*.
\] (8)

Finally, for sake of simplicity in the presentation, we assume that for all \( l \in \mathbb{N}, u_l \neq u \).

We introduce finally the notion of higher order term which we will extensively use in the following.

**Definition 2.1 (Higher Order Term).** We say that a function \( a(\cdot) \) depending on \( b \) is a higher order term compared to \( b \) in \( 0 \) if
\[
 \lim_{b \to 0} \frac{a(b)}{b} = 0.
\]

In particular, higher order terms are often, in the following, a consequence of some compact operator applied to "something" converging to zero, typically the error \( e_l \). In fact, we have the two following lemmas.

**Lemma 2.1.** Let \( (w_l)_{l \in \mathbb{N}} \) be the sequence defined as
\[
 w_l = \frac{e_l}{\| e_l \|}, \quad l \in \mathbb{N},
\]

then \( (w_l)_{l \in \mathbb{N}} \) is bounded and converges weakly to zero in \( V_\infty \).

**Proof.** We follow the same pattern as the proof of Lemma 6 in [19].

We prove the result by using the following argument: if there exists \( w \in H \) such that for every subsequence \( (z_{l_k})_{k \in \mathbb{N}} \) of a sequence \( (z_l)_{l \in \mathbb{N}} \), there exists a subsequence of these subsequences which converges weakly to \( w_0 \), then \( (z_l)_{l \in \mathbb{N}} \) converges weakly to \( w_0 \).

Any subsequence of the sequence \( (w_l)_{l \in \mathbb{N}} \) is obviously bounded since for all \( l \in \mathbb{N}, \| w_l \| = 1 \). Consequently, there exists for each of these subsequences, a weakly convergent subsequence \( (w_{l_j})_{j \in \mathbb{N}} \) converging to some \( w \). We want to prove that
\[
 w = 0.
\]

On the other side, the Galerkin orthogonality of the error \( \langle \mathcal{A} e_l, v_l \rangle = 0 \) for all \( v_l \in V_l \) and the nestedness of the subspaces \( V_l \) implies that for all \( j \in \mathbb{N} \) such that \( j \geq l \), we have for all \( v_l \in V_j \)
\[
 \langle \mathcal{A} w_{l_j}, v_l \rangle = \| u - u_{l_j} \|^{-1} \langle \mathcal{A} e_{l_j}, v_l \rangle = 0.
\]

Moreover, for all \( \varepsilon > 0 \), there exists \( j_0 \in \mathbb{N} \) such that for all \( j \geq j_0 \), we have \( j \geq l \) and \( |\langle \mathcal{A} (w - w_{l_j}), v_l \rangle| \leq \varepsilon \) by using the weak convergence of \( (w_{l_j})_{j \in \mathbb{N}} \) to \( w \) and the continuity of the linear operator \( \mathcal{A} \). Therefore, we have for all \( \varepsilon > 0 \), for all \( l \in \mathbb{N} \), and sufficiently large \( j_0 \) that
\[
 |\langle \mathcal{A} w, v_l \rangle| = |\langle \mathcal{A} (w - w_{l_j}), v_l \rangle + \langle \mathcal{A} w_{l_j}, v_l \rangle| \leq 0 + \varepsilon = \varepsilon,
\]

which implies that for all \( l \in \mathbb{N} \), we have
\[
 \langle \mathcal{A} w, v_l \rangle = 0, \quad \forall v_l \in V_l.
\]

Now, by density and continuity, the hypothesis (7) leads to
\[
 \langle \mathcal{A} w, v \rangle = 0, \quad \forall v \in H.
\]

Finally, the invertibility of the operator \( \mathcal{A} \) gives \( w = 0 \) and the sequence \( (w_l) \) converges weakly to \( w = 0 \). \( \square \)

We then have the following lemma which enlightens the reason why compact operators can yield higher order terms.

**Lemma 2.2.** If \( \mathcal{K} : H \to H^* \) is a compact operator, then \( \langle \mathcal{K} e_l, e_l \rangle \) gives rise to a higher order term compared to \( \| e_l \|^2 \).

**Proof.** Let \( (w_l)_{l \in \mathbb{N}} \) be the sequence defined in Lemma 2.1. We know that this sequence converges weakly to 0. As a consequence, using the fact that \( \mathcal{K} \) is compact, we have the following strong convergence in \( H^* \)
\[
 \| \mathcal{K} w_l \|_{H^*} \xrightarrow{l \to \infty} 0.
\]

Finally, using Proposition 2.1, there exists a constant \( C > 0 \) such that for all \( v \in H \), \( \| v \|_H \leq C \| v \| \) and we can write:
\[
 |\langle \mathcal{K} e_l, e_l \rangle| = \| e_l \| \| \langle \mathcal{K} w_l, e_l \rangle \|
 \leq C\| \mathcal{K} w_l \|_{H^*} \| e_l \|^2
\]

which means in particular that \( \frac{|\langle \mathcal{K} e_l, e_l \rangle|}{\| e_l \|^2} \xrightarrow{l \to \infty} 0. \) \( \square \)
3. Construction of a new a posteriori error estimate

The aim of this section is to build a new efficient, reliable, local and possibly asymptotically exact (with respect to the Galerkin norm of the error) a posteriori error estimate in the sense of exactness up to some higher order terms.

As for many estimates of the literature (for example [10]), we use the fact that under the assumption that Eq. (5) is well-posed, the norm of the residual $\|r_i\|_{H^r}$ is a reliable and efficient a posteriori error estimate of the norm of the error $\|e_i\|$. Actually, the well-posedness character of the continuous problem implies the existence of an inf–sup condition, i.e., there exists $\alpha > 0$ such that

$$\inf_{v \in V} \sup_{w \in H} \frac{|\langle Av, w \rangle|}{\|v\|_H \|w\|_H} \geq \alpha.$$ 

In particular, for all $u_i \in V_i$ (not necessarily solution of the Galerkin problem), we have:

$$\|r_i\|_{H^r} = \sup_{w \in H} \frac{|\langle A(u - u_i), w \rangle|}{\|w\|_H} \geq \alpha \|u - u_i\|_H.$$ 

Finally, the continuity of $A$ leads to $\|r_i\|_{H^r} \leq \|A\| \|u - u_i\|_H$ and we have

$$\|A^{-1}\|r_i\|_{H^r} \leq \|u - u_i\|_H \leq \alpha^{-1}\|r_i\|_{H^r}. \quad (9)$$

We have the following theorem.

**Theorem 3.1 (New Estimate-Strong Form).** Let $\Lambda : H^r \rightarrow L^2(\Gamma)$ be an isomorphism. Then, the a posteriori error estimate defined by

$$\eta_\Lambda = \|A r_i\|_0,$$ 

is reliable, efficient and local (following our definition given in the introduction).

**Proof.** Since $\Lambda$ is an isomorphism, then $\Lambda$ and $\Lambda^{-1}$ are bounded and we have $\|\Lambda^{-1}\| \|r_i\|_{H^r} \leq \eta_\Lambda \leq \|\Lambda\| \|r_i\|_{H^r}$. Consequently, $\|A r_i\|_0$ is a reliable and efficient a posteriori error estimate of $\|r_i\|_{H^r}$. We conclude by using (9). \(\square\)

In the following we discuss the possible asymptotic exactness of the estimate introduced in Theorem 3.1 with respect to the Galerkin norm of the error.

We have the following proposition.

**Proposition 3.1.** Let $\eta_\Lambda$ be the estimate introduced in Theorem 3.1. If there exists an operator $\Lambda$ such that $\Lambda^* \Lambda A_0 = I + K_2$ where $I$ is the identity operator and $K_2 : H \rightarrow H$ some compact perturbation, then $\eta_\Lambda$ is asymptotically exact with respect to the Galerkin norm of the error.

**Proof.** Let us start from the definition of $\|A r_i\|^2_0$: using the decomposition of $A$ as the sum of a coercive part $A_0$ and a compact part $K$, we have

$$\|A r_i\|^2_0 = \langle A_0 e_i, A_0 e_i \rangle + \langle A(A_0 + K) e_i, A(A_0 + K) e_i \rangle + \langle (A^* A_0 - K) e_i, (A^* A_0 - K) e_i \rangle + \langle K e_i, K e_i \rangle,$$ 

where $K_1 = A^* A_0 K + K^* A^* A_0 + K^* A^* K$ is a compact operator from $H$ to $H^*$ as the composition of bounded and compact operators.

If $\Lambda^* \Lambda A_0 = I + K_2$, the identity (10) becomes

$$\|A r_i\|^2_0 = \langle A_0 e_i, e_i \rangle + \langle (K_1 + K_2) A_0 e_i, e_i \rangle + \langle K e_i, e_i \rangle,$$ 

where the operator $K_3 = K_1 + K_2 A_0 : H \rightarrow H^*$ is compact. Using Lemma 2.2 with $K_3$, we have that the quantity $\delta_l := \langle K_3 e_i, e_i \rangle/\|e_i\|^2$ converges to zero when $l \rightarrow +\infty$ and the equality (11) leads to

$$\frac{\|A r_i\|^2_0}{\|e_i\|^2} = 1 + \delta_l \xrightarrow{l \rightarrow +\infty} 1.$$ 

In other words, by carefully choosing $\Lambda$, the corresponding estimate $\eta_\Lambda$ is asymptotically exact with respect to the Galerkin norm of the error. \(\square\)
The last remaining question is: how do we choose \( \Lambda \)? In many applications of the BEM, \( H \) and \( H^* \) are Sobolev spaces such that
\[
H = H^{s}(\Gamma) \quad \text{and} \quad H^* = H^{-s}(\Gamma), \quad s \in \mathbb{R}
\]
which means that \( \mathcal{A}_0 \) is an operator of order 2s. The operator \( \Lambda \) is consequently of order \(-s\): it is an “approximation of the inverse of the square root of \( \mathcal{A}_0 \)”. In a way, this problem is really close to analytical preconditioning techniques [20,21] where one is looking for an approximate inverse of \( \mathcal{A} \).

Such an operator \( \Lambda \) is not easily build and we suggest here an approach based on microlocal analysis. We perfectly acknowledge the fact that microlocal analysis techniques require \( \Gamma \) to be \( \mathcal{C}^{\infty} \). That leads us to the following remark.

**Remark 3.1 (Important!).** The analysis we will be conducting in the following requires \( \Gamma \) to be \( \mathcal{C}^{\infty} \). However, this is almost never the case in practice. In fact, the analysis will help us to find candidates for \( \Lambda \) which will have the required properties on such boundaries. Once we selected a potential candidate, there are no objections to trying it for domains with singularities or general Lipschitz boundaries. We are just not sure of the expected properties. This is what will be done in the numerical applications.

On \( \mathcal{C}^{\infty} \) surfaces/contours, \( \mathcal{A} \) is a pseudo-differential operator. The class of symbols of \( \mathcal{A} \) may be seen as the set of all its Fourier representations (see [22, chapters 6–8], for all the details). There is at least one representative of this class whose expansion is a sum of pseudo-homogeneous terms. The leading term is called principal homogeneous symbol \( \sigma_{\mathcal{A},q}^{0} \) and its degree of homogeneity \( q \) yields the differentiation order of \( \mathcal{A} \). The principal homogeneous symbol of \( \mathcal{A}_0 \), homogeneous of order 2s, is then written \( \sigma_{\mathcal{A}_0,2s}^{0}(x, \xi) \) where \( \xi \) is a variable in the Fourier domain.

An interesting property is that we can manipulate the symbols the same way we would manipulate the operators. Consequently, the principal homogeneous symbol for the operator \( \Lambda \) is
\[
\sigma_{\Lambda, -s}^{0}(x, \xi) = \frac{1}{\sqrt{\sigma_{\mathcal{A}_0,2s}^{0}(x, \xi)}} .
\]

The knowledge of \( \sigma_{\Lambda, -s}^{0} \) gives us an abstract candidate. We can express a representative of all the candidates as an integral operator whose kernel can be computed from \( \sigma_{\Lambda, -s}^{0} \).

In the following section we particularize the operator \( \mathcal{A} \) for Eqs. (1) and (2) and consequently the functional spaces \( H \) and \( H^* \) and the Galerkin norm \( \| \cdot \| \). We then build the corresponding operators \( \Lambda \).

### 4. Construction of the operator \( \Lambda \) for two acoustic integral operators in 2D

In this section we give a method for the construction of the \( \Lambda \)-operator for each Eqs. (1) and (2) and compute the related explicit operators \( \mathcal{A}_0 \) and \( \mathcal{A}_0^{2} \).

In the case of Eq. (1), we have \( \mathcal{A} \equiv \mathcal{N} \delta_{0} \) which means that \( H = H^{-1/2}(\Gamma) \) and \( H^* = H^{1/2}(\Gamma) \). Assuming that the logarithmic capacity of \( \Gamma \) is lower than one, the operator \( \delta_{0} \) is elliptic (see [23, part 5 and 6]). The Galerkin norm may be defined as
\[
\| u \|^{2} = \langle \delta_{0}u, u \rangle, \quad \forall u \in H^{-1/2}(\Gamma) .
\]

It is known from the literature [22, p. 514], that the principal homogeneous symbol of \( \delta_{0} \) is
\[
\sigma_{\mathcal{N}_0, -1}^{0}(x, \xi) = \frac{1}{|\xi|}.
\]

We deduce the principal homogeneous symbol of \( \mathcal{N}_0 \)
\[
\sigma_{\mathcal{N}_0, 1/2}^{0}(x, \xi) = \sqrt{2|\xi|} .
\]

In the case of Eq. (2), we have \( \mathcal{A} \equiv \mathcal{N}_{0} \) with \( H = H^{1/2}(\Gamma) \) and \( H^* = H^{-1/2}(\Gamma) \). The Galerkin norm in this case is defined as
\[
\| u \|^{2} = \langle (\mathcal{N}_{0} + \delta_{0})u, u \rangle, \quad \forall u \in H^{1/2}(\Gamma) .
\]

Once again, we find in the literature [22, p. 526], that the principal homogeneous symbol of \( \mathcal{N}_0 \) is
\[
\sigma_{\mathcal{N}_0, -1}^{0}(x, \xi) = \frac{|\xi|}{2} .
\]

We then deduce the principal homogeneous symbol of \( \mathcal{N}_0 \)
\[
\sigma_{\mathcal{N}_0, -1/2}^{0}(x, \xi) = \sqrt{\frac{2}{|\xi|}} .
\]
The effect of the operator \( A_{b_0} \) can then be seen as a "half-differentiation" while the effect of the operator \( A_{b_0} \) is a "half-integration".

We must now re-construct a practical form of \( A_{b_0} \) and \( A_{b_0} \). We will seek these operators as integral operators as we have explicit formulas for the conversion symbol \( \rightarrow \) kernel and kernel \( \rightarrow \) symbol. These formulas are summarized on p. 392–394 in [22].

4.1. Construction of \( A_{b_0} \)

The formulas for the conversion symbol \( \rightarrow \) kernel are unfortunately impractical and it is easier to first guess the final form of the operator and show that it has the right symbol. Let

\[
A_{b_0} u(x) = -\sqrt{|\pi|} \text{ f.p. } \int_{\Gamma} \frac{u(y)}{|x-y|^{3/2}} \, dy,
\]

(16)

where "f.p" means "Hadamard finite part integral". The kernel \( k(x, x-y) = |x-y|^{-3/2} \) is a pseudo-homogeneous function of order \(-3/2\). Using formula (7.1.82) in [22], we compute the principal homogeneous symbol of order 1/2.

\[
\sigma^0_{A_{b_0}, 1/2}(x, \xi) = -\frac{1}{\sqrt{|\pi|}} \text{ f.p. } \int_{\mathbb{R}} k(x, z) e^{-i\xi z} \, dz
\]

\[
= -\frac{1}{\sqrt{|\pi|}} \lim_{\epsilon \to 0} \left( \int_{|z|>\epsilon} e^{-i\xi z} - 2\epsilon e^{i\xi z} \sqrt{\epsilon} \right).
\]

Using the fact that \( \Re(e^{-i\xi z}) \) is even and \( \Im(e^{-i\xi z}) \) is odd, we have

\[
\sigma^0_{A_{b_0}, 1/2}(x, \xi) = 2 \int_0^\infty \cos(\xi z) \, dz
\]

\[
= 2 \int_0^\infty \cos(\xi z) - \frac{1}{z^{3/2}} \, dz + \frac{4}{\sqrt{\epsilon}}.
\]

As \( \epsilon \to 0 \),

\[
\sigma^0_{A_{b_0}, 1/2}(x, \xi) = -\frac{1}{\sqrt{|\pi|}} \int_0^\infty \cos(\xi z) - \frac{1}{z^{3/2}} \, dz
\]

\[
= -\frac{1}{\sqrt{|\pi|}} \int_0^\infty \sqrt{|\xi|} \frac{\cos(\zeta)}{\zeta^{3/2}} \, d\zeta, \quad \zeta = |\xi| z
\]

\[
\sigma^0_{A_{b_0}, 1/2}(x, \xi) = \sqrt{2|\xi|}.
\]

Consequently, the operator defined in (16) is a good candidate. However, we will use a slightly modified version obtained by integration by parts [24]. We set

\[
A_{b_0} u(x) = \frac{2}{\sqrt{\pi}} \nabla_{\Gamma} \cdot \int_{\Gamma} \frac{u(y)}{|x-y|} \nabla_{\Gamma} u(y) \, dy.
\]

(17)

The kernel is modified with respect to the previous version since it contains all constant functions.

**Proposition 4.1.** Let \( \Gamma = \mathcal{C}_R(0) \) be the circle centered in the origin \( O \) with radius \( R \) and

\[ V = \{ \varphi \in H^{1/2}(\Gamma), \langle \varphi, 1_{\Gamma} \rangle = 0 \} \]

the subspace of all functions of \( H^{1/2}(\Gamma) \) with zero mean, then the operator

\[
A_{b_0} : V \to L^2(\Gamma)
\]

defined in (17) is an isomorphism.

**Proof.** The operator \( A_{b_0} \) is Fredholm since it corresponds, by construction, to \( \sigma_{b_0}^{-1/2} \) up to more regular operators which are obviously compact as a consequence of the Sobolev embedings. Consequently, we only need to prove that \( A_{b_0} \) is injective. We will show that the only eigenfunction associated to the zero eigenvalue is the constant function on \( \Gamma \).

The eigenfunctions are \( \psi_n(\theta) = e^{in\theta} \) for \( n \in \mathbb{Z} \) and we have

\[
A_{b_0} \psi_n = \frac{2}{\sqrt{\pi}} \frac{\partial}{\partial \theta} \int_{\Gamma} \sqrt{R}((\cos(\theta) - \cos(\theta_n))^2 + (\sin(\theta) - \sin(\theta_n))^2)^{1/4} \frac{\partial e^{in\theta}}{\partial \theta} \, R \, d\theta
\]

\[
A_{b_0} \psi_n = -\frac{2R^{3/2}n^2}{\sqrt{\pi}} e^{in\theta} l_n,
\]
with \( I_n = \int_0^{2\pi} \sqrt{2 | \sin(\frac{\theta}{2}) |} |e^{i n \theta}| \ d\theta \) where we made the change of variable \( \theta = \theta_0 - \theta_\lambda \). Therefore, we have obviously

\[
\lambda_n = -\frac{2R^{3/2}n^2}{\sqrt{\pi}} I_n.
\]

We want to prove that \( I_{n \geq 1} < 0 \). The parity of the integrand in \( I_n \) yields

\[
I_n = 2 \int_0^\pi \sqrt{2 | \sin(\frac{\theta}{2}) |} \cos(n \theta) \ d\theta.
\]

Let \( f(t), t \in [0, \pi] \) be a positive concave increasing function, and we set \( I_n(f) = \int_0^\pi f(t) \cos(nt) \ dt \). Integration by parts yields

\[
I_n(f) = -\frac{1}{n} \int_0^\pi f'(t) \sin(nt) \ dt
= -\frac{1}{n^2} \int_0^{n\pi} f'\left(\frac{t}{n}\right) \sin(t) \ dt
= -\frac{1}{n^2} \sum_{k=0}^{n-1} \int_{k\pi}^{(k+1)\pi} f'\left(\frac{t}{n}\right) \sin(t) \ dt
= -\frac{1}{n^2} \sum_{k=0}^{n-1} I_k.
\]

If \( n = 1 \), obviously \( I_n(f) \leq 0 \). In fact, we only need to prove that for all even numbers \( k \) in \([0, n - 2]\), the quantity \( J_k + J_{k+1} \) is a positive real number. Let \( f'_{k+j} = f'\left(\frac{k+j}{n}\right) \) and set \( k \) even, then \( \sin(t) \geq 0 \) and

\[
\begin{align*}
J_k &\geq \int_{k\pi}^{(k+1)\pi} f'_{k+1} \sin(t) \ dt + \int_{(k+1)\pi}^{(k+1+\frac{1}{2})\pi} f'_{k+1} \sin(t) \ dt, \\
J_{k+1} &\geq \int_{(k+1)\pi}^{(k+1+\frac{1}{2})\pi} f'_{k+1} \sin(t) \ dt + \int_{(k+\frac{1}{2})\pi}^{(k+2)\pi} f'_{k+1} \sin(t) \ dt.
\end{align*}
\]

Finally,

\[
J_k + J_{k+1} \geq f'_{\frac{k}{2}} - f'_{\frac{k+1}{2}} \geq 0
\]

with strict inequality if \( f' \) is decreasing. We can easily check that \( f(t) = 2\sqrt{2 \sin(\frac{t}{2})} \) complies with all the hypotheses and for all \( n \geq 1 \), \( I_n < 0 \). The eigenspace associated to \( \lambda_0 = 0 \) is spanned by \( \psi_0(\theta) = 1 \) and \( \lambda_{n \geq 1} > 0 \) which concludes the proof. \( \square \)

It is not yet sufficient to prove that it is an isomorphism on any contour. In fact, we will use a weakened hypothesis on \( \Lambda_0 \) but we still suppose that \( \Gamma^* \) is a \( C^\infty \) curve.

**Theorem 4.1.** Let \( \Gamma^* \) be a \( C^\infty \) curve, the functional space \( V \) and \( \Lambda_0 \) being defined as in Proposition 4.1. Let also \( \mathcal{T}_n \) and \( \mathcal{V}_n \) be the sequences of meshes and nested approximation spaces introduced in Section 2 such that the function \( v = 1 \) belongs to \( \mathcal{V}_n \) and thus there exists a rank \( l_0 \) such that for all \( l \geq l_0 \), the a posteriori error estimate for \( \| u - u_l \| \) defined by

\[
\eta_{\Lambda_0} = \| A_0 r_l \|_0.
\]

is reliable, efficient, local and asymptotically exact.

**Proof.** We can decompose \( \Lambda_0 \) as the sum of an isomorphism \( \Lambda_0 : V \to L^2(\Gamma^*) \) and a compact perturbation \( K : V \to L^2(\Gamma^*) \). For example, by construction, \( \Lambda_0 \) has the same principal symbol as \( \delta_0^{-1/2} \) which is an isomorphism on \( V \) and consequently, we can take \( \Lambda_0 = \delta_0^{-1/2} \) and \( K = \Lambda_0 - \delta_0^{-1/2} \). More generally, the structure of the principal symbol of \( \Lambda_0 \) implies that the latter is a strongly elliptic operator and consequently, it verifies a Garding inequality (see [22]).

The hypothesis \( u = 1 \in \mathcal{V}_l \) implies that \( r_l \in V \) and we have

\[
\| A_0 r_l \|_0^2 = \langle (A_0 + K) r_l, (A_0 + K) r_l \rangle
= \langle A_0^* A_0 r_l, r_l \rangle_{-1/2,1/2} + \langle K r_l, r_l \rangle_{-1/2,1/2},
\]

where \( \tilde{K} = \Lambda_0^* K + K^* A_0 + K^* K \) is compact.
Since $A_0$ is an isomorphism, there exist two constants $C_1$, $C_2 > 0$ such that
\[ \left| C_1 \| r_l \|_{1/2}^2 - \| \tilde{K} r_l \|_{1/2} \| r_l \|_{1/2} \right| \leq \| A_{0, \beta} r_l \|_0^2 \]
\[ \leq C_2 \| r_l \|_{1/2}^2 + \| \tilde{K} r_l \|_{1/2} \| r_l \|_{1/2}, \]
and we would like $\| \tilde{K} r_l \|$ to converge faster than $\| r_l \|_{1/2}$ as $l \to \infty$. Using Lemma 2.2 and the fact that $\| r_l \|_{1/2}$ is a reliable and efficient a posteriori error estimate of the norm of the error $\| e_l \|$, i.e., there exist $\beta_1$, $\beta_2 > 0$ such that $\beta_1 \| e_l \| \leq \| r_l \|_{1/2} \leq \beta_2 \| e_l \|$, we have
\[ \delta_l := \frac{\| \tilde{K} r_l \|_{1/2}}{\| r_l \|_{1/2}} = \frac{\| \tilde{K} A e_l \|_{1/2}}{\| r_l \|_{1/2}} \leq \frac{\| \tilde{K} A u_l \|_{1/2}}{\beta_1} \xrightarrow{l \to \infty} 0. \]
Finally, there exist two constants $C_3 > 0$ and $C_4 > 0$ and a rank $l_0 \in \mathbb{N}$ such that for all $l \geq l_0$,
\[ C_3 \| e_l \| \leq \| A_{0, \beta} r_l \|_0 \leq C_4 \| e_l \|, \]
i.e., the reliability and the efficiency where $C_3 = \beta_1 C_1 - \delta_l$ and $C_4 = \beta_2 C_2 + \delta_l$. The asymptotic exactness is a result from Proposition 3.1. □

**Remark 4.1.** The rank $l_0$ introduced in Theorem 4.1 corresponds to the moment when the compact parts resulting from the decomposition $A_{0, \beta} = A_0 + K$ are under control.

### 4.2. Construction of $A_{0, \beta}$

We construct the operator $A$ associated to $\mathcal{N}_0$. We will follow the same approach as for $A_{0, \beta}$. We already know from (15) the principal symbol of $A_{0, \beta}$. We seek the associated Schwartz-kernel. From formula (7.1.39) in [22],
\[ k(x, z) = \frac{\sqrt{2}}{2\pi} \int_{-\infty}^{\infty} \frac{e^{iz \xi}}{\sqrt{|z|}} d\xi \]
\[ = \frac{1}{\sqrt{2\pi}} \left( \lim_{\xi \to -\infty} \sqrt{\pi} \text{erf}(\sqrt{-iz} \sqrt{\xi}) + \lim_{\xi \to \infty} \sqrt{\pi} \text{erf}(\sqrt{iz} \sqrt{-\xi}) \right) \]
\[ = \frac{\sqrt{2}}{\pi} \left( \frac{1}{\sqrt{iz}} \right) \]
\[ = \frac{\sqrt{2}}{\pi \sqrt{|z|}} \frac{1}{2 |z|} \]
\[ = \frac{1}{\sqrt{\pi} \sqrt{|z|}}. \]
We define
\[ A_{0, \beta} u(x) = \frac{1}{\sqrt{\pi}} \int_{\Gamma} \frac{u(y)}{\sqrt{|x-y|}} d\gamma_y. \quad (19) \]
We have a theorem similar to Theorem 4.1.

**Theorem 4.2.** Let $\Gamma$ be a $C^\infty$ curve, and $A_{0, \beta}$ as defined in (19). Let also $(T_l)_{l \in \mathbb{N}}$ and $(V_l)_{l \in \mathbb{N}}$ be the sequences of meshes and nested approximation spaces introduced in Section 2, then there exists a rank $l_0$ such that for all $l \geq l_0$, the a posteriori error estimate for $\| u - u_l \|$ defined by
\[ \eta_{A_{0, \beta}} \equiv \| A_{0, \beta} r_l \|_0, \]
is reliable, efficient, local and asymptotically exact.

**Proof.** The proof is carried in the same fashion as for Theorem 4.1. □

### 5. Numerical examples

In this section we aim at validating the properties of $A_{0, \beta}$ and $A_{0, \beta}$. We only consider the exterior Dirichlet and Neumann problems. The curve $\Gamma$ is closed. In this paper we suppose that the incident wave $u_i$ is a plane wave propagating along the $-e_x$ axis. For all the simulations, the wave number is set to $k = 15$. 
We focus on two geometries: a circle with radius $R = 0.9$ and a square with side length $a = 1$. The justifications for the choice of these geometries are given in the corresponding subsections.

The initial meshes contain 20 elements which correspond to approximately 2 elements per wavelength. This is really low as the rule of thumb recommends both at least 6 elements per wavelength and additional refinement at the edges/corners [25]. We choose such a low initial discretization in order to “get the estimate’s back against the wall”.¹

For each case, the autoadaptive refinement algorithm is guided using $\eta_A$. The value of $\eta_A$ is compared to the value of some estimates of the literature:

- The residual-based estimate by C. Carstensen et al. [10,11], written $\eta_h$.
- An averaging-based estimate by D. Praetorius et al. [12,13]. When the projector is the classical $L^2$ projector, we write the corresponding estimate $\eta_{P_{L^2}}$. In the case of Eq. (1), we also tried the Galerkin projection and the corresponding estimate is written $\eta_{P_G}$.
- The reference solution which can either be the exact solution when available (on the circle), or an “exact estimate”. The latter consists in comparing the solution $u_i$ with the solution $\tilde{u}_i$ for some refinement $\mathcal{T}_i$.

The rest of this section is organized as follows: we first give informations on the implementation of the BEM and the different estimates. We then explain the refinement algorithm which is used. Finally, we introduce the test cases and produce the result for the estimate $\eta_{A_{k_0}}$ and for $\eta_{A_{k_0'}}$.

### 5.1. Implementation of the BEM and the estimates

The approximation/test space for Eq. (3) is chosen to be $V_l = \mathcal{P}^0(\mathcal{T}_l)$, the space of constant functions on $\mathcal{T}_l$. Assuming that the mesh is quasi-uniform and that the exact solution is smooth enough, then the best possible convergence rate with respect to the size of the elements can be estimated using the Bramble–Hilbert lemma (see [26, Theorem 4.1.3]) from the polynomial degree of the approximation spaces. We expect the best possible convergence rate

$$\|e_l\|_{L^2} = \mathcal{O}(h_l^{3/2}) = \mathcal{O}(N_{\text{elem}}^{-3/2}),$$

where $N_{\text{elem}}$ is the number of elements in $\mathcal{T}_l$. The reason why the convergence rate is expressed with respect to $N_{\text{elem}}$ is that the mesh size is not relevant anymore. On the contrary, the computation cost is directly linked to $N_{\text{elem}}$. We only hope that by using autoadaptive refinement we are able to obtain the convergence rate for a smooth solution, even if it is not.

For Eq. (4), the approximation/test space is $V_l = \mathcal{P}^1(\mathcal{T}_l)$ the continuous space of linear functions on $\mathcal{T}_l$. As for Eq. (3), we expect $\|e_l\|_{L^2} = \mathcal{O}(h_l^{1/2}) = \mathcal{O}(N_{\text{elem}}^{-1/2})$.

The BEM matrix elements are integrated using semi-analytical integration. For couples of elements for which the integral is singular, the kernel is decomposed in a singular part and a regular part. The regular part is integrated using classical Gauss–Legendre quadrature rules.

The singular part consists in integrating two times a logarithmic function times some polynomial. The inner integral is computed analytically while the outer integral is computed using once again a Gauss–Legendre quadrature rule.

However, it has been noticed that when the degree of refinement is high, the numerical solution has instabilities. In that case, one must increase the number of quadrature points.

The implementation of the estimates depends on the ability to compute the residual. The basis remains the same: we compute a polynomial approximation $R_l$ of the residual, we assemble the matrix $L$ corresponding to the variational formulation associated to the operator $A$, we assemble the classical $L^2$-mass matrix, and we compute a polynomial approximation of $\Lambda_l$ under the form

$$E = M^{-1}LR_l.$$

The estimate is then computed as $\eta^2_A = E^T ME$.

For both Eqs. (1) and (2), the residual is projected using a classical $L^2$ projection on a polynomial space of higher order. The main difference lies in the mesh on which the residual is projected.

In the case of Eq. (1), the projection on the same mesh $\mathcal{T}_l$ fails to be accurate and leads to a poor behavior for the convergence with a lot of oscillations. To remedy this problem, we must project the residual on a uniform refinement $\mathcal{T}_l$ of $\mathcal{T}_l$. To achieve good accuracy, we had to refine $\mathcal{T}_l$ at least three times (each “old” segment contains $2^3$ new segments)!

The projection space is then $\mathcal{P}^1(\mathcal{T}_l)$.

In the case of Eq. (2), the projection on the mesh $\mathcal{T}_l$ proves sufficient to achieve a good accuracy. The projection space is $\mathcal{P}^2(\mathcal{T}_l)$ which is the space of piecewise quadratic, globally continuous, functions.

The entries of the matrix $L$ are computed analytically when we consider the integration of an element over itself. In the other cases, classical Gauss–Legendre quadrature are sufficient.

¹ If the initial number of elements is too low, the estimate “may not detect” the oscillations and yields a very low error.
5.2. The autoadaptive refinement algorithm

The sequence of meshes $\{T_l\}_{l \in \mathbb{N}}$ is generated using the autoadaptive loop described in Fig. 1. The criterion used for the marking is the Dörfler marking (see e.g. [16]) with parameter $\theta_d$. We mark the elements using the squared indicator, i.e., we refine the minimum set $\mathcal{M}(T_l)$ of elements $\tau \in T_l$ such that

$$\theta_d \sum_{\tau \in T_l} \eta_{A, \tau}^2 \leq \sum_{\tau \in \mathcal{M}(T_l)} \eta_{A, \tau}^2.$$  \hspace{1cm} (20)

In other words, we mark the elements of $T_l$ contributing the most to $100 \cdot \theta_d\%$ of the total squared error. If $\theta_d$ is close to 0, only a few elements are refined. On the contrary, $\theta_d$ close to 1 induces “nearly uniform” refinement. In the following we choose $\theta_d = 0.5$ as it seems to be a good compromise.

The elements being linear, the refinement is carried out by bisecting each element. The algorithm stops when a prescribed number of elements in the mesh is reached.

5.3. Numerical application — circle with radius $R = 0.9$

The circle is probably the most simple geometry. The exact solution for both Eqs. (1) and (2) is perfectly smooth and the convergence rate for uniform refinement is already the best possible convergence rate. This test case fulfills all the hypotheses of the development made in the Sections 2–4.

The convergence curves for Eq. (1) are presented in Fig. 2. The uniform convergence rate is already the best possible for uniform refinement and autoadaptive refinement only slightly improves the value of the error. We observe that the curves for $\eta_{A, \delta}$ and the reference overlap perfectly.

We observe the same behavior for Eq. (2) in Fig. 3. In that case, the improvement coming from autoadaptive refinement is negligible.

As expected, the estimate $\eta_A$ behaves perfectly well on a smooth geometry. Unfortunately, smooth geometries are barely useful, nor met, in practical applications. We wish to know how the $\Lambda$-based estimate behaves when it is pulled out of its theoretical environment.

5.4. Numerical application — unit square

We choose now the geometry to be a square with side length $a = 1$. It is now a Lipschitz curve and we fail to meet the hypothesis for the development of Section 4. It is also known from the literature [27] that the solution in the case of the Dirichlet problem is singular at the corners while it is weakly continuous in the case of the Neumann problem. Consequently, the convergence rate is not the best possible when using uniform mesh refinement.

However, we expect that the estimates keep their properties in this more general case.
The convergence curves for the Dirichlet problem are represented in Fig. 4. Uniform refinement is clearly suboptimal as the convergence rate is approximately \(2 \theta (N_{\text{elem}}^{-0.66})\). The curves for \(\eta_{A_{k0}}\) and the reference overlap. It means that the “exact” error in the Galerkin norm is also accurately estimated by \(\eta_{A_{k0}}\). The autoadaptive algorithm is also efficiently guided by \(\eta_{A_{k0}}\) since the convergence rate for autoadaptive refinement is the best possible.

We make the same observation for the Neumann problem, in Fig. 5, for which the error is accurately estimated and the convergence rate is the best possible.

\(^2\) Using [27] and the Bramble–Hilbert lemma, we can prove this value.
6. Conclusion

We introduced a new a posteriori error estimate for which we were able to prove the reliability and efficiency when $\Gamma$ is a $C^\infty$ curve for both Eqs. (1) and (2). In this case, the $\Lambda$-estimate is asymptotically exact for any $\Gamma$ with respect to the Galerkin norm of the error in the sense that it is exact up to higher order terms. This is confirmed by numerical simulations on the circle. We also verify numerically that it is reliable, efficient and asymptotically exact on $\Gamma$ with corners, but we are not yet able to prove it.

Its main advantages are that it does not require the computation of the solution on a finer mesh (as required by the averaging techniques) or the use of complementary functional subspaces (see [28]). The first tricky point will be the accurate computation of the residual which can be costly. However this can be accelerated with a fast-multipole algorithm. The second difficulty will be the computation of the $\Lambda$-operator as it may require the computation of singular integrals.

In this paper, the $\Lambda$-estimate has been introduced for oscillatory problems but it remains of course valid for the classical problem of the Laplace equation. Much better, we provide a generic pattern for the construction of an a posteriori error estimate for the BEM in general. The “only” difficulty will be to find an appropriate $\Lambda$-operator.

We understand that the use of an integral operator for a posteriori estimation is costly. In fact, it is totally impractical as soon as we are dealing with 3D-acoustics since it requires specific integration technique on triangles for the singular kernels. Consequently, we are currently investigating the use of $\Lambda$ under the form $\Lambda \equiv \sqrt{2} (I - \Delta)^{+1/4}$ for which it has already been proven that it is an isomorphism on generic Lipschitz boundaries and for which it is easier to define a behavior in the case of screen problems.
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