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The calculation of the acoustic response of systems in frequency bands is becoming increasingly important in simulation-based engineering design. This is particularly true in medium-frequency bands, where the response is very sensitive to the frequency. Some standard techniques for addressing these problems present a frequency dependent formulation and may involve fixed-frequency calculations at many different frequencies. In this paper, we propose a new technique which combines the Variational Theory of Complex Rays (VTCR) with Proper Generalized Decomposition (PGD) and does not require the resolution of acoustic problems at many frequencies. In this approach, the VTCR is used to find an approximate solution of a medium-frequency acoustic problem using only a few degrees of freedom (DOFs). Then, PGD is used to find a representation of the approximate solution which is separated between two variables, the wave propagation direction and the frequency. A relevant numerical example is used to present the strategy and illustrate its applicability for frequency band calculations.

1. Introduction

In many industrial contexts, such as aerospace applications or car design, numerical prediction techniques are being increasingly used because they limit the need for physical prototypes to a minimum. In these industries and in the specific case of acoustic problems, engineers are often interested in the response of systems in frequency bands. The efficient calculation of the acoustic behavior of systems is the topic of this paper.

Some numerical techniques to predict the acoustic behavior of systems in frequency bands require calculations at many different fixed frequencies. This natural and straightforward approach, even with an efficient numerical tool, can easily lead to prohibitive computation times and huge needs in terms of data storage. This is particularly true in the context of medium-frequency bands because in these ranges the response is very sensitive to the frequency, which requires a very fine frequency resolution and makes the problem even worse. Therefore, for medium-frequency acoustic problems, there is a clear need to improve the efficiency of the prediction techniques for frequency bands. Some techniques have already been developed in order to do that [1–3].

In this paper, we propose an alternative approach to the development of a medium-frequency prediction techniques in frequency bands which leads to a separated representation of the unknown field. This approach uses the Variational Theory...
of Complex Rays (VTCR) in combination with Proper Generalized Decomposition (PGD) \[4,5\] a promising model order reduction technique. The VTCR was introduced in \[6\] and belongs to the Trefftz family of methods which uses exact solutions of the governing differential equations for the expansion of the field variables.

The decisive advantage of all Trefftz methods is that since they use exact solutions of the governing equations, no refined spatial discretization inside the domain is necessary. Therefore, the model's size and the computational effort may be considerably less than with element-based methods. The VTCR differs from other Trefftz methods (such as the partition of unity method \[7\], the ultra-weak variational method \[8\], the least-squares method \[9\], the discontinuous enrichment method \[10\], the element-free Galerkin method \[11\], the wave boundary element method \[12\] or the wave-based method \[13,14\]) by the way it handles the transmission conditions at the inter-element boundaries and by the types of shape functions it uses. It has already been shown to be capable of finding accurate solutions of vibration problems involving 3D plate assemblies \[15\], plates with heterogeneities \[16\] and shell structures \[17\] as well as solutions of acoustic problems \[18\].

The VTCR is based on an original variational formulation of the problem which was developed in order to allow the approximations within elements to be \textit{a priori} independent of one another. Thus, in each element, any type of shape function can be used, as long as it verifies the governing Helmholtz equation. This property gives the approach great flexibility and, consequently, makes it very efficient because shape functions with a strong physical meaning related to the desired solution can be introduced without difficulty. Concerning PGD, this has been found to be an efficient technique for the resolution of multiparametric problems (problems which depend on many parameters such as the space and time problems, and the space and uncertain problems), which is what we need in order to deal with the difficulties of having to solve an acoustic problem for multiple frequencies. Therefore, even though PGD is compatible with any wave approach, a combination of PGD and the VTCR is an obvious choice when it comes to the resolution of problems in mid-frequency bands.

The VTCR has already been adapted to the handling of frequency bands in \[19,20\]. The authors proposed new algorithms for the calculation of multiple-frequency solutions, either by using a set of parameters to derive a discrete approximation of the frequency-dependent quantities within the VTCR matrix or by expanding the VTCR matrix and the right-hand side of the problem to be solved into Taylor series with respect to the frequency. The objective of the third technique we are proposing here is to open a new path with regard to frequency band analysis.

The paper is structured as follows: Section 2 presents the problem being considered, which is a 2D acoustic problem driven by the Helmholtz equation. Section 3 reviews the principles of the VTCR, which leads to a discretized version of the reference problem. Section 4 introduces the use of PGD for frequency-dependent acoustic problems expressed in VTCR form. Section 5 illustrates the strategy in the case of a 2D acoustic problem. Conclusions and perspectives are presented in Section 6.

2. The reference problem

Let us consider the general 2D interior dynamics problem of a bounded acoustic domain \(\Omega\), filled with a fluid characterized by sound velocity \(c_0\) and density \(\rho_0\), to be studied in the frequency interval \(I = [\omega_0 - \Delta \omega / 2; \omega_0 + \Delta \omega / 2]\), where \(\omega_0\) denotes the central frequency and \(\Delta \omega\) the bandwidth of the frequency band being considered. The problem is to find \(p(x, \omega), (x, \omega) \in \Omega \times I\) such that

\[
\begin{align*}
\Delta p + k^2 p &= 0 & \text{over } \Omega \times I \\
p &= p_d & \text{over } \partial \Omega \times I \\
L_v(p) &= v_d & \text{over } \partial \Omega \times I \\
p - 2L_v(p) &= h_d & \text{over } \partial \Omega \times I
\end{align*}
\]

where \(\Delta\) is the Laplacian operator, \(k = (1 - i\eta)/c_0\) is the wavenumber (\(\eta\) being the absorption coefficient), \(p_d\) a prescribed pressure, \(v_d\) a prescribed velocity, \(Z\) a given impedance and \(h_d\) a given function. Operator \(L_v(\cdot)\) is defined by \(L_v(\cdot) = (1/\rho_0(\omega)) (\partial / \partial n)(\cdot) = (1/\rho_0(\omega)) n^T V(\cdot), n\) being the outward normal and \(V\) the gradient operator. \(\partial \Omega\), \(\partial_v \Omega\) and \(\partial_k \Omega\) are the parts of the boundary \(\partial \Omega\) of \(\Omega\) where the pressure, the velocity and a Robin condition are respectively prescribed. The uniqueness of the solution of this reference problem is ensured by a strictly positive \(\eta\).

If we introduce a partition of \(\Omega\) into \(n_e\) non-overlapping elements \(\Omega_e\), the following additional equations must be verified in order to ensure the continuity of the solution and its normal derivative along \(\Gamma_{e,e} = \Omega_e \cap \Omega_e\):

\[
\begin{align*}
|p_e - p_{e'}| &= 0 & \text{along } \Gamma_{e,e} \times I \\
L_v(p_e) + L_v(p_{e'}) &= 0 & \text{along } \Gamma_{e,e} \times I
\end{align*}
\]

3. The VTCR variational formulation of the reference problem

The VTCR variational formulation of reference problem (1), (2) requires the definition of the functional space of the functions which satisfy the homogeneous Helmholtz governing equation, i.e. the first equation in (1):

\[
S^0 = \{p_e; \Delta p_e + k^2 p_e = 0 \text{ over } \Omega_e \times I\}
\]
Under some nonrestrictive geometric assumptions concerning $\Omega_e$, for the 2D case which we are considering, these functions can be represented by waves propagating in all possible 2D directions (see [21,22]):

$$p_e(x, \omega) \in S' \iff \int_{\theta=0}^{2\pi} X_e(\theta, \omega)e^{i k^e (\theta, \omega) \cdot x} \, d\theta$$

(4)

where the wave vector is $k^e = k(\cos \theta, \sin \theta)$. $X_e(\theta, \omega)$, the amplitudes of the waves propagating in $\Omega_e$, are the unknowns of the problem.

Thus, the VTCR formulation of Problem (1), (2) is: find $(p_1, \ldots, p_N, \ldots, p_{n_e}) \in S^1 \times S^e \times \cdots \times S^{n_e}$ such that

$$\sum_{e} \text{Re} \left\{ \int_{\partial \Omega_e} (p_e - p_{d,e}) \, \delta p_e \, d\sigma + \int_{\partial \Omega_e} (L_e[p_e] - \nu_d \delta p_e) \, d\sigma \right\} + \sum_{r} \frac{1}{2} \int_{\partial \Omega_r} \left[ (1 - Z_e L_r)[p_e] - h_{d,e} \delta p_e \right] \, d\sigma + \sum_{e} \frac{1}{2} \int_{\partial \Omega_e} \left[ p_e - p_{r} \right] \, d\sigma \right\} = 0$$

(5)

where $p_{d,e}, \nu_d, h_{d,e}$ are the data we introduced in Section 2, except that now they are restricted to the boundary of $\Omega_e$. The overline represents the complex conjugate operation. In other words, the approximate solution consists of an expansion of $p_e$ over a finite-dimensional subspace of $\Omega_e$ generated by functions $\phi_{e}^{\alpha}(x, \omega)$:

$$p_e(x, \omega) \approx \sum_{n=-N_e}^{N_e} X_e^{n}(\omega) e^{i n \theta}$$

(7)

where $\phi_{e}^{\alpha}(x, \omega) = \int_{\theta=0}^{2\pi} e^{i n \theta} e^{i k^e (\theta, \omega) \cdot x} \, d\theta$. At a given frequency $\omega$, the VTCR amplitude factors $X_e^{n}(\omega)$ are the unknown DOFs of the VTCR solution of Problem (1) and (2), and are related to the amplitudes of the waves which propagate in $\Omega_e$. Substituting approximate solution (7) into variational formulation (5) leads to the matrix system:

$$K(\omega)X(\omega) = F(\omega)$$

(8)

where $K$ and $F$ denote respectively the projections of the bilinear and linear forms of (5) onto the space generated by functions $\phi_{e}^{\alpha}$, and $X$ is the vector of the unknown contribution factors $X_e^n, n = 1, \ldots, N_e$. Let us denote $N = \sum_{e} 2N_e + 1$ its size. It is important to note that matrix $K$ has rather restricting numerical properties. Indeed, its coefficients are frequency-dependent, complex quantities, and it has no symmetry whatsoever. However, since the VTCR uses propagative waves instead of polynomial functions in the approximate functional spaces, the size of this matrix is very small compared to element-based methods.

4. The use of PGD to solve VTCR problems in frequency bands

Problem (8) is clearly defined in a multidimensional space (the 2D polar wave propagation direction and the frequency). Even if the VTCR leads to a small problem (see Section 3), this problem can lead to a great many computations in the case of a large acoustic system and a wide frequency band. This calls for the development of efficient techniques for the resolution of (8) in a frequency band. This problem was already investigated in the VTCR context in [19,20], and algorithms were proposed for the calculation of solutions for multiple frequencies either by using a set of parameters to derive a discrete approximation of the frequency-dependent quantities within the VTCR matrix or by expanding the VTCR matrix and the right-hand side of the system into Taylor series with respect to the frequency.

Here, in order to avoid having to solve large, complex systems of equations for wide frequency bands, we propose another technique based on model order reduction through a separated representation of the data. Such a representation was proposed many years ago by Ladevèze for the resolution of complex nonlinear thermomechanical problems (see [4]).

Under the name “radial approximation”, it became one of the main components of the powerful nonincremental and nonlinear LArge Time INcrement (LATIN) solver [4]. More recently, a general separated representation was used in [24] to
find approximate solutions of multidimensional partial differential equations. The separated representation was also used in [25] for the resolution of stochastic equations in which the deterministic variables and the stochastic variables were separated, very much like in [26] for the radial space–time approximation of complex multiscale problems and in [27] for finding guaranteed error bounds.

Today, the common name used for techniques involving a separated representation of the variables is Proper Generalized Decomposition (PGD). PGD belongs to the family of Reduced-Order Modeling (ROM) techniques, along with the ROM-POD method [28] and the reduced–basis element method [29], but in the case of PGD the construction of the representation takes into account the nature of the problem directly. The general form of a PGD separated representation of a function \( u \) of \( Q \) variables is
\[
u(x_1, \ldots, x_Q) \approx \sum_{m=1}^M u_{m}^{(1)}(x_1) \times \cdots \times u_{m}^{(Q)}(x_Q),
\]
\( M \) being the order of the approximation. Many applications of PGD, covering several domains, have already been presented: for example advanced nonlinear solvers using separated space–time representations; multidimensional models; the separation of physical spaces; parametric models; real-time simulations; the quantification of uncertainties and stochastic parametric analysis, etc. [30,31] give reviews of recent works on PGD. In this paper, we apply PGD to the frequency band analysis of acoustic problems.

As stated above, the innovative aspect of our approach is that it takes advantage of the PGD separated representation to solve Problem (8) in the frequency range \( I = [\omega_0 - \Delta \omega/2; \omega_0 + \Delta \omega/2] \). Then, one tries to find an optimum approximation of \( X(\omega) \) (8) in the form
\[
X(\omega) \approx X_M(\omega) = \sum_{m=1}^M X_m \lambda_m(\omega)
\]
where \( X_M(\omega) \) (like \( X(\omega) \)) is a vector defined on \( C^N \otimes T \) (\( T \) being the space of frequency dependent functions whose square integration on \( I \) is finite), \( X_m \) are vectors of \( C^N \) and \( \lambda_m(\omega) \) functions of \( T \). As explained in Section 3, \( X_M(\omega) \) is related to the wave propagation in all possible 2D directions. Here, the proposed separation of the variables concerns the angular propagation direction and the frequency. Of course, none of these functions is known \textit{a priori}. The question is thus to find the optimal decomposition and to calculate its terms.

Many algorithms can be found in the literature to calculate quantities \( X_m \) and \( \lambda_m(\omega) \). Some of these algorithms are reviewed and an extensive theoretical survey is presented in [25,32]. They are based on a Galerkin or a Minimal Residual methods which have good convergence properties, even in the case of difficult numerical examples. Nouy [32] proposed an application of Petrov–Galerkin’s algorithm to the PGD model reduction technique which improves the convergence properties of the decomposition while preserving the computational advantages of Galerkin PGD.

However, in our case, as mentioned before, matrix \( K(\omega) \) (see (8)) has complex coefficients and no symmetry. Therefore, among all the possible PGD algorithms, our natural choice was the Petrov–Galerkin model reduction technique, which can be viewed as a PGD method in which the orthogonality of the residuals with respect to another set of space and frequency functions is imposed, and no artificial symmetrization of the problem is required.

The Petrov–Galerkin-based PGD algorithm requires the definition of the variational formulation of the problem being considered. In our case, (8) can be expressed as: find \( X(\omega) \) such that
\[
K(X(\omega),Y(\omega)) = \mathcal{F}(Y(\omega)) \quad \forall Y(\omega) \in C^N \otimes T
\]
where
\[
K(X(\omega),Y(\omega)) = \int_{[\omega_0 - \Delta \omega/2; \omega_0 + \Delta \omega/2]}^T Y(\omega) X(\omega) d\omega
\]
and \( \mathcal{F}(Y(\omega)) = \int_{[\omega_0 - \Delta \omega/2; \omega_0 + \Delta \omega/2]}^T Y(\omega) F(\omega) d\omega \). In order to develop the algorithm, let us assume that the pairs \((X_m, \lambda_m)\) are known from the previous iteration and that we are now seeking the enrichment pair \((X_M, \lambda_M)\). The method for constructing these terms consists in using the following two orthogonality criterias:
\[
K(X^{M-1} + X_M \lambda_M(\omega), Y(\omega)) = \mathcal{F}(Y(\omega)) \quad \forall Y(\omega) \in T
\]
\[
K(X^{M-1} + X_M \lambda_M(\omega), Y(\omega)) = \mathcal{F}(Y(\omega)) \quad \forall Y(\omega) \in T
\]
\( Y \in C^N \) and \( \gamma(\omega) \in T \) correspond to another pair of a constant vector and a frequency-dependent function respectively. Of course, additional equations must be added to (11) and (12) in order to define functions \( (Y, \gamma) \). We use the following equations:
\[
K(X^{M-1} + X_M \lambda_M(\omega), Y(\omega)) = \langle X^{M-1} + X_M \lambda_M(\omega), X^{M-1} + X_M \lambda_M(\omega) \rangle \quad \forall X^{M-1} + X_M \lambda_M(\omega)
\]
\[
K(X^{M-1} + X_M \lambda_M(\omega), Y(\omega)) = \langle X^{M-1} + X_M \lambda_M(\omega), X^{M-1} + X_M \lambda_M(\omega) \rangle \quad \forall \lambda(\omega) \in T
\]
\( \langle \cdot, \cdot \rangle \) denotes the inner product defined by
\[
\langle X(\omega), Y(\omega) \rangle = \int_{[\omega_0 - \Delta \omega/2; \omega_0 + \Delta \omega/2]}^T Y(\omega) X(\omega) d\omega, \text{ with } H(\omega) = \hat{H}(\omega) \end{equation}
\( \hat{H} \) is a constant matrix equal to the mean value of matrix \( K(\omega) \) over the frequency band, \( \hat{h}(\omega) \) is a frequency-dependent function which corresponds to the mean value of the coefficients of the diagonal of \( K(\omega) \). With that particular choice, which is in relation with the physics of the problem, the following separation property holds:
\[
\langle X(\omega), Y(\omega) \rangle = (X^{T} \hat{H} Y) \int_{[\omega_0 - \Delta \omega/2; \omega_0 + \Delta \omega/2]}^T \lambda(\omega) \hat{h}(\omega) d\omega
\]
This property is useful in terms of optimal convergence (see [4,32]). Then, the idea of the algorithm is to derive the pairs \((X_M, \lambda_M)\) and \((Y, \gamma)\) which verify Eqs. (11)–(14) simultaneously. In order to do that, these equations are solved with a power
iterations algorithm until convergence, i.e. until each function has reached a fixed value. If \( (X_M^{q}, \lambda_M^{q}) \) denotes the pair \((X_M, \lambda_M)\) calculated at the current iteration with the index \((q - 1)\) from the previous iteration, we use the following stopping criterion:

\[
\int_{\omega_0 - \Delta\omega/2}^{\omega_0 + \Delta\omega/2} \frac{(X_M^{q}(\omega) - X_M^{q-1}(\omega))(X_M^{q}(\omega) - X_M^{q-1}(\omega))}{\omega} \ d\omega < \delta_q
\]

where \(\delta_q\) is related to the accuracy of this procedure.

After \((X_M, \lambda_M)\) has converged, the procedure must be repeated until the convergence of the global enrichment procedure \(X(\omega) \approx X^M(\omega) = \sum_{m=1}^{M} X_m(\omega)\). In our numerical applications, the stopping criterion was

\[
\epsilon_M(X^M) = \int_{\omega_0 - \Delta\omega/2}^{\omega_0 + \Delta\omega/2} \frac{(K(\omega)X^M(\omega) - F(\omega))(K(\omega)X^M(\omega) - F(\omega))}{\omega} \ d\omega < \delta_M
\]

where \(\delta_M\) is related to the accuracy of the PGD separated representation of the solution of Problem (8). Therefore, we introduce the following iterative algorithm:

**Algorithm 1.** Petrov–Galerkin approach PGD for broad band problems.

\[
\text{for } m = 1 \text{ to } m_{\text{max}} \text{ do}
\]

\[
\text{Initialization of } \lambda(\omega) \text{ and } \gamma(\omega);
\]

\[
\text{for } q = 1 \text{ to } q_{\text{max}} \text{ do}
\]

\[
\text{Compute :}
\]

\[
X_m^{q} \text{ using (11) and } Y_m^{q} \text{ using (13)};
\]

\[
\text{Normalize } X_m^{q} \text{ and } Y_m^{q};
\]

\[
\text{Compute } X^{q}_{m}(\omega) \text{ using (12) and } Y^{q}_{m}(\omega) \text{ using (14)};
\]

\[
\text{if convergence (16) then}
\]

\[
\text{break}
\]

\[
\text{Set } X^{q}(\omega) = X^{q-1}(\omega) + X^{q}_{m}(\omega);
\]

\[
\text{if convergence (17) then}
\]

\[
\text{break}
\]

The normalization of \(X_m^{q}\) and \(Y_m^{q}\) is done with an Euclidean norm. It is important to note that several consistent initialization choices can lead to convergence, but a proper choice could make the convergence faster. This is why it is recommended to choose an initialization which is somewhat related to the problem. In the present work, we used:

\[
\lambda(\omega) = \gamma(\omega) = \sqrt{(K(\omega)X^{q-1}(\omega) - F(\omega))(K(\omega)X^{q-1}(\omega) - F(\omega))}
\]

The most time-consuming part of the method is the resolution of (11) and (13), which are matrix problems. Eqs. (12) and (14) are scalar equations and can be solved easily and inexpensively. Thus, the proposed strategy requires the resolution of only \(2 \times M \times Q\) matrix problems (\(M\) being the number of functional pairs and \(Q\) the total number of internal power-type iterations required to obtain an approximate solution to the desired accuracy levels \(\delta_q\) and \(\delta_M\)). In comparison, a standard incremental strategy which calculates the solution one frequency at a time requires the resolution of \(N_l\) matrix problems (\(N_l\) being the number of frequencies considered for \(l\)), which, depending on the accuracy, can be extremely costly, especially in the medium-frequency range where the response is very sensitive to the data and requires a very refined frequency discretization.

5. Numerical example

In order to test Algorithm 1, we studied an L-shaped acoustic cavity (see Fig. 1) filled with a fluid \((\rho_0 = 1.25 \text{ kg/m}^3, c_0 = 340 \text{ m/s}, \omega_{\text{ref}} = 0.0005)\) and subjected to boundary conditions in the form of a pressure \(p_d = 1 \text{ Pa}\) and a velocity \(v_d = 0 \text{ m/s}\). Three bandwidths \((\Delta\omega_1 = 2\pi \cdot 100 \text{ rad/s}, \Delta\omega_2 = 2\pi \cdot 200 \text{ rad/s}, \Delta\omega_3 = 2\pi \cdot 400 \text{ rad/s})\) around the same central frequency \(\omega_0 = 2\pi \cdot 1200 \text{ rad/s}\) were considered.

![Benchmark L-shaped acoustic cavity.](image)
As described in Section 3, this problem was solved using the VTCR. In order to do that, domain \( \Omega \) was divided into 3 subdomains \( \Omega_1, \Omega_2, \) and \( \Omega_3 \) (see Fig. 1). An approximation of order \( N_e = 70 \) \((7)\) was used in each subdomain. It should be noted that PGD approach requires matrices \( K \) to have a constant size at each frequency but the order of the approximation (and therefore the size of the matrix \( K \)) is frequency dependent. Thanks to the Fourier approximation nested function property, it is possible to add virtual DoFs by adding zero energy contribution functions to the approximation. In this way all matrices can be equally sized, considering the maximum number of DoFs in the band, without any degradation of its numerical properties at lower frequencies. The reference solutions for the three frequency bands considered were obtained with the VTCR using these parameters along with a very refined frequency discretization. Since our objective is to test Algorithm 1 which is based on the VTCR formulation \((8)\), the use of a different reference, i.e. non-VTCR, would include other approximation errors, whose quantification is outside of the scope of this paper.

The iterative search for each pair of functions \((X_m, \lambda_m)\) in Algorithm 1 is controlled by two parameters: \( \delta_q \), the stopping criterion \((16)\), and \( q_{\text{max}} \), the maximum number of iterations. Figs. 2–4 show the error \( \varepsilon_M(X_M) \) \((17)\) as a function of the number of pairs of the decomposition for different values of these parameters and for the three frequency bands \( \Delta \omega_1, \Delta \omega_2 \) and \( \Delta \omega_3 \). All the curves have similar behaviors for the different frequency bands. The weak convergence that can be noted in these figures is a standard characteristic in PGD approaches and does not affect the quality of the solution \([32]\).

The figures on the left show that a proper criterion \( \delta_q = 0.01 \) suffices to guarantee a satisfactory convergence rate. The figures on the right show that choosing a proper \( q_{\text{max}} \) also leads to convergence. This suggests that one should choose a relatively small \( q_{\text{max}} \) and stop the iterations even if the convergence criterion \((16)\) has not been entirely satisfied for all the frequency bands. Evidence of the effectiveness of this strategy is shown in Fig. 5, which depicts a convergence comparison for the most severe case \( \Delta \omega_3 = 2\pi \cdot 400 \text{ rad/s} \) between an algorithm stopped at a chosen value of the convergence criterion.

![Fig. 2. The relative error \( \varepsilon_M(X_M) \) \((17)\) for different \( \delta_q \) with \( q_{\text{max}} = \infty \) (a) and for different \( q_{\text{max}} \) with \( \delta_q = 0 \) (b). \( \Delta \omega_1 = 2\pi \cdot 100 \text{ rad/s} \).](image)

![Fig. 3. The relative error \( \varepsilon_M(X_M) \) \((17)\) for different \( \delta_q \) with \( q_{\text{max}} = \infty \) (a) and for different \( q_{\text{max}} \) with \( \delta_q = 0 \) (b). \( \Delta \omega_2 = 2\pi \cdot 200 \text{ rad/s} \).](image)

![Fig. 4. The relative error \( \varepsilon_M(X_M) \) \((17)\) for different \( \delta_q \) with \( q_{\text{max}} = \infty \) (a) and for different \( q_{\text{max}} \) with \( \delta_q = 0 \) (b). \( \Delta \omega_3 = 2\pi \cdot 400 \text{ rad/s} \).](image)
\( \delta_q = 0.0001 \) with \( q_{\text{max}} = 8 \) and the same algorithm stopped after a small specified number of iterations \( (q_{\text{max}} = 8 \text{ with } \delta_q = 0) \). The convergence achieved with the two calculations was very similar. It took the algorithm 30 iterations to reach the required convergence criterion \( \delta_q = 0.0001 \). This was necessary to reach full convergence of the pairs, but had no decisive influence on the relative error \( \varepsilon_M(X^M) \) \((17) \). Conversely, setting a small number of iterations \( (q_{\text{max}} = 8) \) precluded full convergence of the pairs, but still gave a satisfactory relative error \( \varepsilon_M(X^M) \) \((17) \). Therefore, it is computationally more efficient not to seek full convergence, but to stop the iterations after a smaller number of iterations \( q_{\text{max}} \), thus saving on the number of iterations for each pair and, consequently, on the overall computation time.

Fig. 6 shows, for the most computationally intensive frequency band \( (\Delta \omega_3 = 2\pi \cdot 400 \text{ rad/s}) \), a comparison of the frequency response functions obtained with our different approximations of the reference problem for various \( M \) PGD pairs. The PGD solution was calculated with a coarse frequency discretization (one test point every 3 Hz), and the required integrals are calculated with numerical Riemann integration. The PGD algorithm is stopped with a stopping criterion in terms of iteration \( q_{\text{max}} = 8 \). These frequency response functions represent the global energy of the structure. As one can see, for the frequency band considered, Approximation \((9)\) reproduces the reference solution very well. Of course, the quality of the approximation is less good for \( M \) small (although the general trend of the reference FRF is respected), but becomes better when \( M \) increases. This confirms what could be anticipated from Fig. 5. With 10 PGD pairs the response is on top of the reference but the peaks, only 15 PGD pairs are needed to represent the global energy completely throughout the band.

Fig. 7 shows the approximate solution of the problem for \( \omega = \omega_0 - \Delta \omega_3 / 2 \), \( \omega = \omega_0 \) and \( \omega = \omega_0 + \Delta \omega_3 / 2 \) in the case of frequency band \( \Delta \omega_3 = 2\pi \cdot 400 \text{ rad/s} \). The reference solution is also shown on the same figure. All the solutions are very similar, which illustrates the effectiveness of the proposed algorithm.

Figs. 5–7 illustrate the potential of Algorithm 1, which manages to recover the reference solution over a very large frequency band with only a few terms in Representation \((9)\) and fewer frequency test points than the reference. From a computational point of view the trade off between the number of test points and the resolution of the full system should be considered. Frequency by frequency VTCR needs a fine frequency mesh to construct \( K \) matrices and then solve the full system once for frequency. On the other hand PGD-VTRC allows us to reduce the number of \( K \) matrices to construct but the full system has to be solved several times in order to build the desired approximation over the band. The PGD-VTCR trade off is convenient in most cases since, as shown in [33], the construction of a \( K \) matrix represents a major part of the total computational cost (99 percent of total solver cost) while the solution of the full system is irrelevant compared to matrix construction (less than 1 percent of total solver cost). This is particularly true since PGD solves the full system over
a frequency band performing the integrated K matrix inversion only once while a standard VTCR would require one inversion for each frequency step.

In order to show the potential of the algorithm at higher frequencies a second numerical example is considered. The same geometry depicted in Fig. 1 is considered. The boundary conditions are kept the same apart from the upper side of the L shaped cavity where an impedance $Z = 50 - 250i$ Pa s/m is prescribed. The role of this impedance is to push a mid-frequency behavior inside the cavity. The considered frequency band is $\Delta \omega = \frac{2\pi}{C_1} 250 \text{ rad/s}$ around the central frequency $\omega_0 = \frac{2\pi}{C_1} 5275 \text{ rad/s}$. Using the strategy proposed in the previous example, a $q_{\text{max}} = 8$ is chosen and one test point every 3 Hz is taken into account to build the PGD approximation. Convergence for this new numerical example is shown in Fig. 8. Again one can see that the relative error decreases which attests for the convergence of the method.

The convergence of the technique at higher frequencies is confirmed by the global energy comparison between a VTCR reference and an approximation with $M_{\text{PGD}}$ pairs such that $\varepsilon_M(X^M) \leq 10^{-3}$ in Fig. 9. As one can see, the strategy is able to recover the reference curve despite the complexity of the response in this frequency band.

---

**Fig. 7.** Comparison of the approximate and reference real pressure fields for $\omega = \omega_0 - \Delta \omega/2$ (a), $\omega = \omega_0$ (b) and $\omega = \omega_0 + \Delta \omega/2$ (c).

**Fig. 8.** The relative error $\varepsilon_M(X^M)$ (17) for the second numerical example with $\Delta \omega = 2\pi \cdot 250 \text{ rad/s}$ and $\omega_0 = 2\pi \cdot 5275 \text{ rad/s}$.

**Fig. 9.** Energy of the solution on the entire domain of approximations for the higher frequency band ($M = 50$), compared to VTCR reference.
Fig. 10 shows the approximate solution and the reference solution for this selected higher frequency band. As one can see the solutions are very similar.

6. Conclusion

In this paper a new version of the VTCT for the resolution of medium-frequency problems in frequency bands is proposed. It is based on its combination with the PGD. It leads to a decomposition of the solution into a basis of constant vectors and a set of frequency-dependent functions. The proposed decomposition is obtained using a power iterations algorithm. Two numerical examples showed the applicability of the method and the convergence of the algorithm. Since VTCT and PGD have been coupled for the first time in this study, the focus has been set mainly on its feasibility, rather than on its performance or limitations. In particular further analyses have to be performed to asset if PGD-VTCT advantages are kept in the presence of complex physical behavior. After these promising results, the method should be extended to more complex cases and compared with established calculation tools.
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