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Abstract—Time Slotted Channel Hopping (TSCH) networks are emerging as a promising technology for the Internet of Things and the Industry 4.0 where ease of deployment, reliability, short latency, flexibility and adaptivity are required. Our goal is to improve reliability of data gathering in such wireless sensor networks. We present three redundancy patterns to build a reliable path from a source to a destination. The first one is the well-known two node-Disjoint paths. The second one is based on a Triangular pattern, and the third one on a Braided pattern. A comparative evaluation is carried out to analyze the reliability achieved, the number of failures tolerated, the number of message copies generated and the energy consumed by each node to ensure that at least one copy of the message is delivered to the destination. These results are validated by simulations.

I. CONTEXT AND MOTIVATION

By the year 2020, it is expected that the number of connected objects will exceed several billions devices. These objects will be present in everyday life for a smarter home and city as well as in future smart factories that will revolutionize the industry organization. This is actually the expected fourth industrial revolution, more known as Industry 4.0 [11]. In which, the Internet of Things (IoT) is considered as a key enabler for this major transformation [8]. IoT will allow more intelligent monitoring and self-organizing capabilities than traditional factories. As a consequence, the production process will be more efficient and flexible with products of higher quality.

Several standards have been designed for industrial wireless sensor (IoT) networks such as WirelessHart and ISA100. Both of them are based on the IEEE 802.15.4 standard for the lower layers. More recently, Time Slotted Channel Hopping (TSCH) which is specified in amendment e of the IEEE 802.15.4 standard [9], uses a time slotted medium access operating on several channels simultaneously. In addition, radio perturbations are mitigated by frequency hopping. TSCH supports star and mesh topologies, as well as multi-hop communication. It has been designed for process automation, process control, equipment monitoring and more generally the Internet of Things. It is a candidate technology for the Industry 4.0. In fact, Industry 4.0 will use more and more the on-demand manufacturing in a highly flexible and widespread environment. Different supply chains located in various regions need to coordinate their actions in a real-time basis with high fidelity. The IoT communicating in a wireless manner will play a major role to achieve this target. However, the strong requirements in terms of short latency and high reliability of such applications are obstacles to its penetration in the Industry 4.0.

How to improve the reliability of an end-to-end communication, while meeting a short latency and minimizing the overhead incurred? This is the focus of this paper which is organized as follows. Section II presents related work and positions our contribution. In Section III, we define the problem we deal with. In Section IV, we introduce three redundancy patterns and describe how they are used in a TSCH network. For each pattern, we evaluate its reliability, its impact on the TSCH schedule, the bandwidth and the energy consumed by an end-to-end transmission in Section V. These performance results are computed theoretically and by means of simulations with NS3. We discuss the advantages and drawbacks of each solution. Finally, we conclude in Section VI.

II. RELATED WORK

TSCH provides a multichannel slotted medium access ruled by a periodic schedule. This schedule is repeated every slotframe. A slotframe consists of a set of cells, each cell is identified by a (time slot offset, channel offset) pair. The size of a timeslot (e.g. 10 ms by default) allows the transmission of a point-to-point frame and its immediate acknowledgment. The schedule defines for each cell the nodes allowed to transmit and those that should receive. The channel offset is translated into a physical channel depending on the channel hopping sequence of the TSCH network. Channel hopping allows the TSCH to increase its robustness against external perturbations of the radio signal. There are two types of cells in a slotframe. The dedicated cells provide a collision-free access (i.e. multichannel TDMA) and are used to transmit data. Shared cells allow several transmitters to compete for the medium access based on CSMA/CA, with possible collision. They are used to broadcast messages and to advertise the TSCH network. The scheduled MAC access allows the nodes to save energy by sleeping whenever they are not involved in a communication. More details can be found in [4], [9].

There are several studies evaluating the performances of a TSCH network. They vary in the performance evaluated (e.g. average delivery rate [3], average or upper bound on delivery delays and average energy consumed by an end-to-end transmission [16]) and the tools used for this purpose (e.g. simulator for [3], analytical model, Network calculus for [7], measures on real networks for [14]).
NS2 simulation results reported in [3] show that a TSCH network outperforms a classical 802.15.4 network, both in beacon-enabled and non-beacon enabled modes, in terms of delivery ratio, energy consumed and delivery delays for a star topology with 20 to 120 nodes. The unreliability of wireless links is taken into account in a few papers, like in [14], where the packet error rate on each link is used to evaluate the average delivery time and the average energy consumption.

To improve network reliability, an approach consists in avoiding the occurrence of link/node failures by selecting the most reliable intermediate nodes to build the end-to-end path. The reliability can take into account the Packet Delivery Rate (PDR) on the link considered, the energy of the candidate node, the SNR, etc. Examples are given in [13] for a clustered WSN. In the RPL routing protocol [15], the objective function determines the rank of a node. Various objective functions have been defined. The simplest one depends only on the distance to the sink. This approach decreases the probability of a failure occurring while a message is transiting on the path to the destination. However, it is unable to tolerate the failure of any intermediate node in this path.

The oldest technique used to tolerate one node or link failure in an end-to-end transmission consists in building two node- or edge-disjoint paths [10] from the source to the destination. This technique will be analyzed in this paper. In [6], the authors propose Leapfrog Collaboration that operates with the RPL protocol in a TSCH network. We will present the associated redundancy pattern and analyze it.

III. Problem statement

In this paper, we adopt the following assumptions:

- \( A_1 \) The latency for the end-to-end message delivery, the reliability and the node power autonomy constraints are given by the industrial application considered.
- \( A_2 \) This application is supported by a TSCH network: each transmission starts at a slot beginning. The slot size allows the transmission of one packet and its immediate acknowledgment when this packet is sent point-to-point.
- \( A_3 \) Let \( S \) be any sensor node that has a message to transmit to the sink, denoted \( D \).
- \( A_4 \) The TSCH network is assumed to be connected and a routing protocol like RPL [15] is in charge of building the primary path between \( S \) and \( D \). In other words, each node \( N \) has a default parent that is a 1-hop neighbor with a rank strictly smaller than \( N \). The function used to compute the rank is defined in RPL. The simplest one is the distance to the sink, distance expressed in the number of hops. The primary path is formed according to the relationship "has for default parent". In addition, all 1-hop neighbor nodes of \( N \) with a rank strictly smaller than itself are called potential parents.
- \( A_5 \) There is a schedule that ensures that the end-to-end delivery time of a message from \( S \) to \( D \) meets the latency required by the application, in the absence of node/link failure.

- \( A_6 \) The reliability of each wireless link is periodically evaluated. The reliability of the link from \( N_i \) to \( N_j \) is a function of the reception rate evaluated in a sliding window; at iteration \( t \), it is given by:

\[
R_{N_i,N_j}(t) = \alpha \frac{\text{number of msg from } N_i \text{ received by } N_j}{\text{number of msg sent by } N_i \text{ to } N_j} + (1-\alpha) R_{N_i,N_j}(t-1)
\]

where a large value of the constant \( \alpha \), with \( 0 \leq \alpha \leq 1 \), means a fast forgetting of the past.

With these assumptions, we want to solve the following problem: Assuming the existence of a primary path, built by the routing protocol, between a source \( S \) and a destination \( D \), how to improve the reliability of an end-to-end transmission from \( S \) to \( D \) in a TSCH network while meeting a short delivery delay and minimizing the overhead incurred?

The notations adopted in this paper are given in Table I.

<table>
<thead>
<tr>
<th>Name</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S )</td>
<td>Source node, also denoted ( N_0 )</td>
</tr>
<tr>
<td>( D )</td>
<td>Destination node, also denoted ( N_L )</td>
</tr>
<tr>
<td>( N_i )</td>
<td>Intermediate node, ( i \in [1,2(L-1)] )</td>
</tr>
<tr>
<td>( R_{N_i,N_j} )</td>
<td>Reliability of the link from ( N_i ) to ( N_j )</td>
</tr>
<tr>
<td>( L )</td>
<td>Length of the path expressed as the number of hops between the source and the destination</td>
</tr>
<tr>
<td>( E(N) )</td>
<td>Energy consumed by node ( N )</td>
</tr>
<tr>
<td>( E_{T_x}(\text{msg}) )</td>
<td>Energy consumed to transmit a message</td>
</tr>
<tr>
<td>( E_{T_x}(\text{ack}) )</td>
<td>Energy consumed to transmit an acknowledgment</td>
</tr>
<tr>
<td>( E_{R_x}(\text{msg}) )</td>
<td>Energy consumed to receive a message</td>
</tr>
<tr>
<td>( E_{R_x}(\text{ack}) )</td>
<td>Energy consumed to receive an acknowledgment</td>
</tr>
<tr>
<td>( dp(N) )</td>
<td>Default parent of node ( N )</td>
</tr>
<tr>
<td>( ap(N) )</td>
<td>Alternate parent of ( N )</td>
</tr>
<tr>
<td>( dc(N) )</td>
<td>Default child of ( N ), ( N ) is default parent of ( dc(N) )</td>
</tr>
<tr>
<td>( ac(N) )</td>
<td>Alternate child of ( N ), ( N ) is alternate parent of ( ac(N) )</td>
</tr>
</tbody>
</table>

IV. Redundancy patterns

After having selected the most reliable components, as in [13], the only mean to increase reliability consists in introducing redundancy and manage it according to either a masking approach or a detection-recovery approach. In a masking approach, the error is masked as long as the number of faults occurring is smaller than or equal to the number of faults tolerated. In a detection-recovery approach, the error, if any, must be detected before being recovered. In other words, the processing done depends on the effective occurrence of an error, whereas in a masking approach, the processing is independent. An example of a detection-recovery technique is given by Automatic Repeat reQuest (ARQ) [5]. It is an error-control method for data transmission that uses acknowledgements and timeouts. Two disjoint paths where each message is systematically transmitted on the two disjoint paths is an example of masking technique. In this section, we introduce three redundancy patterns to improve the reliability of an end-to-end transmission from \( S \) to \( D \).

A. The Disjoint-path pattern

The first solution consists in building an alternate path to the primary path between \( S \) and \( D \), such that these paths share no intermediate node, in order to tolerate one failure of any intermediate node. These two paths are said node-disjoint. The source node sends a copy of its message on the
primary path and another copy on the secondary path. Each copy follows its path independently. In the absence of failure, the destination receives two copies of the same message. It delivers the message arrived first and discards the copy arrived later. Such a pattern is called Disjoint-path pattern. Figure 1 depicts a primary path made of intermediate nodes with an odd identifier, whereas in the secondary path, the intermediate nodes have an even identifier.

To build the two node-disjoint paths requires two iterations of the Dijkstra’s algorithm [10]. The main advantage of this solution lies in the fact that only the source and the destination have to manage the path redundancy which is kept totally transparent to any intermediate node belonging either to the primary path or to the secondary one. In addition, this approach being a masking one, the node behavior that has to be scheduled does not depend on the effective occurrence of a link/node failure.

B. Triangular pattern

The Triangular pattern has been initially designed for the MOLSR Multicast routing protocol [12] based on the unicast routing protocol OLSR [1]. Its goal was to increase the reliability of the multicast routing tree. The basic pattern is based on the triangle formed by a node $N$, its alternate parent denoted $ap(N)$ and its grandparent denoted $dgp(N)$, as depicted in Figure 2. Hence, if a link or node failure occurs on the primary path, depicted in red, the alternate path depicted in green and using the alternate node of the failed primary node is used to deliver the message.

Each node $N$ on the primary path, except the destination, has one default parent $dp(N)$ and one alternate parent $ap(N)$. Each alternate parent $M$ has a triangular parent denoted $tp(M)$ on the primary path. More particularly, any node $N$ on the primary path selects as alternate parent $ap(N)$ a potential parent that has its default grand parent $dgp(N)$ as potential parent, whereas $M = ap(N)$ selects $dgp(N)$ as its triangular parent $tp(M)$, as illustrated in Figure 2. In Figure 3, node $N1$ selects node $N4$ as its alternate parent, and $N4$ selects $N5$ as its triangular parent. In the Triangular pattern, the end-to-end transmission is performed as follows. Each node on the primary path sends its message to both its default parent and its alternate parent, whereas each alternate parent sends the message only to its triangular parent.

C. Braided pattern

The Braided pattern is an extension of the Triangular pattern, in which an alternate path has been built with the alternate parents as intermediate nodes. It can also be seen as an extension of the Disjoint-path pattern where they are connected by multiple cross links, enabling multiple possibilities of going from one path to the other. Hence, the name of the pattern. This redundancy pattern is defined in [6], where it is part of the Leapfrog Collaboration running in collaboration with the RPL routing protocol in a TSCH network. It proceeds as follows. Similarly to the Triangular pattern, each node $N$ on the primary path, except the destination, selects as its alternate parent one node among its potential parents that has for potential parent the default grand parent of $N$, as depicted in Figure 2. For instance, in Figure 4, node $N3$ selects node $N6$ as its alternate parent. There is an additional condition: the alternate parents of nodes in the primary path should form
an alternate path, (e.g. the path $S$, $N_2$, $N_4$, $N_6$, $D$). Each packet is sent twice by the source and any intermediate node: once to the default parent and once to the alternate parent. At each level in the routing tree maintained by RPL, each node forwards only once the message received, to each of its two parents, even if it has received several copies. Such copies are discarded.

Fig. 4: Reliable path based on a Braided pattern.

V. COMPARATIVE EVALUATION

Industry 4.0 is looking for an IoT exhibiting high performance in terms of reliability, latency and energy. That is why, in this section we compare the performances obtained by each redundancy pattern previously presented.

A. Reliability

The three redundancy patterns presented, namely the Disjoint-path pattern, the Triangular pattern and the Braided pattern tolerate only one link failure or only one node failure. None of them is able to tolerate the failure of:

1. either two nodes having the same rank in the pattern considered, like for instance $N_3$ and $N_4$.
2. or two links with either the source, like for instance $SN_1$ and $SN_2$, or the destination like for instance $N_5D$ and $N_6D$.

However, the reliability of an end-to-end transmission provided by each pattern differs, as shown hereafter. To be able to quantitatively evaluate the increase in reliability brought by each redundancy pattern, we start by computing the reliability of the single path (i.e. the primary path) from $S$ to $D$. This pattern is called "No Redundancy" pattern and will be used as a reference. Numerical values of the reliability provided by each pattern studied are given in Table II for various link reliabilities. For a sake of simplicity, we assume that all nodes on the primary path have an odd identifier, whereas alternate nodes have even identifiers. In addition, we assume that at the same level in the routing tree, the primary node has an identifier smaller than the alternate node. Figures 1, 3 and 4 illustrate such a notation for the Disjoint-path, the Triangular and the Braided patterns, respectively. In this section, we evaluate the reliability of each pattern both theoretically and by simulations with NS3.

1) Theoretical evaluation of the reliability:

a) Disjoint-path pattern.

The reliability of an end-to-end transmission, denoted $R_{\text{Disjoint}}$ over two node-disjoint paths, denoted $Prim$ for the primary one and $Sec$ for the secondary one, is the probability of a successful end-to-end transmission: the message sent by $S$ is delivered to the destination $D$. $D$ may successfully receive the message on the primary path, the secondary one or both of them. Hence, $R_{\text{Disjoint}}$ is equal to the probability that $Prim$, $Sec$ or both delivers the message from $S$ to $D$. We have: $R_{\text{Disjoint}} = R_{\text{Prim}} \cup R_{\text{Sec}} = R_{\text{Prim}} + R_{\text{Sec}} - R_{\text{Prim}} \cap R_{\text{Sec}}$.

Assuming that link and node failures on the primary path do not depend on those occurring on the secondary path, we get:

$$R_{\text{Disjoint}} = R_{\text{Prim}} + R_{\text{Sec}} - R_{\text{Prim}} * R_{\text{Sec}},$$

with $R_{\text{Prim}} = \prod_{i \in \text{Prim}} R_{i,dp(i)}$ and $R_{\text{Sec}} = \prod_{i \in \text{Sec}} R_{i,dp(i)}$, since the reliability of a path is equal to the product of the reliability of each link composing this path.

b) Triangular pattern

We now focus on the Triangular pattern. The reliability of the Triangular pattern, denoted $R_{\text{Triangular}}$, is given by the probability that $D$ receives the message transmitted by $S$. $D$ may receive it from its default child (i.e. node $N_5$ in Figure 3), its alternate child (i.e. node $N_6$ in Figure 3), or from both of them. We denote $\text{top}_N$ the probability that node $N$ receives the message sent by $S$. With this notation the reliability of the Triangular pattern depicted in Figure 3 is given by:

$$R_{\text{Triangular}} = R_{N_5,D} * \text{top}_{N_5} + R_{N_6,D} * \text{top}_{N_6} - \text{Probability that both } N_5 \text{ and } N_6 \text{ receive the message. Assuming that failures on the primary path and on the alternate paths are independent, we get:}$$

$$R_{\text{Triangular}} = R_{N_5,D} * \text{top}_{N_5} + R_{N_6,D} * \text{top}_{N_6} - R_{N_5,D} * \text{top}_{N_5} * R_{N_6,D} * \text{top}_{N_6}.$$

The default child of $D$ (i.e. node $N_5$ in Figure 3) may receive the message either from its default child (i.e. node $N_3$ in Figure 3), its alternate child (i.e. node $N_4$ in Figure 3), or from both of them. However, an alternate parent, unlike a primary parent, has only one possibility to receive the message from $S$: it is via the node that selects it as its alternate parent, as depicted in green in Figure 5, where $N_6$ may receive only from $N_3$, whereas a primary parent like $N_5$ has two possibilities depicted in red.

Fig. 5: Two possibilities for a primary parent and only one possibility for an alternate parent in a Triangular pattern.

Table II for various link reliabilities. For a sake of simplicity, we assume that all nodes on the primary path have an odd identifier, whereas alternate nodes have even identifiers. In addition, we assume that at the same level in the routing tree, the primary node has an identifier smaller than the alternate node. Figures 1, 3 and 4 illustrate such a notation for the Disjoint-path, the Triangular and the Braided patterns, respectively. In this section, we evaluate the reliability of each pattern both theoretically and by simulations with NS3.
We proceed by successive iterations, progressing from the destination \( D \) downwards to the source \( S \). Finally, we get the following system of equations:

\[
\begin{align*}
R_{\text{Triangular}} &= R_{N_5,D} \ast \text{top}_5 + R_{N_6,D} \ast \text{top}_6 - R_{N_5,D} \ast \text{top}_5 + R_{N_6,D} \ast \text{top}_6 \\
\text{top}_5 &= R_{N_3,N_6} \ast \text{top}_3 \\
\text{top}_6 &= R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4 - R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4 \\
\text{top}_4 &= R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4
\end{align*}
\]

This system of equations can be generalized to any triangular pattern whose length of the primary path is \( L \):

\[
\begin{align*}
R_{\text{Triangular}} &= R_{N_2L-3,D} \ast \text{top}_{2L-3} + R_{N_2L-2,D} \ast \text{top}_{2L-2} - R_{N_2L-3,D} \ast \text{top}_{2L-3} + R_{N_2L-2,D} \ast \text{top}_{2L-2} \\
\text{top}_{2L-2} &= R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4 - R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4
\end{align*}
\]

(c) Braided pattern

The reliability of the Braided pattern is also given by the probability that \( D \) receives the message transmitted by \( S \). We proceed similarly to the Triangular pattern. The only difference comes from the fact that in the Braided pattern, the alternate parents, like the primary parents have two possibilities to receive the message sent by \( S \), as depicted in Figure 6 in red for the primary parent \( N_5 \) and in green for the alternate parent \( N_6 \). We proceed by successive iterations, progressing from the destination \( D \) downwards to the source \( S \).

\[
\begin{align*}
R_{\text{Braided}} &= R_{N_5,D} \ast \text{top}_5 + R_{N_6,D} \ast \text{top}_6 - R_{N_5,D} \ast \text{top}_5 + R_{N_6,D} \ast \text{top}_6 \\
\text{top}_5 &= R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4 - R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4
\end{align*}
\]

\[
\text{top}_{2L-2} = R_{N_3,N_6} \ast \text{top}_3 + R_{N_4,N_5} \ast \text{top}_4
\]

(d) Comparison of the reliability provided by each pattern

We evaluate the reliability provided by each pattern for a path length of four corresponding to the topologies depicted in Figures 1, 3 and 4. We evaluate the improvement brought with regard to the reliability obtained by the No-Redundancy pattern, used as a reference. We consider five cases:

- Case 1: all the links used by the three redundancy patterns studied have the same reliability and the link reliability
  is equal to 0.9.
- Case 2: only primary links have a reliability equal to 0.9, whereas any other link has a reliability equal to 0.7. This corresponds to the fact that primary links are chosen among the links providing the highest reliability.
- Case 3: primary links and secondary links have a reliability equal to 0.9 whereas any other cross link, like for instance the link \( N_1N_4 \) or the link \( N_2N_3 \), has a reliability equal to 0.7.
- Case 4: all the links originated at a primary node have a reliability equal to 0.9, whereas any other link has a reliability equal to 0.7.
- Case 5: all the links whose destination is a primary node have a reliability equal to 0.9 and any other link has a reliability equal to 0.7.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Red.</td>
<td>0.6561</td>
<td>0.6561</td>
<td>0.6561</td>
<td>0.6561</td>
<td>0.6561</td>
</tr>
<tr>
<td>Disjoint</td>
<td>0.8817</td>
<td>0.7387</td>
<td>0.8817</td>
<td>0.7623</td>
<td>0.7623</td>
</tr>
<tr>
<td>Triangular</td>
<td>0.9710</td>
<td>0.8917</td>
<td>0.9245</td>
<td>0.9322</td>
<td>0.9109</td>
</tr>
<tr>
<td>Braided</td>
<td>0.9866^*</td>
<td>0.9289^*</td>
<td>0.9771^*</td>
<td>0.9486^*</td>
<td>0.9434^*</td>
</tr>
<tr>
<td>∆R_P</td>
<td>50.37%</td>
<td>41.58%</td>
<td>48.93%</td>
<td>44.58%</td>
<td>43.79%</td>
</tr>
</tbody>
</table>

Table II gives the reliability obtained in each case by each pattern as well as the relative increase in reliability with regard...
to the No-Redundancy pattern. The character ‘*’ denotes the best reliability achieved for the case considered.

Figure 7 depicts the reliability of an end-to-end transmission from $S$ to $D$ for the three pattern studied in the five cases considered. The Disjoint-path pattern provides an increase in reliability ranging from 34% for the case 1 to 12.59% for the cases 2 and 5. In any case, it is dominated by both the Triangular and the Braided patterns that provide the highest increase in reliability reaching 48% and 50% in case 1, respectively. The Braided pattern outperforms the Triangular pattern in all the cases studied, with a reliability that in the worst case (i.e. case 2, where any link that does not belong to the primary path has a lower reliability), is equal to 0.9289. In the best case (i.e. case 1 where all links have the same high reliability), it provides a reliability reaching 0.9866. The dominance of the Braided pattern from the reliability point of view is due to the two possibilities for an alternate parent to receive the message in a Braided pattern, instead of only one possibility for the Triangular pattern.

2) Simulation results for the reliability of each pattern:
The theoretical results listed in Table II are now compared with simulation results obtained with NS3. Each simulation result is the average of 30 simulation runs. To generate unreliable links, a random generator is used per unreliable link: a message sent on this link is received with a probability equal to the link reliability. The source $S$ generates 1000 messages and the destination delivers without duplication the messages received. Figure 8 depicts the reliability of an end-to-end transmission for each pattern in the 5 cases studied.

Table III gives the simulation results obtained by each pattern in the five cases studied. As expected, the simulation results are very close to the theoretical results. The relative difference given in the line $\Delta R_{X \text{sim}}$, is less than 0.20% for the NoRedundancy configuration, 0.37% for the Disjoint pattern, less than 6.08% for the Triangular pattern and less than 3.69% for the Braided pattern. In any case, the Braided pattern is the most reliable.

Fig. 8: Simulation results for the reliability of an end-to-end transmission for each pattern in the 5 cases studied.

**TABLE III: Reliability of each pattern get by simulation.**

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Red.</td>
<td>0.6548</td>
<td>0.6548</td>
<td>0.6548</td>
<td>0.6548</td>
<td>0.6548</td>
</tr>
<tr>
<td>$\Delta R_{X \text{sim}}$</td>
<td>0.20%</td>
<td>0.20%</td>
<td>0.20%</td>
<td>0.20%</td>
<td>0.20%</td>
</tr>
<tr>
<td>Disjoint</td>
<td>0.8827</td>
<td>0.7407</td>
<td>0.8827</td>
<td>0.7612</td>
<td>0.7651</td>
</tr>
<tr>
<td>$\Delta R_{X \text{sim}}$</td>
<td>-0.10%</td>
<td>-0.27%</td>
<td>-0.11%</td>
<td>-0.13%</td>
<td>-0.37%</td>
</tr>
<tr>
<td>Triangular</td>
<td>0.9538</td>
<td>0.8551</td>
<td>0.8948</td>
<td>0.9012</td>
<td>0.9008</td>
</tr>
<tr>
<td>$\Delta R_{X \text{sim}}$</td>
<td>1.77%</td>
<td>4.11%</td>
<td>3.22%</td>
<td>6.08%</td>
<td>3.37%</td>
</tr>
<tr>
<td>Braided</td>
<td>0.9766</td>
<td>0.8862</td>
<td>0.9612</td>
<td>0.9319</td>
<td>0.9313</td>
</tr>
<tr>
<td>$\Delta R_{X \text{sim}}$</td>
<td>1.11%</td>
<td>3.62%</td>
<td>1.31%</td>
<td>1.75%</td>
<td>3.69%</td>
</tr>
</tbody>
</table>

B. Overhead

The increase in reliability is obtained at the cost of a higher overhead that we now want to evaluate. The two node-disjoint paths, the Triangular pattern and the Braided pattern, involve the same number of intermediate nodes: $2 \cdot (L - 1)$, where $L$ is the length of the path between $S$ and $D$. Hence the total number of nodes involved by each redundant pattern is:

$$\text{Nodes} = 2 \cdot L.$$  

We now compute the number of message transmissions generated as a function of the path length.

- **Disjoint-path**: Each node on the path, except the destination, transmits the message. Since there are two paths, there are $2 \cdot L$ message transmissions.

  $$\text{Transmissions} = 2 \cdot L.$$  

- **Triangular**: Each node on the primary path, except the destination and the nodes one-hop away from the destination, transmits the message to its default parent and to its alternate parent, leading to a total of $2 \cdot (L - 1)$ transmissions. The intermediate node on the primary path, one-hop away from the destination transmits the message only to the destination. In addition, each alternate parent transmits the message only to its triangular parent, leading to $L - 1$ transmissions. Hence a total of:

  $$\text{Transmissions} = 3 \cdot L - 2.$$  

- **Braided**: Each node on the primary path and on the alternate path, except the destination and the nodes one-
hop away from the destination, transmits the message to two parents, leading to a total of:

\[ \text{Transmissions} = 4 \cdot (L - 1). \]

For instance, the total number of transmissions is for a redundancy pattern of length 4, 8 for the Disjoint-path pattern, 10 for the Triangular pattern and 12 for the Braided pattern, respectively. More generally, Figure 9 depicts the number of message transmissions generated by each pattern studied as a function of the length of the path.

![Graph showing message transmissions](Image)

**C. Energy consumed by an end-to-end transmission**

Since the TSCH schedule enables each node to know when it is allowed either to transmit its messages or to receive messages, each node enters the *Sleep* mode each time slot where it is not involved in a communication. The *Sleep* mode enables the node to save a considerable amount of energy and hence to considerably increase its energy autonomy. As a consequence, the energy consumed by a node involved in an end-to-end communication is consumed while transmitting or receiving a message or an acknowledgment. However, due to failure, a node may wait for a message that it will never receive in this slot. The energy consumed by each node during an end-to-end transmission is computed for the three patterns as follows. In any redundancy pattern, nodes *S* and *D* behave as follows:

- *S* transmits 2 messages and receives their acknowledgment.
- *D* receives 2 messages and acknowledges them.

1) **Disjoint-path pattern:**

In the Disjoint-path pattern, each node, except *S* and *D*, behaves as follows:

- *N* receives one message, acknowledges it, forwards it and receives its acknowledgment.

\[
\begin{align*}
E(S) &= 2 \cdot E_{Tx}(msg) + 2 \cdot E_{Rx}(ack) \\
E(N_i) &= E_{Rx}(msg) + E_{Tx}(ack) + E_{Tx}(msg) + E_{Rx}(ack) \\
E(D) &= 2 \cdot E_{Rx}(msg) + 2 \cdot E_{Tx}(ack)
\end{align*}
\]

The total energy \(E_D\) consumed by an end-to-end transmission in a Disjoint-path pattern is given by:

\[ E_D = 2 \cdot L \cdot (E_{Tx}(msg) + E_{Rx}(ack) + E_{Rx}(msg) + E_{Tx}(ack)) \]  (3)

2) **Triangular pattern:**

In the Triangular pattern, each node, except *S* and *D*, behaves as follows:

- \(N_i,h\) an intermediate node on the primary path that is neither a 1-hop neighbor of *S* nor a 1-hop neighbor of *D*, receives 2 messages, acknowledges them, forwards one message to its both parents and receives their acknowledgment. There are \((L - 3)\) such nodes.
- \(N_i,a\) an alternate parent (i.e. *N*₂, *N*₄ and *N*₆ in Figure 3) receives one message, acknowledges it and forwards it to its triangular parent. There are \(L - 1\) such nodes.
- \(N_i,S\) the one-hop neighbor of *S* on the primary path (i.e. *N*₁ in Figure 3) receives one message, acknowledges it, forwards it to its both parents and receives its acknowledgments.
- \(N_i,D\) the one-hop neighbor of *D* on the primary path (i.e. *N*₅ in Figure 3) receives 2 messages, acknowledges them, forwards one message to *D* and receives its acknowledgment.

\[
\begin{align*}
E(S) &= 2 \cdot E_{Tx}(msg) + 2 \cdot E_{Rx}(ack) \\
E(N_i,h) &= 2 \cdot E_{Rx}(msg) + 2 \cdot E_{Tx}(ack) + 2 \cdot E_{Tx}(msg) \\
&\quad + 2 \cdot E_{Rx}(ack) \\
E(N_i,a) &= E_{Rx}(msg) + E_{Tx}(ack) + E_{Tx}(msg) + E_{Rx}(ack) \\
E(N_i,S) &= E_{Rx}(msg) + E_{Tx}(ack) + 2 \cdot E_{Tx}(msg) + 2 \cdot E_{Rx}(ack) \\
E(N_i,D) &= 2 \cdot E_{Rx}(msg) + 2 \cdot E_{Tx}(ack) + E_{Tx}(msg) + E_{Rx}(ack) \\
E(D) &= 2 \cdot E_{Rx}(msg) + 2 \cdot E_{Tx}(ack)
\end{align*}
\]

The total energy \(E_T\) consumed by an end-to-end transmission in the Triangular pattern is given by:

\[ E_T = (3 \cdot L - 2) \cdot (E_{Tx}(msg) + E_{Rx}(ack) + E_{Rx}(msg) + E_{Tx}(ack)) . \]  (4)

3) **Braided pattern:**

In the Braided pattern, each node behaves as follows:

- \(N_i,h\) an intermediate node that is neither a 1-hop neighbor of *S* nor a 1-hop neighbor of *D*, receives 2 messages, acknowledges them, forwards one message to its both parents and receives their acknowledgment. There are \(2 \cdot (L - 3)\) such nodes.
- \(N_i,S\) the two one-hop neighbors of *S* (i.e. *N*₁ and *N*₂ in Figure 3) receive one message, acknowledge it, forward it to their both parents and receive the 2 acknowledgments.
- \(N_i,D\) the two one-hop neighbors of *D* (i.e. *N*₅ and *N*₆ in Figure 3) receive 2 messages, acknowledge them and forward one message to *D* and receive its acknowledgment.

\[
\begin{align*}
E(S) &= 2 \cdot E_{Tx}(msg) + 2 \cdot E_{Rx}(ack) \\
E(N_i,h) &= 2 \cdot E_{Rx}(msg) + 2 \cdot E_{Tx}(ack) + 2 \cdot E_{Tx}(msg) \\
&\quad + 2 \cdot E_{Rx}(ack) \\
E(N_i,a) &= E_{Rx}(msg) + E_{Tx}(ack) + 2 \cdot E_{Tx}(msg) \\
&\quad + 2 \cdot E_{Rx}(ack) \\
E(N_i,S) &= 2 \cdot E_{Rx}(msg) + 2 \cdot E_{Tx}(ack) + E_{Tx}(msg) \\
&\quad + E_{Rx}(ack) \\
E(N_i,D) &= 2 \cdot E_{Rx}(msg) + 2 \cdot E_{Tx}(ack)
\end{align*}
\]

The total energy \(E_B\) consumed by an end-to-end transmission in the Braided pattern is given by:

\[ E_B = 4 \cdot (L - 1) \cdot (E_{Tx}(msg) + E_{Rx}(ack) + E_{Rx}(msg) + E_{Tx}(ack)) . \]  (5)
Equations 3, 4 and 5 show that the total energy consumed by an end-to-end transmission in each pattern studied is proportional to the number of transmissions performed by each pattern. The proportionality coefficient is equal to $E_{T_x}(msg) + E_{R_x}(ack) + E_{R_x}(msg) + E_{T_x}(ack)$. Hence, the curves depicting the total energy consumed by each pattern have the same shape as those giving the number of transmissions as a function of the path length illustrated in Figure 9.

D. Impact on the schedule and the delivery time

The management of the unreliability of wireless links and nodes has a strong impact on the schedule used: the schedule set up for a perfect wireless network where nodes and links are assumed to never fail, is not sufficient. In an unreliable network, additional slots must be allocated to enable the additional transmissions that may be either retransmission on the same link or transmission on another link. There are different approaches based on over-provisioning, which vary in the way to consider the wireless links and in the nature of the additional slots allocated.

Wireless links in the primary path may be considered: - either as a whole set. The reliability of the path is evaluated and a number of disjoint paths is computed to provide the requested reliability. This solution is simple but may lead to useless transmissions (e.g. on the most reliable links for instance). - or independently. The number of copies of the message is computed at each hop. As a consequence, the number of copies is perfectly tuned to the reliability of the wireless link, but at the cost of some additional processing. In addition, if the link quality varies, a new computation is needed. - or according to a mixed approach. Some links are considered individually, whereas others are considered as a group. A mixed approach tends to limit the complexity.

The additional slots allocated may be: - dedicated: with each transmission is associated an additional slot to enable a retransmission on the same link or a transmission on another link, in case of failure. The sender and the receiver of each additional slot are perfectly identified and no other nodes are allowed to use this slot. The advantage is that these additional slots can be scheduled in an order that minimizes the end-to-end delivery time. The main drawback is the possible high number of allocated slots that may remain unused in case of successful transmissions, when a detection recovery approach is adopted. In case of a masking approach, this drawback does not exist, since the transmission is done systematically on both links. - shared: To avoid the previous drawback, additional slots are allocated in shared mode, where several transmitters may use them. In such a case, a collision will occur and a CSMA/CA protocol ([9], [2]), specific to TSCH, is used between the competing transmitters. Shared cells tend to limit the number of additional cells needed, but at the cost of message losses in case of collision.

- some dedicated cells and some other shared cells: this combination benefits from the advantages of both previous approaches only if all the transmitters scheduled in the same slot and channel do not cause a collision.

In this section, we call perfect schedule the schedule in a perfect network (i.e. no redundancy is needed) and redundant schedule the schedule where a redundancy pattern is used. We adopt the following additional assumptions:

- $A_7$ In the perfect schedule, each node has at least as many opportunities to transmit as messages to transmit to the destination, including those that it has to forward.
- $A_8$ In the perfect schedule, any message transmitted in a Slotframe is delivered to the destination in the same Slotframe, assuming no failure.
- $A_9$ Only for the evaluation of the delivery time (i.e. in this section), we assume that only dedicated cells are used to schedule additional transmissions.

The perfect schedule of the end-to-end transmission from $S$ to $D$ is given by Table IV, where a line corresponds to a channel offset and a column to a timeslot. For instance, in the timeslot of offset 3 from the beginning of the Slotframe and in the channel corresponding to the offset 0, node $N_5$ will transmit its message to node $D$.

TABLE IV: Perfect schedule of the end-to-end transmission.

<table>
<thead>
<tr>
<th>Timeslot</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td>$S \rightarrow N_1$</td>
<td>$N_1 \rightarrow N_3$</td>
<td>$N_3 \rightarrow N_5$</td>
<td>$N_5 \rightarrow D$</td>
</tr>
</tbody>
</table>

In an unreliable network, all the transmissions generated by each redundancy pattern should be scheduled by the scheduler. Since the end-to-end transmission from $S$ to $D$ requires $L$ transmissions in a perfect network, the scheduler has to schedule:

- $L$ additional transmissions for the Disjoint-path pattern.
- $2 \times (L - 1)$ additional transmissions for the Triangular pattern.
- $3 \times L - 4$ additional transmissions for the Braided pattern.

The possibility of scheduling these additional transmissions in the slots already used by the perfect schedule strongly depend on the interferences generated by these transmissions and by those belonging to the perfect schedule. The interferences depend on the network topology, where additional wireless links may exist, even if they are not used in the routing tree. These additional links may cause conflicts that should be avoided by the scheduler. Nevertheless, the larger the number of additional transmissions, the larger the probability of using additional slots.

1) Disjoint-path pattern:

Property 1: The schedule of the Disjoint-path pattern requires $1 + \delta_{minterf}$ slots more than the perfect schedule, where $\delta_{minterf} = 0$ if the destination has multiple wireless interfaces, and 1 otherwise.
Proof: The source is unable to simultaneously transmit its message to its both parents (i.e. neither in the same dedicated cell, nor in the same slot but on two different channels). Hence, the two transmissions are serialized. After the transmission of the source on each path, two nodes belonging to the same rank transmit in the same slot: at each slot, the message progresses toward the destination on both paths. In addition, since on each path any intermediate node forwards the message it has received, the schedule should reflect this order. If the destination has multiple wireless interfaces, it may receive two transmissions in the same slot but on different channels. Hence the property.

Table V gives the schedule of end-to-end transmission according to the Disjoint-pattern. Five slots are needed, one more than the perfect case.

**TABLE V: Schedule of the end-to-end transmission according to the Disjoint-path pattern.**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>N1</td>
<td>N2</td>
<td>N3</td>
<td>N4</td>
<td>N5</td>
</tr>
<tr>
<td>N2</td>
<td>N3</td>
<td>N4</td>
<td>N5</td>
<td>N6</td>
<td>N7</td>
</tr>
</tbody>
</table>

2) Triangular pattern:

**Property 2:** The number of additional slots required by the Triangular pattern is equal to \( L - 1 + \delta_{\text{minterf}} \), where \( \delta_{\text{minterf}} = 0 \) if the destination has multiple wireless interfaces, and 1 otherwise.

Proof: As previously, the two transmissions of the source are serialized. After the transmission of the source on each path, a primary intermediate node transmits to its alternate parent while its sibling node (i.e. alternate parent at the same rank as itself) transmits to its triangular parent in the same slot. In other words, the two transmissions corresponding to the two branches of the ‘X’ in the Triangular pattern are scheduled as its itself) transmits to its triangular parent in the same slot. Hence the property.

Table VI gives the schedule of end-to-end transmission according to the Disjoint-pattern. Seven slots are needed, \( L - 1 = 4 \) more than in the perfect case.

**TABLE VI: Schedule of the end-to-end transmission according to the Triangular pattern.**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>N1</td>
<td>N2</td>
<td>N3</td>
<td>N4</td>
<td>N5</td>
</tr>
<tr>
<td>N2</td>
<td>N3</td>
<td>N4</td>
<td>N5</td>
<td>N6</td>
<td>N7</td>
</tr>
</tbody>
</table>

3) Braided pattern:

**Property 3:** The number of additional slots required by the Braided pattern is equal to \( L - 1 + \delta_{\text{minterf}} \), where \( \delta_{\text{minterf}} = 0 \) if the destination has multiple wireless interfaces, and 1 otherwise. This is the same number as the Triangular pattern.

Proof: In addition to the parallelism of the transmissions done by the two branches of the ‘X’ appearing in the Braided pattern, the vertical transmissions are also parallelized (see for instance the transmissions \( N1 \rightarrow N3 \) and \( N2 \rightarrow N4 \) in Figure 4. Hence the property.

Table VII gives the schedule of end-to-end transmission according to the Disjoint-pattern. Seven slots are needed, \( L - 1 = 4 \) more than the perfect case.

**TABLE VII: Schedule of the end-to-end transmission according to the Braided pattern.**

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>N1</td>
<td>N2</td>
<td>N3</td>
<td>N4</td>
<td>N5</td>
</tr>
<tr>
<td>N2</td>
<td>N3</td>
<td>N4</td>
<td>N5</td>
<td>N6</td>
<td>N7</td>
</tr>
</tbody>
</table>

4) Upper bound on the delivery time:

We now provide an upper bound on the delivery time of the message to its destination.

**Property 4:** An upper bound on the delivery time of an end-to-end transmission, where the last transmission scheduled occupies the slot offset \( \text{LastSlotUsed} \), is given by:

\[
T_{\text{Deliv}} \leq S_{\text{FrameSize}} + (\text{LastSlotUsed} + 1) \times S_{\text{Size}}
\]

where \( \text{LastSlotUsed} \) is the offset of the last slot where a transmission is scheduled, \( S_{\text{FrameSize}} \) and \( S_{\text{Size}} \) denote the size in ms of the Slotframe and the Slot, respectively.

Proof: It corresponds to the worst case where a message is generated when the last slot granted to the node is just finishing, the node has to wait for the next Slotframe to transmit this message. According to \( A_{k} \), it will be delivered to the destination in the same Slotframe. Hence the equation.

**E. Discussion**

We are now able to make some recommendations about the choice of a redundancy pattern for a given application profile supported by a given network topology. For a given industrial application with its own reliability, latency and node power autonomy constraints, the choice of the redundancy pattern strongly depends on the reliability of the links composing the TSCF network. If the No Redundancy pattern applied to this network topology provides a reliability that meets the application constraint, it is chosen. Otherwise, a redundancy pattern should be chosen. Since the increase in reliability is obtained at the cost of a higher overhead that decreases the power autonomy of wireless nodes, the smallest redundancy degree provided the requested reliability should be chosen: the Disjoint-path pattern with an overhead proportional to \( 2 \times L \), the Triangular pattern with an overhead proportional to \( 3 \times L - 2 \) and finally the Braided pattern with an overhead proportional to \( 4 \times (L - 1) \). Notice that even if the network topology provides all the links used by the Braided pattern, sometimes it is better to select the Triangular pattern that does not use the vertical links between the alternate parents to preserve the autonomy of wireless nodes.

In addition, if the latency constraint is strong, there is no other choice than a masking strategy where the response time does not depend on the occurrence of an error. Otherwise, if a detection/recovery strategy meets the latency constraint and
the node power autonomy constraint is high, this strategy will be preferred. It would allow to save energy because the error recovery is done only when an error has occurred.

VI. Conclusion

In this paper, we have presented three redundancy patterns, namely the Disjoint-path, the Triangular and the Braided patterns, improving the reliability of an end-to-end transmission in a TSCH network, a potential candidate for the IoT used by the Industry 4.0. A detailed analysis of the performances that matter for Industry 4.0 is done. The reliability provided by each pattern, the delivery time and the overhead in terms of the number of transmissions generated by each pattern as well as the amount of energy consumed by an end-to-end transmission allows us to conclude that the Braided pattern provides the highest reliability but with an overhead approximately twice the overhead of the Disjoint-path pattern and 4/3 the overhead of the Triangular pattern. These performance results are corroborated by simulations performed with NS3 for various configurations.
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