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This paper analyzes the existence and uniqueness issues in a class of multivalued Lur’e systems, where the multivalued part is represented as the subdifferential of some convex, proper, lower semicontinuous function. Through suitable transformations the system is recast into the framework of dynamic variational inequalities and the well-posedness (existence and uniqueness of solutions) is proved. Stability and invariance results are also studied, together with the property of continuous dependence on the initial conditions. The problem is motivated by practical applications in electrical circuits containing electronic devices with nonsmooth multivalued voltage/current characteristics, and by state observer design for multivalued systems.

1. Introduction

Lur’e systems, which consist of a linear time-invariant system in negative feedback with a static nonlinearity satisfying a sector condition, have received a considerable interest in the applied mathematics and control literature, due to their broad interest (see [1] for a survey). More recently the case where the nonlinearity is a maximal monotone map has been studied [2]. The maximal monotonicity allows one to consider unbounded sectors [0, +∞] and nonsmooth set-valued nonlinearities. So-called linear complementarity systems can be recast into Lur’e systems, where the feedback nonlinearity takes the form of a set of complementarity conditions between two slack variables [3–5]. One of these slack variables may be interpreted as a Lagrange multiplier $\lambda$, while the other one usually takes the form $y = Cx + D\lambda$. More general piecewise linear nonlinearities have been considered in [6,7]. As pointed out in [2] there exists a close relationship between some complementarity systems and differential inclusions with maximal monotone right-hand sides, in particular inclusions into normal cones to convex sets (which are in turn equivalent to dynamical variational inequalities of the first kind). Particular cases have been investigated in [8–10]. All these works are however restricted to the case where $D = 0$, except [7] where affine complementarity systems are considered. In this paper, we extend the works in [8,9] to the case where $D \neq 0$, i.e. there exists a feedthrough matrix in the linear part of the system. Moreover the nonlinearities which we consider are much more general than complementarity conditions between $y$ and $\lambda$ (i.e. $y \geq 0$, $\lambda \geq 0$, $y^T\lambda = 0$) and the considered systems may be written equivalently as dynamical variational inequalities of the second kind. Such an extension may be important in practice (for instance electrical circuits with ideal diodes and transistors usually yield systems with a nonzero feedthrough matrix $D$, possibly positive semi-definite and non-symmetric). Observer synthesis for set-valued systems is also an important application [11,12]. This work may also be seen as the continuation of previous efforts to study the relationships
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between various types of differential inclusions, complementarity systems, projected systems in finite dimensions [10,13–15].

The paper is organized as follows: In Section 2 the dynamical system is presented, and its well-posedness is studied in Section 3. In Section 4 the stability properties are studied, and an invariance result is presented in Section 5. Conclusions end the paper in Section 6.

Notations: Let \( f : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\} \) be a proper convex and lower semicontinuous function, we denote by \( \text{dom}(f) := \{ x \in \mathbb{R}^n : f(x) < +\infty \} \) the domain of the function \( f(\cdot) \). Recall that the Fenchel transform \( f^*(\cdot) \) of \( f(\cdot) \) is the proper, convex and lower semicontinuous function defined by

\[
(\forall z \in \mathbb{R}^n) : f^*(z) = \sup_{x \in \text{dom}(f)} \{ \langle x, z \rangle - f(x) \}.
\]

The subdifferential \( \partial f(x) \) of \( f(\cdot) \) at \( x \in \mathbb{R}^n \) is defined by

\[
\partial f(x) = \{ \omega \in \mathbb{R}^n : f(v) - f(x) \geq \langle \omega, v - x \rangle, \forall v \in \mathbb{R}^n \},
\]

where \( \langle \cdot, \cdot \rangle \) denotes the usual scalar product in \( \mathbb{R}^n \), i.e. \( \langle y, z \rangle = y^T z \) for any vectors \( y \) and \( z \) of \( \mathbb{R}^n \). We denote by \( \text{Dom}(\partial f) := \{ x \in \mathbb{R}^n : \partial f(x) \neq \emptyset \} \) the domain of the subdifferential operator \( \partial f : \mathbb{R}^n \rightarrow \mathbb{R}^n \). Let \( x_0 \) be any element in the domain \( \text{dom}(f) \) of \( f(\cdot) \), the recession function \( f_\infty(\cdot) \) of \( f(\cdot) \) is defined by

\[
(\forall x \in \mathbb{R}^n) : f_\infty(x) = \lim_{\lambda \rightarrow +\infty} \frac{1}{\lambda} f(x_0 + \lambda x).
\]

The function \( f_\infty : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{+\infty\} \) is a proper convex and lower semicontinuous function which describes the asymptotic behavior of \( f(\cdot) \). For a nonempty closed and convex set \( K \subset \mathbb{R}^n \), the dual cone of \( K \) is the nonempty closed convex cone \( K^* \) defined by

\[
K^* := \{ w \in \mathbb{R}^n : \langle w, v \rangle \geq 0, \forall v \in K \},
\]

while the polar cone \( K_\infty = -K^* \). Let \( x_0 \) be any element in \( K \), the recession cone of \( K \) is defined by

\[
K_\infty = \bigcap_{\lambda > 0} \frac{1}{\lambda} (K - x_0).
\]

The set \( K_\infty \) is a nonempty closed convex cone that is described in terms of the directions which recede from \( K \). When \( K \) is a cone then \( K_\infty = K \). The relative interior of a set \( K \) is denoted as \( \text{rint}(K) \), and its closure as \( \overline{K} \). Let \( M \in \mathbb{R}^{m \times n} \) be a given matrix, we denote by \( \ker(M) \) the kernel of \( M \) and by \( \mathcal{R}(M) \) the range of \( M \). \( M \geq 0 \) means that \( M \) is positive semidefinite, \( M > 0 \) means that it is positive definite.

2. The multivalued Lur'e system

Let \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times p}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times p} \) be given matrices, \( f \in C^0(\mathbb{R}_+; \mathbb{R}) \) such that \( f' \in L_{\text{loc}}^1(\mathbb{R}_+; \mathbb{R}^n) \) and \( \varphi_i : \mathbb{R} \rightarrow \mathbb{R} \cup \{+\infty\} \) \( (1 \leq i \leq p) \) given proper convex and lower semicontinuous functions. Let \( x_0 \in \mathbb{R}^n \) be some initial condition, we consider the problem: Find \( x \in C^0(\mathbb{R}_+; \mathbb{R}^n) \) such that \( x \in I_{\text{loc}}^1(\mathbb{R}_+; \mathbb{R}^n) \) and \( x \) right-differentiable on \( \mathbb{R}_+ \), \( \lambda \in C^0(\mathbb{R}_+; \mathbb{R}^n) \) and \( y \in C^0(\mathbb{R}_+; \mathbb{R}^p) \) satisfying the nonsmooth dynamical system \( \text{NSDS}(A, B, C, D, f, \varphi_1, \ldots, \varphi_p, x_0) \):

\[
\begin{cases}
  x(0) = x_0 & \text{a.e. } t \geq 0 \\
  x'(t) = Ax(t) + B\lambda(t) + f(t) & \text{for all } t \geq 0 \\
  y(t) = Cx(t) + D\lambda(t) \\
  \lambda_1(t) = -\varphi_1(y_1(t)) \\
  \lambda_2(t) = -\varphi_2(y_2(t)) \\
  \vdots \\
  \lambda_p(t) = -\varphi_p(y_p(t)).
\end{cases}
\]

The system is therefore in the canonical absolute stability form since it is the negative feedback interconnection of a linear invariant system \( (A, B, C, D) \) (with “input” \( \lambda \), “output” \( y \) and external excitation \( f(\cdot) \)) with a static multivalued nonlinearity (with “input” \( y \) and “output” \( -\lambda \)). In \([8,9]\) it was considered that \( D = 0 \). As we shall see next the case \( D \neq 0 \) complicates the analysis. It is noteworthy that one may have \( p > n \), which is crucial because \( \lambda \) is not a control input and \( p \) may in applications be very large. Physical examples are given later in the paper. It is assumed in this paper that the “output” \( y \) does not depend explicitly on time. If this is the case the results of this paper do not apply because one has to resort to the perturbed Moreau’s sweeping process to derive well-posedness results, see [16].

Let us set \( \lambda = (\lambda_1, \ldots, \lambda_n)^T, \Phi(\cdot) = \varphi_1(\cdot) + \cdots + \varphi_p(\cdot), \) and \( M \in \mathbb{R}^{p \times p} \) is an invertible matrix. One may consider a slightly more general version of the Lur’e system (2) as:

\[
\begin{cases}
  x(0) = x_0 \\
  x'(t) = Ax(t) + B\lambda(t) + f(t) \\
  \lambda(t) = -M\partial \Phi(y(t)).
\end{cases}
\]
Denoting $\bar{\lambda} = M^{-1}\lambda$, $\bar{B} = BM$, $\bar{D} = DM$, (3) is equivalently rewritten as:

\[
\begin{cases}
  x(0) = x_0 \\
  \dot{x}(t) = Ax(t) + \bar{B}\bar{\lambda}(t) + f(t) \\
  \bar{\lambda}(t) \in -\partial \Phi(Cx(t) + \bar{D}\bar{\lambda}).
\end{cases}
\]

Therefore the transformed system (4) possesses the same structure as the system in (2). The Lur’e system (2) can be represented as in Fig. 1(a).

Finally as will appear clearly later, all the existence and uniqueness of solutions results which are derived in this paper (Section 3) also hold when the linear term $Ax$ is replaced by a Lipschitz continuous mapping $A(x)$. For the sake of clarity of the presentation the linear case $Ax$ is kept all through the paper, for the well-posedness and the stability analysis.

3. Well-posedness analysis

In this section the existence and uniqueness of solutions will be shown first by using a version of Kato’s theorem, second via maximal monotone operators. Examples coming from electrical circuits and state observer design are provided to illustrate the theoretical developments.

3.1. Well-posedness by Kato’s theorem

In the remainder of this section we shall apply some transformations to the Lur’e system so that its well-posedness can be analyzed.

3.1.1. System’s transformations

Let us set

\[
\phi^*_i(-z) := \phi_i^*(-z).
\]

Assumption 1. We assume the existence of $z_{0,i} \in \mathbb{R}$ at which $\phi^*_i(-\cdot)$ is continuous.

Assumption 1 is a simple qualitative condition that is required to ensure that (see [17]):

\[
\partial \phi_i^*(-z) = -\partial \phi_i^*(-z).
\]

Then

\[
\lambda_i \in -\partial \phi_i(y_i) \Leftrightarrow y_i \in \partial \phi_i^*(-\lambda_i) = -[-\partial \phi_i^*(-\lambda_i)] = -\partial \phi_i^*(-\lambda_i).
\]

Let us now denote by $p_l$ (and set $p_H = p - p_l$) the largest integer such that the matrix $D$ can be written as follows:

\[
D = \begin{pmatrix}
0_{p_l \times p_l} & 0_{p_H \times p_l} \\
0_{p_l \times p_H} & D_H
\end{pmatrix}
\]

with $D_H \neq 0_{p_H \times p_H}$. In using this notation, we suppose by convention that $p_l = 0$ (resp. $p_H = 0$) means that the terms indexed by $l$ (resp. $H$) are useless and not considered. So, if $p_l = 0$ (resp. $p_H = 0$) then $D = D_H$ (resp. $D = 0_{p \times p}$). For $z \in \mathbb{R}^p$, we set also $z = (z_l \ z_H)^T$ with $z_l \in \mathbb{R}^{p_l}$ and $z_H \in \mathbb{R}^{p_H}$.

\[
B = \begin{pmatrix}
B_l \\
B_H
\end{pmatrix}, \quad C = \begin{pmatrix}
C_l \\
C_H
\end{pmatrix}
\]

with $B_l \in \mathbb{R}^{n \times p_l}$, $B_H \in \mathbb{R}^{n \times p_H}$, $C_l \in \mathbb{R}^{p_l \times n}$ and $C_H \in \mathbb{R}^{p_H \times n}$. Finally, we set

\[
(\forall y \in \mathbb{R}^{p_l}) : \Phi_l(y) := \phi_1(y_1) + \phi_2(y_2) + \cdots + \phi_{p_l}(y_{p_l})
\]
and
\[
(\forall y \in \mathbb{R}^{p_d}) : \quad \Phi_{\Pi}(y) := \varphi_{p_1}(y_1) + \varphi_{p_2}(y_2) + \cdots + \varphi_{p_{p_d}}(y_{p_{p_d}}).
\]  
(8)

We have:
\[
(\forall z \in \mathbb{R}^{p_d}) : \quad \Phi_{\Pi}^*(z) = \varphi_{p_1}^*(z_1) + \varphi_{p_2}^*(z_2) + \cdots + \varphi_{p_{p_d}}^*(z_{p_{p_d}}).
\]
(9)

We set
\[
(\forall z \in \mathbb{R}^{p_d}) : \quad \Phi_{\Pi}^{*-}(z) := \Phi_{\Pi}^*(-z).
\]

We note also that Assumption 1 ensures that:
\[
(\forall z \in \mathbb{R}^{p_d}) : \quad \partial \Phi_{\Pi}^{*-}(z) = -\partial \Phi_{\Pi}^*(-z).
\]

We also set:
\[
(\forall x \in \mathbb{R}^p) : \quad \Phi(x) = \Phi_I(x) + \Phi_{\Pi}(x)
\]  
(10)

and
\[
(\forall x \in \mathbb{R}^p) : \quad \Phi^{*-}(x) = \Phi^*(-x).
\]  
(11)

Assumption 1 guarantees that
\[
(\forall x \in \mathbb{R}^p) : \quad \partial \Phi^*(-x) = -\partial \Phi^*(-x).
\]

It follows that the system
\[
\begin{align*}
\lambda_1(t) &\in -\partial \varphi_1(y_1(t)) \\
\lambda_2(t) &\in -\partial \varphi_2(y_2(t)) \\
& \vdots \\
\lambda_p(t) &\in -\partial \varphi_p(y_p(t))
\end{align*}
\]

can be written equivalently as:
\[
\begin{align*}
\lambda_I(t) &\in -\partial \Phi_I(y_I(t)) \\
\lambda_{II}(t) &\in -\partial \Phi_{II}(y_{II}(t))
\end{align*}
\]
or as:
\[
\begin{align*}
\lambda_I(t) &\in -\partial \Phi_I(y_I(t)) \\
y_{II}(t) &\in -\partial \Phi_{II}^*(-\lambda_{II}(t)).
\end{align*}
\]

Using these notations, we see that the system NSDS($A$, $B$, $C$, $D$, $f$, $\varphi_1$, $\ldots$, $\varphi_p$, $x_0$) reduces to the system:
\[
\begin{align*}
\dot{x}(0) &= x_0 \quad \text{a.e.} \quad t \geq 0 \\
\dot{x}(t) &= Ax(t) + B^T\lambda_I(t) + B^T\lambda_{II}(t) + f(t) \quad \text{for all} \quad t \geq 0 \\
y_I(t) &= C_Ix(t) \\
y_I(t) &= C_{II}x(t) + D_{II}\lambda_{II}(t) \\
y_{II}(t) &\in -\partial \Phi_{II}^*(-\lambda_{II}(t)).
\end{align*}
\]

The feedback nonlinearity is therefore split into two main parts: one part indexed by $I$ is multivalued, the other part indexed by $II$ will be shown under certain conditions to be single-valued.

**Remark 1.** The case $p_I = n$ (i.e. $D = 0_{n \times n}$) has been the object of specific papers, see [8,9,18]. The complementarity problem (i.e. $\varphi_i(\cdot) = \psi_{R_+}(\cdot)$ $\forall i \in \{1, \ldots, n\}$), has also been the object of various papers [3,4,19,20].

**Assumption 2** (if $p_I \geq 1$). There exists a symmetric and invertible matrix $W \in \mathbb{R}^{n \times n}$ such that:
\[
W^2B^T = C_I^T.
\]  
(12)

We set:
\[
V = \begin{cases} 
W & \text{if } p_I \geq 1 \\
I & \text{if } p_I = 0
\end{cases}
\]  
(13)

and
\[
(\forall w \in \mathbb{R}^n) : \quad \mathcal{Z}_I(w) = \begin{cases} 
\Phi_I(C_IV^{-1}w) & \text{if } p_I \geq 1 \\
0 & \text{if } p_I = 0.
\end{cases}
\]  
(14)

Notice that by [21, Exercise 1.40, Proposition 1.39] the function $\mathcal{Z}_I(\cdot) = \Phi \circ C_IV^{-1}(\cdot)$ is lower semicontinuous, proper, convex.
Assumption 3 (If \( p_I \geq 1 \)). There exists a point \( w_0 \) in \( \mathbb{R}^p \) at which \( \Xi_t(\cdot) \) is continuous.

Assumptions 2 and 3 ensure in case \( p_I \geq 1 \) that
\[
(\forall w \in \mathbb{R}^p) : \partial \Xi_t(w) = V^{-1}C_I^T \partial \Phi_I(C_I^T V^{-1} w) = V^{-1}C_I^T \partial \Phi_I(C_I^T V^{-1} w).
\]
The multivalued mapping \( \Xi_t(\cdot) \) is maximal monotone, being the subdifferential of a convex, proper, lower semicontinuous function. Let us now set:
\[
(\forall x \in \mathbb{R}^n) : A_H(x) \equiv \begin{cases} 
V B^H(D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} x) & \text{if } p_H \geq 1 \\
0 & \text{if } p_H = 0
\end{cases}
\]
We suppose also the following:

Assumption 4 (If \( p_H \geq 1 \)). The operator \( A_H : \mathbb{R}^n \rightarrow \mathbb{R}^n : x \mapsto A_H(x) \) is well-defined, single-valued and Lipschitz continuous.

Recalling that
\[
D_H z - q \in -\partial \Phi_H^{*,-}(z) \iff q \in (D_H + \partial \Phi_H^{*,-})(z) \iff z \in (D_H + \partial \Phi_H^{*,-})^{-1}(q),
\]
we note that Assumption 4 (in case \( p_H \geq 1 \)) requires that for all \( q \in \mathbb{R}^p \), there exists at least one \( z(q) \in \mathbb{R}^n \) such that
\[
(D_H z - q, v - z) + \Phi_H^{*,-}(v) - \Phi_H^{*,-}(z) \geq 0, \quad \forall v \in \mathbb{R}^p,
\]
and there exists a constant \( K > 0 \) such that for all \( x_1, x_2 \in \mathbb{R}^n \) and \( z_1 \in (D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} x_1), z_2 \in (D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} x_2) \):
\[
\| V V_H^{H} z_1 - V V_H^{H} z_2 \| \leq K \| x_1 - x_2 \|.
\]
The solvability of the variational inequality in (15) ensures that
\[
(\forall x \in \mathbb{R}^n) : \quad V V_H^{H}(D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} x) \neq \emptyset
\]
while the condition in (16) guarantees that if \( x \in \mathbb{R}^n \) and \( z_1, z_2 \in (D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} x) \) then \( \| z_1 - z_2 \| \leq 0 \) and thus \( z_1 = z_2 \). It results that the operator \( A_H(\cdot) \) is single-valued. The Lipschitz continuity of \( A_H(\cdot) \) is then also a direct consequence of (16).

Conditions on the matrix \( D_H \) and on the function \( \Phi_H^{*,-}(\cdot) \) ensuring that Assumption 4 holds will be discussed in the following section.

The problem NSDS \((A, B, C, D, f, \varphi_1, \ldots, \varphi_p, x_0)\) can be reduced, by setting \( X(t) = V x(t)(\forall t \geq 0) \), to the following dynamical variational inequality problem: Find \( X \in C^0(\mathbb{R}_+; \mathbb{R}^n) \) such that \( X' \in L^\infty_{\text{loc}}(\mathbb{R}_+; \mathbb{R}^n) \) and \( X \) right-differentiable on \( \mathbb{R}_+ \) such that \( X(0) = x_0 \) and satisfying for a.e. \( t \geq 0 \) the variational inequality:
\[
(\partial_x^t - V A V^{-1} X(t)) - A_H(X(t)) - V f(t), \quad v - X(t) + \Xi_t(v) - \Xi_t(X(t)) \geq 0, \quad \forall v \in \mathbb{R}^n
\]
which we may name a dynamical variational inequality of the second kind. Indeed, let us here write the details in case \( p_I \geq 1 \) and \( p_H \geq 1 \). It is clear that
\[
x(0) = x_0 \iff X(0) = x_0 \iff V x(0) = V x_0
\]
and
\[
\begin{align*}
X'(t) &= A x(t) + B' \lambda_I(t) + B'' \lambda_H(t) + f(t) \\
y_I(t) &= C_I x(t) \\
\lambda_I(t) &= -\partial \Phi_I(y_I(t)) \\
y_H(t) &= C_H x(t) + D_H \lambda_H(t) \\
\lambda_H(t) &= -\partial \Phi_H^{*,-}(\lambda_H(t))
\end{align*}
\]
\[
\begin{align*}
&\d X'(t) - B' (D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V x(t)) - A x(t) - f(t) \in -B' \partial \Phi_I(C_I V^{-1} x(t)) \\
&\d V X'(t) - V B' (D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} V x(t)) - V A V^{-1} X(t) - V f(t) \in -V^{-1} V^2 B' \partial \Phi_I(C_I V^{-1} V x(t)) \\
&\d X'(t) - V B' (D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} X(t)) - V A V^{-1} X(t) - V f(t) \in -V^{-1} C_I^T \partial \Phi_I(C_I V^{-1} X(t)) \\
&\d X'(t) - V A V^{-1} X(t) - V B' (D_H + \partial \Phi_H^{*,-})^{-1}(-C_H V^{-1} X(t)) - V f(t) \in -\partial \Xi_t(X(t))
\end{align*}
\]
from which one deduces (17). The case \( p_I = 0 \) (resp. \( p_H = 0 \)) can be deduced from the previous relations in removing the terms indexed by \( I \) (resp. \( II \)). The system has therefore been transformed from (a) to (b) in Fig. 1, which are equivalent representations. As will be made clear in the next section, the transformation consists of inserting the Lipschitz continuous part of the multivalued nonlinearity, into the continuous dynamics of the system.
3.1.2. The operator $x \mapsto VB^D(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(-C_\Pi V^{-1}x)$

In this section, we suppose that $p_\Pi \geq 1$. The following two results give conditions on $D_\Pi$ and $\Phi_\Pi(\cdot)$ ensuring that the operator $z \in \mathbb{R}^p \mapsto (D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(z)$ is well-defined, single-valued and Lipschitz continuous, i.e. such that Assumption 4 is satisfied. The operator $\Lambda_\Pi : x \in \mathbb{R}^n \mapsto VB^D(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(-C_\Pi V^{-1}x)$ is then consequently also well-defined, single-valued and Lipschitz continuous.

**Proposition 1.** Suppose that $D_\Pi$ is positive definite and $\Phi_\Pi(\cdot)$ is proper convex and lower semicontinuous. Then the operator $(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}$ is well-defined, single-valued and Lipschitz continuous.

**Proof.** The conditions of the proposition ensure (see e.g. [22]) that for all $q \in \mathbb{R}^p$ there exists a unique $z = z(q) \in \mathbb{R}^n$ such that

$$(D_\Pi z - q, v - z) + \Phi^s_{\Pi}(-v) - \Phi^s_{\Pi}(-z) \geq 0, \quad \forall v \in \mathbb{R}^p,$$

that is equivalent to $D_\Pi z - q \in -\partial \Phi^s_{\Pi}(-z)$. The operator $(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1} : \mathbb{R}^p \to \mathbb{R}^p; q \mapsto (D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(q)$ is thus well-defined and single-valued. It is also Lipschitz continuous. Indeed, let $q_1, q_2 \in \mathbb{R}^p$ be given. Set $z_1 = (D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(q_1)$ and $z_2 = (D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(q_2)$. We have $(D_\Pi z_1 - q_1, z_2 - z_1) + \Phi^s_{\Pi}(-z_2) - \Phi^s_{\Pi}(-z_1) \geq 0$ and $(D_\Pi z_2 - q_2, z_1 - z_2) + \Phi^s_{\Pi}(-z_1) - \Phi^s_{\Pi}(-z_2) \geq 0$ and thus $(D_\Pi(z_1 - z_2), z_1 - z_2) \leq (q_1 - q_2, z_1 - z_2)$. The matrix $D$ is positive definite and thus $(\forall \in \mathbb{R}^p) : (D_\Pi x, x) \geq \lambda_1(D_\Pi)\|x\|^2$, where $\lambda_1(D_\Pi + D_\Pi^T) > 0$ is the smallest eigenvalue of the matrix $D_\Pi + D_\Pi^T$. Thus

$$\|z_1 - z_2\| \leq \frac{2}{\lambda_1(D_\Pi + D_\Pi^T)}\|q_1 - q_2\|$$

and then:

$$\|(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(q_1) - (D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(q_2)\| \leq \frac{2}{\lambda_1(D_\Pi + D_\Pi^T)}\|q_1 - q_2\|. \quad \square$$

Let us recall that a P-matrix is a matrix with all its principal minors positive [23].

**Proposition 2.** Suppose that $D_\Pi$ is a P-matrix and $\Phi_\Pi(\cdot) = \Psi_{P_\Pi}(-\cdot)$. Then the operator $(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}$ is well-defined, single-valued and Lipschitz continuous.

**Proof.** Here $(\forall z \in \mathbb{R}^n) : \Phi^s_{\Pi}(-z) = \Psi_{P_\Pi}(-z) = \Psi_{P_\Pi}(z)$. Thus $(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1} = (D_\Pi + \partial \Psi_{P_\Pi})^{-1}$. It is easy to check that $z = (D_\Pi + \partial \Psi_{P_\Pi})^{-1}(q)$ if and only if $z$ is solution of the complementarity problem: $z \in \mathbb{R}^n, D_\Pi z - q \in \mathbb{R}^p, (z, D_\Pi z - q) = 0$. The matrix $D_\Pi$ is assumed to be a P-matrix and the well-defined single-valued Lipschitz continuity property of the solution map of the complementarity problem is in this case a well-known result, see e.g. [23]. \square

Let us recall that $\Phi_\Pi(\cdot) = \Psi_{P_\Pi}(-\cdot)$ implies the complementarity relations $0 \leq \lambda_\Pi(\cdot) \perp y_\Pi(t) \geq 0$. The following result concerns the important class of positive semidefinite matrices.

**Proposition 3.** Suppose that $D_\Pi$ is positive semidefinite, i.e.

$$\forall z \in \mathbb{R}^p : (D_\Pi z, z) \geq 0. \quad (18)$$

Suppose also that

$$\text{dom}(\Phi^s_{\Pi}^-) = \text{dom}(\Phi^s_{\Pi}^-), \quad (19)$$

$$\left(\text{dom}(\Phi^s_{\Pi}^-)\right)_{\infty} \cap \ker(D_\Pi + D_\Pi^T) \cap \{z \in \mathbb{R}^p : D_\Pi z \in \left(\text{dom}((\Phi^s_{\Pi}^-)_{\infty})^*\right)^{\ast}\} = \{0\} \quad (20)$$

and

$$\mathcal{R}(C_\Pi) \subset \mathcal{R}(D_\Pi + D_\Pi^T) \subset \ker(B^D). \quad (21)$$

Then the operator $x \mapsto VB^D(D_\Pi + \partial \Phi^s_{\Pi}^-)^{-1}(-C_\Pi V^{-1}x)$ is well-defined, single-valued and Lipschitz continuous.

**Proof.** The existence for any $q \in \mathbb{R}^p$ of at least one solution of the variational inequality

$$z = z(q) \in \mathbb{R}^p : (D_\Pi z - q, v - z) + \Phi^s_{\Pi}(v) - \Phi^s_{\Pi}(q) \geq 0, \quad \forall v \in \mathbb{R}^p$$

follows from assumptions (18), (19), (20) and Corollary 3.6 in [22]. Let $x_1, x_2 \in \mathbb{R}^p$ and set $q_1 = -C_\Pi V^{-1}x_1, q_2 = -C_\Pi V^{-1}x_2, z_1 = z(q_1)$ and $z_2 = z(q_2)$. We have

$$(D_\Pi z_1 - q_1, v - z_1) + \Phi^s_{\Pi}(v) - \Phi^s_{\Pi}(z_1) \geq 0, \quad \forall v \in \mathbb{R}^p$$

and

$$(D_\Pi z_2 - q_2, v - z_2) + \Phi^s_{\Pi}(v) - \Phi^s_{\Pi}(z_2) \geq 0, \quad \forall v \in \mathbb{R}^p$$
from which we deduce that
\[
\langle D_H (z_2 - z_1), z_2 - z_1 \rangle \leq \langle q_2 - q_1, z_2 - z_1 \rangle. \tag{22}
\]

Let \( H = \ker(D_H + D_H^T) \). We denote by \( P_H \) the orthogonal projector from \( \mathbb{R}^p \) onto \( H \) and by \( P_{H^\perp} \) the orthogonal projector from \( \mathbb{R}^p \) onto the orthogonal space \( H^\perp = \mathcal{R}(D_H + D_H^T) \). There exists a constant \( c > 0 \) such that
\[
\forall z \in \mathbb{R}^p : \langle D_H z, z \rangle \geq c \|P_{H^\perp} z\|^2. \tag{23}
\]

We know from (21) that \( q_i = -C_H V^{-1} x_1 \in \mathcal{R}(C_H) \subset H^\perp = \mathcal{R}(D_H + D_H^T) \) so that \( P_H(q_i) = 0 \) and \( P_{H^\perp}(q_i) = q_i \) (\( i = 1, 2, 3 \)). Thus
\[
\langle q_2 - q_1, z_2 - z_1 \rangle = \langle P_H(q_2 - q_1), P_H(z_2 - z_1) \rangle + \langle P_{H^\perp}(q_2 - q_1), P_{H^\perp}(z_2 - z_1) \rangle
\]
\[
= \langle q_2 - q_1, P_{H^\perp}(z_2 - z_1) \rangle \leq \|q_2 - q_1\| \|P_{H^\perp}(z_2 - z_1)\| \leq \|C_H V^{-1}\| \|x_2 - x_1\| \|P_{H^\perp}(z_2 - z_1)\|. \tag{24}
\]

It results from (22), (23) and (24) that
\[
\|P_{H^\perp}(z_2 - z_1)\| \leq \frac{1}{c} \||C_H V^{-1}\| \|x_2 - x_1\|.
\]

Then recalling that by assumption \( H^\perp \subset \ker(B_i) \), we get
\[
\|VB_i(z_2 - z_1)\| = \|VB_i(P_{H^\perp}(z_2 - z_1)) + VB_i(P_H(z_2 - z_1))\| = \|VB_i(P_{H^\perp}(z_2 - z_1))\| \leq \frac{1}{c} \|VB_i\| \|C_H V^{-1}\| \|x_2 - x_1\|.
\]

This means that the operator \( x \mapsto VB_i(D_H + \partial \Phi_h^{\ast})(-C_H V^{-1} x) \) is well-defined, single-valued and Lipschitz continuous.

We now may state the next result as a corollary of Proposition 3.

**Corollary 1.** Let \( D_H \) be positive semidefinite, and suppose that \( \Phi_h(\cdot) = \Psi_K(\cdot) \) for some closed convex cone \( K \subset \mathbb{R}^p \). Then if \( K^0 \cap \ker(D_H + D_H^T) = \{0\} \) and \( \mathcal{R}(C_H) \subset \mathcal{R}(D_H + D_H^T) \subset \ker(B_i) \), the operator \( x \mapsto VB_i(D_H + \partial \Phi_h)^{-1}(-C_H V^{-1} x) \) is well-defined, single-valued and Lipschitz continuous.

The proof relies on the fact that \( \text{dom}(\Psi_K) = K \) and \( \Psi_K^{\ast}(\cdot) = \Psi_{K^0}(\cdot) \). Notice that in such a case one has the cone complementarity problem \( K \ni y_H(t) \perp \lambda_H(t) \in K^* = -K^0 \). If \( D_H \) is definite positive then Proposition 1 applies.

### 3.1.3. Existence and uniqueness of solutions

Let us now state the well-posedness result relying on Kato's Theorem.

**Theorem 1.** Suppose that Assumptions 1–4 hold. Then for any \( X_0 \in \text{Dom}(\partial \mathcal{S}_1) \) there exists a unique \( X \in C^0(\mathbb{R}_+; \mathbb{R}^n) \) such that \( X' \in L^\infty(\mathbb{R}_+; \mathbb{R}^n), X(\cdot) \) right-differentiable on \( \mathbb{R}_+ \) and:
\[
X(t) \in \text{Dom}(\partial \mathcal{S}_1), \quad (\forall t \geq 0), \tag{25}
\]
\[
(X'(t) - CV^{-1} X(t) - A_H(X(t))) - Vf(t), v - X(t) + \mathcal{S}_1(v) - \mathcal{S}_1(X(t)) \geq 0, \quad \forall v \in \mathbb{R}^n, \text{ (a.e. } t \geq 0), \tag{26}
\]
\[
X(0) = X_0. \tag{27}
\]

**Proof.** The mapping \( X \mapsto -VAV^{-1}X - A_H(X) \) is Lipschitz continuous. We may then apply a version of Kato's Theorem (see Corollary 2.2 in [24]) to guarantee the existence and the uniqueness of the solution \( X(\cdot) \) of problem (25)–(27).

Then for \( x_0 \in V^{-1}\text{Dom}(\mathcal{S}_1) \), the solution \( x(\cdot) \) of the problem \( \text{NSDS}(A, B, C, D, \varphi_1, \ldots, \varphi_p, f, x_0) \) is uniquely defined by the formula:
\[
x(t) = V^{-1} X(t).
\]

It results that \( \lambda_H \) (case \( p_H \geq 1 \)) is uniquely defined by the formula
\[
\lambda_H(t) = (D_H + \partial \Phi_h^{\ast})^{-1}(-CV^{-1} X(t)).
\]

The uniqueness of \( y \) is then a consequence of the formula:
\[
y(t) = CV^{-1} X(t) + D_H \lambda(t) = CV^{-1} X(t) + D_H \lambda_H(t).
\]

The uniqueness of \( \lambda_i \) (case \( p_i \geq 1 \)) is not in general guaranteed. However, if \( \lambda_i^1 \) and \( \lambda_i^2 \) denote two solutions then necessarily
\[
(\forall t \geq 0) : B_i^T \lambda_i^1(t) = B_i^T \lambda_i^2(t).
\]

It results that if \( \text{rank}(B_i) = p_i \) then the uniqueness of \( \lambda_i \) is also ensured.
**Remark 2.** Let $X = Vx$ be given. We note that if $p_1 \geq 1$ then $X \in \text{Dom}(\partial \Xi) \iff C_1 V^{-1} X \in \text{Dom}(\partial \Phi_1) \iff C_1 X \in \text{Dom}(\partial \Phi_1)$. If $p_1 = 0$ then $X \in \text{Dom}(\partial \Xi) \iff X \in \mathbb{R}^n \iff x \in \mathbb{R}^n$.

The case $p_1 = p$ is given in the following corollary. Here $\Lambda \equiv 0$ and we may set

$$\forall w \in \mathbb{R}^n : \Xi_t(w) = \Xi(w) := \Phi(CV^{-1} w).$$

Assumption 4 is here useless and we obtain the result:

**Corollary 2.** Let $p_1 = p$. Suppose that Assumptions 1–3 hold. Then for any $X_0 \in \text{dom}(\Xi)$ there exists a unique $X \in C^0(\mathbb{R}^+; \mathbb{R}^n)$ such that $X' \in L^1_{\text{loc}}(\mathbb{R}^+; \mathbb{R}^n)$, $X(\cdot)$ right-differentiable on $\mathbb{R}^+$ and:

$$X(t) \in \text{Dom}(\partial \Xi), \quad (\forall t \geq 0),$$

$$X'(t) - VAV^{-1} X(t) - Vf(t), v - X(t)) + \Xi(v) - \Xi(X(t)) \geq 0, \quad \forall v \in \mathbb{R}^n, \quad (\text{a.e. } t \geq 0),$$

$$X(0) = X_0. \quad \square$$

Under the conditions of the Corollary it follows that for $x_0 \in \mathbb{R}^n$ such that $CX_0 \in \text{Dom}(\partial \Phi)$, the function $x(\cdot) = V^{-1} X(\cdot)$ is the unique solution of the problem:

$$\begin{align*}
\dot{x}'(t) &= Ax(t) + B\lambda(t) + f(t) \quad (\text{a.e. } t \geq 0) \\
x(0) &= x_0 \\
y(t) &= CX(t) + D\lambda(t) \quad (\forall t \geq 0) \\
\lambda(t) &\in -\partial \Phi(y(t)) \quad (\forall t \geq 0).
\end{align*}$$

**Remark 3.** The function $y$ is uniquely defined by the formula $y = CX$ and if rank($B$) = $p$ then $\lambda$ is also uniquely defined by the formula $B\lambda = \dot{x}' - Ax - f$.

Let us now state the case $p_1 = p$. Then $\Xi_t \equiv 0$. Here Assumptions 2 and 3 are useless and we obtain the following result:

**Corollary 3.** Let $p_1 = p$. Suppose that Assumptions 1 and 4 hold. Then for any $X_0 \in \mathbb{R}^n$ there exists a unique $X \in C^0(\mathbb{R}^+; \mathbb{R}^n)$ such that $X' \in L^1_{\text{loc}}(\mathbb{R}^+; \mathbb{R}^n)$ and $X(\cdot)$ right-differentiable on $\mathbb{R}^+$ such that:

$$X'(t) - AX(t) - B(D + \partial \Phi^{*+})^{-1}(-CX(t)) - f(t) = 0 \quad (\text{a.e. } t \geq 0),$$

$$X(0) = X_0. \quad \square$$

Then for $X_0 \in \mathbb{R}^n$ the function $X(\cdot)$ is the unique solution of the problem:

$$\begin{align*}
\dot{x}'(t) &= Ax(t) + B\lambda(t) + f(t) \quad (\text{a.e. } t \geq 0) \\
x(0) &= x_0 \\
y(t) &= CX(t) + D\lambda(t) \quad (\forall t \geq 0) \\
\lambda(t) &\in -\partial \Phi(y(t)) \quad (\forall t \geq 0).
\end{align*}$$

**Remark 4.** If rank($B$) = $p$ then $\lambda$ is uniquely defined by the formula $B\lambda = \dot{x}' - AX - f$ and $y$ is then also uniquely defined by the formula $y = CX + D\lambda$.

**Remark 5.** If the operator $(D + \partial \Phi^{*+})^{-1}$ is single-valued (see Propositions 1 and 2) then $\lambda$ is uniquely defined by the formula $\lambda = (D + \partial \Phi^{*+})^{-1}(-CX)$. Then $y$ is also uniquely defined by the formula $y = CX + D\lambda$.

### 3.1.4. A physical example

Let us consider the electrical system of Fig. 2 that is composed of two resistors $R$ with voltage/current law $u(t) = Ri(t)$, four capacitors $C$ with voltage/current law $Cu'(t) = it(t)$, and two ideal diodes with characteristics $0 \leq v_1(t) \perp i_1(t) \geq 0$ and $0 \leq v_2(t) \perp i_2(t) \geq 0$ respectively. The state variables are $x_1(t) = \int_0^t i_1(t) \, dt$, $x_2(t) = \int_0^t i_2(t) \, dt$, $x_3(t) = v_2(t)$, and $\lambda_1(t) = -i_3(t)$, $\lambda_2(t) = v_1(t)$.

The dynamics of this circuit is given by:

$$\begin{align*}
\dot{x}_1(t) &= \left( \begin{array}{ccc}
-2 & 1 & 0 \\
1 & -2 & 0 \\
0 & 0 & 0
\end{array} \right) x_1(t) + \left( \begin{array}{c}
0 \\
1 \\
0
\end{array} \right) \lambda(t), \\
0 \leq \lambda(t) \perp y(t) &= \left( \begin{array}{ccc}
-2 & 0 & 1 \\
0 & 0 & 0
\end{array} \right) x_1(t) + \left( \begin{array}{c}
0 \\
0
\end{array} \right) \lambda(t) \geq 0.
\end{align*}$$
The matrices $A$, $B$, $C$ and $D$ are easily identified. Assumptions 1–4 are satisfied as one may check that Proposition 1 (or Proposition 2) and consequently Theorem 1 apply. One has $\varphi_R(\cdot) = \psi_R(\cdot)$ with $K = \mathbb{R}^+$. It is noteworthy that one may consider any other electronic devices with current/voltage laws $v_1 \in \partial\varphi_2(i_1)$ and $-i_3 \in \partial\varphi_1(v_2)$ provided the functions $\varphi_1(\cdot)$ and $\varphi_2(\cdot)$ are proper, convex lower semicontinuious. Doing so our framework encompasses linear complementarity systems and allows for a much larger set of nonsmooth nonlinear characteristics of the electronic devices, see [25] for some examples.

3.2. Well-posedness by maximal monotonicity

It is noteworthy that the application of condition (21) in Proposition 3 implies that the symmetric part of $D$ has a large enough range. This is not the case when $D$ is skew-symmetric (see a four-diode bridge full wave rectifier in Example 4 in [22]) or when its symmetric part has an orthogonal range to the range of $C$ (see a four-diode bridge wave rectifier in Section 14.2.1 in [26], despite the condition (20) may be satisfied). This motivates us to look for another path to show the well-posedness of (2).

3.2.1. The existence and uniqueness result

In this section we shall not make the assumption that $D$ possesses a structure as in (6), however a stronger assumption than Assumption 2 is made:

**Assumption 5.** (i) There exists a matrix $P = P^T > 0$ such that $PB = CT$, and (ii) $D$ is positive semidefinite.

Using the same notations as in Section 3.1, one has $\lambda \in -\partial\Phi(Cx + D\lambda)$, and $Cx + D\lambda \in -\partial\Phi^+ - (\lambda)$. Let us define the operator $\lambda \mapsto D\lambda + \partial\Phi^+ - (\lambda)$. In view of the assumptions on $\Phi(\cdot)$ and of Assumption 5, the operator $(D \cdot + \partial\Phi^+ - (\cdot))$ is maximal monotone, being the sum of two maximal monotone operators with $\text{dom}(D\cdot) = \mathbb{R}^p$ [21, Corollary 12.44]. Now from [21, Exercise 12.8] it follows that the inverse operator $(D \cdot + \partial\Phi^+ - )^{-1}(\cdot)$ is maximal monotone as well. It is now easy to see that the Lur'e system in (2) may be rewritten equivalently as:

$$x'(t) = Ax(t) + B\begin{pmatrix} D \cdot + \partial\Phi^+ - \end{pmatrix}^{-1}(-Cx(t)) + f(t).$$  \hspace{1cm} (34)

Let $R$ be the symmetric positive definite square root of $P$, i.e. $R^2 = P$. Using Assumption 5 the system in (34) may be rewritten as:

$$z'(t) \in RAR^{-1}z(t) - R^{-1}C(T(D \cdot + \partial\Phi^+ - )^{-1}(CR^{-1}z(t))) - Rf(t).$$ \hspace{1cm} (35)

Since $R$ is symmetric it now follows from [21, Theorem 12.43] that the operator $z \mapsto R^{-1}C^T(D \cdot + \partial\Phi^+ - )^{-1}(CR^{-1}z)$ is maximal monotone, provided $\mathcal{R}(CR^{-1}) \cap \text{rint}(\text{Dom}(D \cdot + \partial\Phi^+ - )^{-1}) \not= \emptyset$.

We now may state the following:

**Theorem 2.** Let Assumptions 1 and 5 hold, and suppose that $\mathcal{R}(CR^{-1}) \cap \text{rint}(\text{Dom}(D \cdot + \partial\Phi^+ - )^{-1}) \not= \emptyset$. Let also $x_0 \in \mathbb{R}^n$ such that $-Cx_0 \in \text{Dom}(D \cdot + \partial\Phi^+ - )^{-1}$(=$\mathcal{R}(D \cdot + \partial\Phi^+ - )$). Then the Lur'e system in (2) possesses a unique solution that is Lipschitz continuous.

**Proof.** The proof follows directly from the above developments and the application of [27, Proposition 3] (see also [28, Proposition 4.3]). \hspace{1cm} \Box

It is noteworthy that since $\mathcal{R}(D \cdot + \partial\Phi^+ - ) = \text{Dom}(D \cdot + \partial\Phi^+ - )^{-1}$ then the condition of the theorem is equivalent to $\mathcal{R}(CR^{-1}) \cap \text{rint}(\mathcal{R}(D \cdot + \partial\Phi^+ - )^{-1}) \not= \emptyset$. It is also noteworthy that contrary to Section 3.1 where the operator $x \mapsto VB^*(D \hat{\Pi} + \partial\Phi^+_B(V^*V^-)^{-1})(-C_0V^{-1}x)$ is supposed (or shown) to be single-valued, here we allow for multivaluedness. Notice that there is no obstacle to consider "outputs" $y = Cx + D\lambda + E$ with constant $E$ of appropriate dimension. Indeed this does not preclude for the above reasoning to work because considering composition with affine mappings preserves also the maximal monotonicity [21, Theorem 12.43], provided the range intersection condition is still satisfied.

![Fig. 2. Electrical circuit with capacitors, resistors and ideal diodes.](image-url)
Notice that if \( p_1 = 0 \) and if we rely on the results of Section 3.1, then we impose that the operator \((D \cdot + \partial \Phi^* - )^{-1}\) is single-valued, which is not the case in this section where it is allowed to be multivalued.

Remark 6. Assumption 5(i) implies that the so-called Markov parameter \( CB = B^T PB \geq 0 \) and is symmetric. This is a relative degree condition on the quadruplet \((A, B, C, D)\), in the sense that if \( D = 0 \) and \( p = 1 \) then \( CB > 0 \) and the relative degree is equal to one.

3.2.2. A physical example

Let us consider the four-diode bridge wave rectifier in Fig. 3, with a capacitor \( C \), an inductance \( L \), a resistor \( R \). Its dynamics is given by [26]:

\[
\begin{align*}
\begin{bmatrix}
    x'_1(t) \\
    x'_2(t)
\end{bmatrix} &=
\begin{bmatrix}
    0 & -\frac{1}{C} \\
    \frac{1}{L} & 0
\end{bmatrix}
\begin{bmatrix}
    x_1(t) \\
    x_2(t)
\end{bmatrix} +
\begin{bmatrix}
    0 & 0 & -\frac{1}{C} & 1 \\
    0 & 0 & 0 & 0
\end{bmatrix}
\lambda(t)
\end{align*}
\]

\[
0 \leq y(t) \perp \lambda(t) \geq 0
\]

where \( x_1 = v_i, x_2 = i_i, \lambda = (-v_{DR1} - v_{DF1} i_{DF1} i_{DR2})^T, y = (i_{DR1} i_{DF2} - v_{DF1} - v_{DR2})^T \) and

\[
y(t) =
\begin{bmatrix}
    0 & 0 \\
    0 & 0 \\
    -1 & 0 \\
    1 & 0
\end{bmatrix}
\begin{bmatrix}
    x_1 \\
    x_2
\end{bmatrix} +
\begin{bmatrix}
    1 & 1 \\
    -\frac{R}{L} & -1 & 0 \\
    \frac{1}{R} & 0 & -1 \\
    1 & 0 & 0 & 0 \\
    0 & 1 & 0 & 0
\end{bmatrix}
\lambda(t).
\]

Notice that in this example one has \( n = 2 \) and \( p = 4 \). The matrix \( D \) is full rank, semi-definite positive. The relation \( PB = C^T \) holds with \( P = \begin{pmatrix} 0 & 0 \\ 0 & p_{22} \end{pmatrix}, p_{22} > 0 \), where \( C \) is the capacitor parameter. One may check that condition (20) is satisfied, however (21) is not.

As a second example, let us consider another diode-bridge that is taken from [22, Example 4]. It is simply obtained from the circuit of Fig. 3 by dropping the capacitor and the inductance outside the bridge, and adding a capacitor \( C \) in parallel with the resistor inside the bridge. The state \( x \) is the voltage across the capacitor. We assume that each diode has a current/voltage law of the form \( V_k = -\partial \psi_k(i_k), k = 1, 2, 3, 4 \), for some convex, proper lower semicontinuous functions \( \psi_k(\cdot) \). The dynamics of this circuit is given by:

\[
x'(t) = - \frac{1}{RC} x(t) + \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \lambda(t)
\]

\[
y(t) =
\begin{bmatrix}
    1 \\
    0 \\
    0 \\
    1
\end{bmatrix}
\begin{bmatrix}
    x(t) \\
    x(t)
\end{bmatrix} +
\begin{bmatrix}
    0 & 0 & 0 & 0 \\
    -1 & 0 & 0 & 0 \\
    0 & -1 & 0 & 0 \\
    0 & 0 & -1 & 0
\end{bmatrix}
\lambda(t)
\]

with \( y_1 = V_{DR1}, y_2 = i_{DF2}, y_3 = V_{DF1}, y_4 = V_{DR2}, \) and \( \lambda = (i_{DR1} V_{DF2} i_{DF1} i_{DR2})^T \). The matrix \( D \) has rank 2, it is positive semidefinite since it is skew symmetric. Assumption 5 is satisfied with \( P = C \). We may then choose \( R = \sqrt{C} \). One has \( \mathcal{R}(CB^{-1}) = \alpha(1 0 0 0)^T, \alpha \in \mathbb{R} \), and \( \mathcal{R}(D) = (\alpha(-1 0 1 1)^T + \beta(0 1 0 0)^T, \alpha \in \mathbb{R}, \beta \in \mathbb{R} \). The condition of Theorem 2 is satisfied for a large range of functions \( \psi_k(\cdot) \). This is the case in the complementarity framework if \( \psi_k(\cdot) = \psi_{K_i}(\cdot) \) with \( K_i = \mathbb{R}^+ \): then \( \psi_{K_i}(\cdot) = \psi_{K_i^*}(\cdot) \) where \( K_i^* = \mathbb{R}^- \) is the polar cone to \( K_i \).

Remark 7 (Time-discretization). The implicit Euler time-stepping method studied in [28] can be used to discretize the Lur'e system under study. Under the stated assumptions the method may be shown to converge, and to be of order \( \frac{1}{2} \) or 1 (in
of (2) is supposed to possess the general form: $z = Gx + F\lambda, z \in \mathbb{R}^n, G \in \mathbb{R}^{m \times n}, F \in \mathbb{R}^{m \times p}$. It may also be assumed that $m < n$. The following state observer is proposed:

$$\begin{cases}
    \dot{x}(t) = A_0 x(t) + B y(t) + f(t) + L_1 (x(t) - G_1 x(t) - F_1 y(t)) \\
    y(t) = -\dot{\lambda}(\xi(t) + D_1 y(t))
\end{cases}$$ (39)

which is equivalently rewritten as:

$$\begin{cases}
    \dot{x}(t) = (A - LG)x(t) + (B - LF)y(t) + LGx(t) + LF\lambda(t) + f(t) \\
    y(t) = -\dot{\lambda}(\xi(t) + D_1 y(t))
\end{cases}$$ (40)

Let us make the following assumption:

**Assumption 6.** The observed dynamics in (2) is well-posed, i.e. it possesses for each admissible initial condition a unique right-differentiable continuous solution with bounded derivative, defined on $[0, +\infty)$.

Starting from this assumption, we may consider the term $LGx(t) + LF\lambda(t) + f(t)$ as an exogenous function of time for the observer dynamics, denoted as $g(t)$. The observer dynamics in (40) is therefore under the general form in (2). Its well-posedness may be analyzed similarly. Notice that we may equivalently rewrite (40) as:

$$\begin{cases}
    \dot{x}(t) = (A - LG)x(t) + (B - LF)y(t) + LGx(t) + LF\lambda(t) + f(t) \\
    \xi(t) + D_1 y(t) = -\dot{\lambda}(\gamma(t)).
\end{cases}$$ (41)

Let us suppose that both the observed system and the observer are well-posed, and let us form the so-called error dynamics with state vector $e = x - \xi$:

$$\begin{cases}
    \dot{e}(t) = (A - LG)e(t) + (B - LF)(\lambda(t) - \gamma(t)) \\
    \xi(t) + D_1 y(t) = -\dot{\lambda}(\gamma(t)).
\end{cases}$$ (42)

The proof of the asymptotic stability of (42) is similar to the proof of Theorem 4.4 in [11] and is omitted here. In [11,29] it is assumed that $D = 0, \Phi(\cdot) = \psi_K(\cdot)$ for some closed convex set $K$, and $p < n$. However $y$ may depend explicitly on an absolutely continuous (resp. piecewise AC) function of time. Then $K = K(t)$ varies in an absolutely continuous way (resp. in a piecewise AC way allowing for state jumps) which is not the case in this paper. Hence the so-called extended observers (see [11, Eq.(7)]) cannot be designed relying on the above well-posedness results.

### 4. Stability results

Once the Lur’e system has been shown to be well-posed, one can study its stability properties. Let us set:

$$\mathcal{X}_0 = \begin{cases}
    \{x \in \mathbb{R}^n : C_i x \in \text{Dom}(\partial \Phi_i)\} & \text{if } p_1 \geq 1 \\
    \mathbb{R}^n & \text{if } p_1 = 0.
\end{cases}$$

Then, for $x_0 \in \mathcal{X}_0$, problem NSDS($A, B, C, D, 0, \varphi_1, \ldots, \varphi_p, x_0$) has a unique solution $x(\cdot, x_0) : \mathbb{R}_+ \to \mathbb{R}^n; t \mapsto \mathbb{R}^n$.

We note that problem NSDS($A, B, C, D, 0, \varphi_1, \ldots, \varphi_p, x_0$) can be written as follows:

$$\begin{cases}
    (\text{a.e. } t \geq 0) : \dot{x}(t) = Ax(t) + B\lambda(t) \\
    x(0) = x_0 \\
    (\forall t \geq 0) : y(t) = Cx(t) + D\lambda(t) \\
    (\forall t \geq 0) : y(t) = -\dot{\lambda}(\gamma(t)).
\end{cases}$$ (43)

and is denoted as the system $(A, B, C, D, \Phi^\flat)$.
**Assumption 7.** The initial data satisfy:

\[ 0 \in \mathcal{X}_0 \quad \text{and} \quad \Lambda_\ell(0) \in \partial \mathcal{Z}_l(0). \]

Let us recall that the system in (43) may be written equivalently as the variational inequality:

\[ (X'(t) - VAV^{-1}X(t) - \Lambda_\ell(X(t)), v - X(t)) + Z_l(v) - Z_l(X(t)) \geq 0, \quad \forall v \in \mathbb{R}^n, \tag{44} \]

with

\[ (\forall t \geq 0) : X(t) = Vx(t). \]

We see that Assumption 7 ensures that

\[ (\forall t \geq 0) : x(t; 0) = 0. \]

In this section, we suppose that the Lur'e system is well-posed, i.e. Assumptions 1 through 4 or Assumptions 1 and 5 hold. We also suppose that Assumption 7 holds.

### 4.1. Dissipativity and stability results

We may now examine the question of stability of this last trivial solution. For this we shall rely on the property of dissipativity of dynamical systems, which plays a central role in control and feedback systems theory [30]. Let us first introduce several definitions of dissipative systems.

**Definition 1.** One says that the system \((A, B, C, D)\) is passive provided that there exists a symmetric and positive definite matrix \(P \in \mathbb{R}^{n \times n}\) such that the matrix

\[
Q = \begin{pmatrix}
A^TP + PA & PB - C^T \\
B^TP - C & -(D + D^T)
\end{pmatrix}
\]

is negative semidefinite.

It is easy to show that the linear matrix inequality \(Q \leq 0\) in (45) is equivalent to the so-called dissipation inequality:

\[
\frac{1}{2}x^T(t_1)Px(t_1) - \frac{1}{2}x^T(t_0)Px(t_0) = \int_{t_0}^{t_1} y^T(t)\lambda(t)dt + \int_{t_0}^{t_1} (x^T(t) \lambda^T(t))Q \left( \begin{matrix} x(t) \\ \lambda(t) \end{matrix} \right) dt
\]

for any \(t_1, t_0, t_1 \geq t_0\), see for instance Chapter 3 in [30]. One may also define the passivity with a positive semidefinite \(P\). Then if the pair \((C, A)\) is observable it follows that the solutions of the LMI \(Q \leq 0\) are full-rank, hence \(P\) is positive definite [31].

**Definition 2.** One says that the system \((A, B, C, D)\) is strictly passive provided that there exists a symmetric and positive definite matrix \(P \in \mathbb{R}^{n \times n}\) and a real \(\varepsilon > 0\) such that

\[
Q = \begin{pmatrix}
A^TP + PA + \varepsilon P & PB - C^T \\
B^TP - C & -(D + D^T)
\end{pmatrix}
\]

is negative semidefinite.

These two well-known definitions are now slightly extended to cope with the multivalued Lur'e systems we are dealing with.

**Definition 3.** One says that the system \((A, B, C, D, \Phi^*)\) is passive provided that there exists a symmetric and positive definite matrix \(P \in \mathbb{R}^{n \times n}\) such that

\[
(\forall x \in \mathbb{R}^n, z \in \mathbb{R}^p) : \quad \langle PAx, x \rangle + \langle (PB - C^T)z, x \rangle - \langle Dz, z \rangle + \Phi^*(0) - \Phi^*(z) \leq 0.
\]

**Definition 4.** One says that the system \((A, B, C, D, \Phi^*)\) is strictly passive provided that there exists a symmetric and positive definite matrix \(P \in \mathbb{R}^{n \times n}\) and a real \(\varepsilon > 0\) such that

\[
(\forall x \in \mathbb{R}^n, z \in \mathbb{R}^p) : \quad \langle PAx + \frac{1}{2}\varepsilon Px, x \rangle + \langle (PB - C^T)z, x \rangle - \langle Dz, z \rangle + \Phi^*(0) - \Phi^*(z) \leq 0.
\]

Let us note that \((A, B, C, D, \Phi^*)\) is strictly passive if and only if there exists \(\varepsilon > 0\) such that \((A + \frac{1}{2}\varepsilon I, B, C, D, \Phi^*)\) is passive.
Proposition 4. If the system \((A, B, C, D)\) is passive and
\[
(\forall z \in \mathbb{R}^p) : \Phi^{s^+}(z) \geq \Phi^{s^-}(0)
\]
then the system \((A, B, C, D, \Phi^{s^+})\) is passive.

Proof. See the proof of Proposition 5 with \(\varepsilon = 0\). \(\Box\)

Proposition 5. If the system \((A, B, C, D)\) is strictly passive and
\[
(\forall z \in \mathbb{R}^p) : \Phi^{s^+}(z) \geq \Phi^{s^-}(0)
\]
then the system \((A, B, C, D, \Phi^{s^+})\) is strictly passive.

Proof. Indeed,
\[
\begin{align*}
(\mathcal{P}x + \frac{1}{2} \varepsilon x, x) + ((PB - C^T)z, x) - (Dz, z) + \Phi^{s^+}(0) - \Phi^{s^-}(z) \\
= \frac{1}{2}((A^TP + PA)x + \varepsilon x, x) + \frac{1}{2}((PB - C^T)z, x) - \frac{1}{2}(D + D^T)z, z) + \Phi^{s^+}(0) - \Phi^{s^-}(z) \\
= \frac{1}{2}(x^Tz) + \Phi^{s^+}(0) - \Phi^{s^-}(z)
\end{align*}
\]
and the result holds. \(\Box\)

Theorem 3. (1) If the system \((A, B, C, D, \Phi^{s^+})\) is passive then there exists a constant \(C > 0\) such that for each \(x_0 \in \mathcal{X}_0:\)
\[
(\forall t \geq 0) : \|x(t; x_0)\| \leq C \|x_0\|.
\]
(2) If the system \((A, B, C, D, \Phi^{s^+})\) is strictly passive then there exist constants \(C > 0\) and \(\alpha > 0\) such that for each \(x_0 \in \mathcal{X}_0:\)
\[
(\forall t \geq 0) : \|x(t; x_0)\| \leq C \|x_0\| e^{-\alpha t}.
\]

Proof. Let \(x_0 \in \mathcal{X}_0\) be given. We set \((\forall t \geq 0) : x(t) = x(t; x_0)\). Let us first prove part (2) of the theorem. We have:
\[
x'(t) = Ax(t) + B\lambda(t) \Rightarrow Pxx'(t) = PAx(t) + PB\lambda(t) \\
\Rightarrow \langle Pxx'(t), x(t) \rangle = \langle PAx(t), x(t) \rangle + \langle (PB - C^T)\lambda(t), x(t) \rangle + \langle C^T\lambda(t), x(t) \rangle.
\]
The matrix \(P\) is symmetric and positive definite and thus : \((\forall x \in \mathbb{R}^p) : \langle Px, x \rangle \geq \lambda_1(P)\|x\|^2\) where \(\lambda_1(P) > 0\) is the smallest eigenvalue of the matrix \(P\). We have
\[
\langle Pxx'(t), x(t) \rangle = \frac{1}{2} \frac{d}{dt} \langle Px(t), x(t) \rangle.
\]
We have also \((\forall t \geq 0)\):
\[
y(t) = -\partial \Phi^{s^+}(\lambda(t)) \Rightarrow Cx(t) + D\lambda(t) = -\partial \Phi^{s^-}(\lambda(t)) \\
\Rightarrow \langle Cx(t) + D\lambda(t), v - \lambda(t) \rangle + \Phi^{s^+}(v) - \Phi^{s^-}(\lambda(t)) \geq 0, \quad \forall v \in \mathbb{R}^p.
\]
Thus \((\forall t \geq 0)\):
\[
-\langle Cx(t), \lambda(t) \rangle - \langle D\lambda(t), \lambda(t) \rangle + \Phi^{s^+}(0) - \Phi^{s^-}(\lambda(t)) \geq 0
\]
and thus \((\forall t \geq 0)\):
\[
\langle x(t), C^T\lambda(t) \rangle \leq -\langle D\lambda(t), \lambda(t) \rangle + \Phi^{s^-}(0) - \Phi^{s^-}(\lambda(t)).
\]
It results that \((\forall t \geq 0)\):
\[
\frac{d}{dt} \langle Px(t), x(t) \rangle = 2 \left[ \langle PAx(t), x(t) \rangle + \langle (PB - C^T)\lambda(t), x(t) \rangle + \langle C^T\lambda(t), x(t) \rangle \right] \\
\leq 2 \left[ \langle PAx(t), x(t) \rangle + \langle (PB - C^T)\lambda(t), x(t) \rangle \right] - 2 \langle D\lambda(t), \lambda(t) \rangle + 2\Phi^{s^-}(0) - 2\Phi^{s^-}(\lambda(t)) \\
= 2 \left[ \langle PAx(t) + \frac{1}{2} \varepsilon x(t), x(t) \rangle + \langle (PB - C^T)\lambda(t), x(t) \rangle \right] - 2 \langle D\lambda(t), \lambda(t) \rangle \\
\quad + 2\Phi^{s^-}(0) - 2\Phi^{s^-}(\lambda(t)) - \varepsilon \langle Px(t), x(t) \rangle \\
\leq -\varepsilon \langle Px(t), x(t) \rangle \leq -\varepsilon \lambda_1(P)\|x(t)\|^2.
\]
Thus
\[ \langle Px(t), x(t) \rangle \leq \langle Px_0, x_0 \rangle - \varepsilon \lambda_1(P) \int_0^t \| x(s) \|^2 ds. \]

Hence
\[ \| x(t) \|^2 \leq \frac{\langle Px_0, x_0 \rangle}{\lambda_1(P)} - \varepsilon \int_0^t \| x(s) \|^2 ds. \]

It results from Gronwall’s lemma that
\[ \| x(t) \|^2 \leq \frac{\langle Px_0, x_0 \rangle}{\lambda_1(P)} e^{-\varepsilon t}. \]

Setting
\[ C = \sqrt{\frac{\| P \|}{\lambda_1(P)}}, \quad \alpha = \frac{\varepsilon}{2}, \]
we have proved that
\[ (\forall t \geq 0) : \| x(t) \| \leq C \| x_0 \| e^{-\alpha t}. \]

The proof of part (1) of the theorem is obtained as above by setting \( \varepsilon = 0 \).

Remark 8. (i) If the system \((A, B, C, D, \Phi^{*\cdot})\) is passive then for each \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that
\[ (x_0 \in X_0, \| x_0 \| \leq \delta) \Rightarrow (\forall t \geq 0) : \| x(t; x_0) \| \leq \varepsilon. \]

This relation ensures the stability of the trivial solution.

(ii) If the system \((A, B, C, D, \Phi^{*\cdot})\) is strictly passive then the trivial solution is stable and
\[ (x_0 \in X_0) \Rightarrow \lim_{t \to +\infty} \| x(t; x_0) \| = 0. \]

This last relation ensures the global attractivity of the trivial solution.

4.2. An implication of dissipativity

Suppose that the linear matrix inequality (LMI) in (45) is satisfied for some \( P = P^T > 0 \), and that \( D \) has the form in (6). Then using for instance the Schur complement Lemmas A.64 and A.65 in [30] it may be deduced that \( D + D^T \geq 0 \) and that
\[ PB^T = C^T I, \quad Q = \left( \begin{array}{ccc} A^T P + PA & PB^T I - C^T I \\ (B^I)^T P - C^T I & -D^I \end{array} \right) \leq 0. \]

Therefore (12) holds with \( W^2 = P \). The application of the well-posedness results (and in particular whether Assumption 4 holds or not) then depends on whether the conditions of Propositions 1, 2 or 3 hold.

When the matrix \( D \) is skew symmetric with \( p_{II} = p \) (see for instance (38)) then \( D + D^T = 0 \) and one may again use Lemma A.64 in [30] to deduce that Assumption 5(i) holds.

4.3. Comments

The existence and uniqueness results, as well as the stability, are focused on the state \( x(\cdot) \). The multiplier \( \lambda(\cdot) \) is not considered. In practice however \( \lambda \) may be a vector that contains physical variables (see Sections 3.1.4 and 3.2.2 with the circuits where \( \lambda \) contains voltages and currents). It may then be better to consider the whole vector \( (\lambda, x) \) into the well-posedness and the stability analysis. This is outside the scope of the present work, anyway.

5. Invariance results

In this section it is shown that the Krasovskii-LaSalle invariance principle extends to the autonomous multivalued Lur’e system under study (43). The first theorem concerns the continuity of the solutions with respect to the initial condition. We suppose that the Lur’e system is well-posed, i.e. Assumptions 1 through 4 or Assumptions 1 and 5 hold. We also suppose that Assumption 7 holds all through this section.

Theorem 4. If the system \((A, B, C, D)\) is passive then for each \( t \geq 0 \), the function
\[ x(t; \cdot) : X_0 \to \mathbb{R}^n ; \ x_0 \mapsto x(t; x_0) \]
is Lipschitz continuous.
Proposition 6. Assume that the system $(A, B, C, D)$ is passive. Let $x_0 \in X_0$ be given. The set $\Lambda(x_0)$ is invariant.
Proof. Let \( z \in \Lambda(x_0) \) be given. There exists \( \{\tau_i\} \subset [0, +\infty) \) such that \( \tau_i \to +\infty \) and \( x(\tau_i; x_0) \to z \). Let \( \tau \geq 0 \) be given. Using Theorem 4, we obtain \( x(\tau; z) = \lim_{i \to \infty} x(\tau; x(\tau_i; x_0)) \). Then remarking that \( x(\tau; x(\tau_i; x_0)) = x(\tau + \tau_i; x_0) \), we get \( x(\tau; z) = \lim_{i \to \infty} x(\tau + \tau_i; x_0) \). Thus setting \( \omega_i := \tau + \tau_i \), we see that \( \omega_i \geq 0 \), \( \omega_i \to +\infty \) and \( x(\omega_i; x_0) \to x(\tau; z) \). It results that \( x(\tau; z) \in \Lambda(x_0) \). \( \square \)

Finally the result of the next lemma will be used in the invariance theorem:

Lemma 1. Assume that the system \((A, B, C, D)\) is passive. We set
\[
(\forall x \in \mathbb{R}^n) : \quad V(x) = \langle Px, x \rangle.
\]

Let \( x_0 \in X_0 \) be given. There exists a constant \( k \in \mathbb{R} \) such that
\[
(\forall x \in \Lambda(x_0)) : \quad V(x) = k.
\]

Proof. Let us set \((\forall t \geq 0), x(t) = x(t; x_0) \) and \( V^*(t) = V(x(t)) \). As it has been checked in the proof of Theorem 3, we have
\[
(\forall t \geq 0) : \quad \frac{dV}{dt}(t) = 2\langle Px(t), x(t) \rangle \leq 0.
\]

It follows that \( V^*(\cdot) \) is decreasing on \([0, +\infty] \). Moreover \( V^*(\cdot) \) is bounded from below (by \( 0 \)) on \([0, +\infty] \). It results that
\[
\lim_{\tau \to +\infty} V(x(\tau; x_0)) = k
\]
for some \( k \in \mathbb{R} \). Let \( y \in \Lambda(x_0) \) be given. There exists \( \{\tau_i\} \subset [0, +\infty) \) such that \( \tau_i \to +\infty \) and \( x(\tau_i; x_0) \to y \). By continuity
\[
\lim_{i \to +\infty} V(x(\tau_i; x_0)) = V(y).
\]

Therefore \( V(y) = k \). Here \( y \) has been chosen arbitrary in \( \Lambda(x_0) \) and thus
\[
(\forall y \in \Lambda(x_0)) : \quad V(y) = k. \quad \square
\]

The invariance theorem for autonomous passive multivalued Lur'e systems (2) can now be stated:

Theorem 5 (Invariance Theorem). Assume that the system \((A, B, C, D)\) is passive. Assume also that:
\[
(\forall x \in \mathbb{R}^n, x \neq 0) : \quad \Phi^*(\cdot)(x) > \Phi^*(\cdot)(0).
\]

Let \( \mathcal{M} \) be the largest invariant subset of
\[
E = \{z \in \mathbb{R}^n : \langle PAz, z \rangle = 0\}.
\]

Then for each \( x_0 \in X_0 \), the orbit \( \gamma(x_0) \) is bounded and
\[
\lim_{\tau \to +\infty} d(x(\tau; x_0), \mathcal{M}) = 0.
\]

Proof. Here \((A, B, C, D, \Phi^*(\cdot))\) is passive since \((A, B, C, D)\) is passive and \((\forall x \in \mathbb{R}^n) : \quad \Phi^*(\cdot)(x) \geq \Phi^*(\cdot)(0)\) (see Proposition 4). The set \( \gamma(x_0) \) is thus bounded (see Theorem 3) and following standard arguments (see Remark 3.1(iii) and (iv) in [18]), we deduce that \( \Lambda(x_0) \) is nonempty and
\[
\lim_{\tau \to +\infty} d(x(\tau; x_0), \Lambda(x_0)) = 0.
\]

Let us now check that \( \Lambda(x_0) \subset E \). From Lemma 1, there exists \( k \in \mathbb{R} \) such that
\[
(\forall x \in \Lambda(x_0)) : \quad V(x) = k.
\]

Let \( z \in \Lambda(x_0) \) be given. Using Proposition 6, we see that \((\forall t \geq 0) : \quad x(t; z) \in \Lambda(x_0) \) and thus
\[
(\forall t \geq 0) : \quad V(x(t; z)) = k.
\]

Thus
\[
\frac{d}{dt} V(x(t; z)) = 0, \quad a.e. \ t \geq 0.
\]

It results that for a.e. \( t \geq 0:\)
\[
(\langle PAx(t; z), x(t; z) \rangle + \langle PB\lambda(t; z), x(t; z) \rangle) = 0
\]
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with
\[ Cx(t; z) + D\lambda(t; z) \in -\partial\Phi^*(\lambda(t; z)). \]

Thus
\[
0 = \langle PAx(t; z), x(t; z) \rangle + \langle (PB - C^T)\lambda(t), x(t; z) \rangle + \langle C^T\lambda(t; z), x(t; z) \rangle \\
\leq \langle PAx(t; z), x(t; z) \rangle + \langle (PB - C^T)\lambda(t; z), x(t; z) \rangle - \langle D\lambda(t; z), \lambda(t; z) \rangle + \Phi^*(0) - \Phi^*(\lambda(t; z)) \\
= \Phi^*(0) - \Phi^*(\lambda(t; z)) \leq 0.
\]

It results that for a.e. \( t \geq 0 \):
\[
\Phi^*(\lambda(t; z)) = \Phi^*(0)
\]

and then
\[ \lambda(t; z) = 0. \]

It results that for a.e. \( t \geq 0 \) and by continuity for all \( t \geq 0 \):
\[ \langle PAx(t; z), x(t; z) \rangle = 0. \]

Taking the limit as \( t \to 0 \), we obtain
\[ \langle PAz, z \rangle = 0. \]

It results that \( z \in E \). Finally \( \Lambda(x_0) \subseteq \mathcal{M} \) since \( \Lambda(x_0) \subseteq E \) and \( \Lambda(x_0) \) is invariant. \( \square \)

**Remark 9.** Denoting by \( \delta \) the set of stationary solutions of our problem, i.e.
\[ \delta = \{ z \in \mathbb{R}^n : Az + B\lambda = 0; \ Cz + D\lambda \in -\partial\Phi^*(\lambda) \}. \]

It is clear that \( \delta \) is invariant and we check easily that the assumptions of Theorem 5 imply that
\[ \delta \subseteq E. \]

Then if we can prove that \( \delta \) is the largest invariant subset of \( E \) then we may assert that for any \( x_0 \in X_0 \),
\[ \lim_{t \to +\infty} d(x(t; x_0), \delta) = 0. \]

**Remark 10 (Feedback System).** In the case \( y = Cx + D\lambda + Fu \) and \( f(t) = Eu(t) \), where \( u(\cdot) \) is some \( m \)-dimensional control input, then the study of this paper may be used to analyze feedback controllers of the form \( u = Sx + G\lambda \). It suffices to replace \((A, B, C, D)\) by \((A + ES, B + EG, C + FS, D + FG)\) in the analysis. For instance the condition (i) of Assumption 5 can be formulated as the problem:

**P1:** Find \( P = P^T > 0, P \in \mathbb{R}^{m \times n}, S \in \mathbb{R}^{m \times n}, G \in \mathbb{R}^{m \times p} \) such that \( P(B + EG) = (C + FS)^T \).

The feedback stabilization (resp. asymptotic stabilization) issue via dissipativity (Proposition 4 or 5 and Theorem 3) may then take the form of the nonlinear matrix inequality problem:

**P2:** Find \( P = P^T > 0, P \in \mathbb{R}^{m \times n}, S \in \mathbb{R}^{m \times n}, G \in \mathbb{R}^{m \times p} \) such that
\[
\left( \begin{array}{c}
(\Lambda + ES)^T P + P(A + ES) \\
(B + EG)^T P - (C + FS)
\end{array} \right) = \left( \begin{array}{c}
P(B + EG) - (C + FS)^T \\
-(D + FG) - (D + FG)^T
\end{array} \right) \leq 0 \quad (\text{resp.} \quad < 0).
\]

This problem reduces, if Problem **P1** is solved with some \( P \), to find \( S \) and \( G \) such that \((\Lambda + ES)^T P + P(A + ES) \leq 0 \) and
\[ -(D + FG) - (D + FG)^T \leq 0. \]

The fact that the nonlinear matrix inequality \((48)\) possesses a solution relies on invertibility and minimum phase properties of the quadruple \((A, E, C, F)\) \cite[Proposition 5.39]{28}.

### 6. Conclusions

In this paper a class of Lur’e systems with a multivalued feedback nonlinearity is studied. A non-zero feedthrough matrix is considered in the linear part. After some suitable transformations the system is proved to be, under certain conditions on the feedthrough matrix, well-posed using an extension of Kato’s theorem. Another path to show the existence and uniqueness of solutions is based on maximal monotone operators, using a suitable state variable change. Stability properties related to dissipativity are studied and an extension of the Krasovskii-LaSalle invariance principle is proposed. Applications are in the study of electrical circuits with piecewise-linear electronic devices, and state observer design. A convergent time-stepping method with order 1 or \( \frac{1}{2} \) depending on the data is easily derived from \cite{28}. 
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