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Abstract—Modular multiplication is the most costly and common operation in hyper-elliptic curve cryptography. Over prime fields, it uses dependent partial products and reduction steps. These dependencies make FPGA implementations with fully pipelined DSP blocks difficult to optimize. We propose a new multiplier architecture with hyper-threaded capabilities. Several independent multiplications are handled in parallel for efficiently filling the pipeline and overlapping internal latencies by independent computations. It increases the silicon efficiency and leads to a better area / computation time trade-off than current state of the art. We use this hyper-threaded multiplier into small accelerators for hyper-elliptic curve cryptography in embedded systems.

I. INTRODUCTION

Nowadays, numerous applications require strong security levels on small hardware devices. Public-key cryptography (PKC) is mandatory for providing key exchange and digital signature. RSA, the first PKC standard, is too costly for embedded applications, more than 2000-bit keys are currently recommended for an average security level. Elliptic Curve Cryptography (ECC \cite{1}) and Hyper-Elliptic Curve Cryptography (HECC \cite{2}) are known to provide a given security level at a lower cost than RSA. For instance, 226-bit ECC offers similar security than 2048-bit RSA. Then ECC and HECC are promoted for implementations in embedded systems.

Efficient (H)ECC hardware accelerators require efficient arithmetic units over finite fields. The most common and costly finite field operation in (H)ECC is the modular multiplication (MM) (see Sec. \textsuperscript{II}). Various MM algorithms have been proposed for hardware implementations (see Sec. \textsuperscript{III}). For instance, depending on the width of field elements and type of algorithm and architecture, one $\mathbb{F}_p$ multiplication requires from 30 to 100 clock cycles for (H)ECC typical field sizes. In Sec. \textsuperscript{IV} we propose a new MM architecture over $\mathbb{F}_p$ with generic prime, leading to efficient pipelined implementations in FPGAs. Sec. \textsuperscript{V} provides implementation details and comparisons to similar MM from state of the art. Sec. \textsuperscript{VI} reports comparisons for some HECC application. Sec. \textsuperscript{VII} concludes the paper.

II. HECC CONTEXT

Recent research works have pointed out HECC as an attractive alternative to ECC. HECC is based on a different kind of curves, which allows the size of field elements to be halved, but at the expense of an increased number of finite field operations. In CHES 2016 paper \cite{3}, Renes et al. presented software implementations of key exchange and signature schemes based on HECC and Kummer surfaces over $\mathbb{F}_p$. They targeted embedded processors ARM Cortex M0 and AVR ATmega. Their results show interesting speedups compared to state of the art for ECC implementations with similar security: 30 % for Diffie-Hellman key exchange and up to 70 % for signature.

HECC involves more field level operations than ECC for each key bit during scalar multiplications. However, one can observe that in ECC most of $\mathbb{F}_p$ operations in point addition/doubling are dependent and must be mostly executed in a sequential way. Then, internal parallelism in ECC is quite limited compared to HECC. For instance, the formulas presented in \cite{3} for HECC show regular patterns of 4 up to 8 independent MM feasible in parallel during scalar multiplication iterations (see Fig. \textsuperscript{IV}). As a comparison, ECC allows 2 MMs to be performed in parallel on average.

The software solution in \cite{3} was optimized for the Mersenne prime $2^{127} - 1$. In hardware, dealing with such a specific prime value may lead to limited circuit lifetime and applications. Then, we chose to design units for generic primes $\mathcal{P}$.

III. BACKGROUND ON $\mathbb{F}_p$ FINITE FIELD MULTIPLIERS

In \cite{4}, Montgomery presented an efficient algorithm for MM over $\mathbb{F}_p$ now called Montgomery modular multiplication (MMM). Many algorithms have been derived from this paper. They all improve efficiency by interleaving partial products generation and modular reduction steps to reduce the width of intermediate data and to gain some speedup. One famous variant is the Coarsely Integrated Operand Scanning (CIOS) method presented by Koc et al. in \cite{5}. However, besides these improvements, Montgomery multiplication still suffers from strong dependencies inside the main loop of partial products accumulation and modular reduction.

Most of modern FPGAs embed many dedicated hardware resources for performing small integer multiplications and accumulations (e.g. $18 \times 18 \pm 48$ bits). They are too small for cryptographic operands but they act as efficient basic blocks for building $\mathbb{F}_p$ operators. In order to reach high frequencies, DSP blocks must use several internal pipeline stages. For instance, a typical 3-stage pipelined DSP block forces to wait 3 cycles before reusing any result from the DSP block. Due to data dependencies, one cannot feed efficiently this pipeline during MMM iterations with strong dependencies between iterations. This reduces circuit efficiency with lower utilization of DSP blocks.
In [6], Ma et al. proposed a MMM implementation based on Orup algorithm [7]. This implementation is known to be one of the fastest FPGA implementations. However, to get rid of some of internal dependencies, their method implies overheads in terms of size of intermediate data, increasing circuit area (see Sec. V). Many previous works reduced data dependencies by unrolling internal loops. These works require dozens up to hundreds of DSP blocks which is probably too costly for most of embedded solutions.

IV. HYPER-THREADED MULTIPLIER

We chose a different approach to improve efficiency in small hardware MM units. We decided to use the classical CIOS method as a basis to design an hyper-threaded modular multiplier (HTMM). Hyper-threading consists in interleaving independent operations in the same hardware resource to fill the pipeline as much as possible. HTMM can be seen as multiple logical multipliers sharing the same physical resource. The CIOS method is described in Algo. 1 where \( P \) is a prime modulus and \( n \) is the operand width. Each operand is split into \( s \) words of \( w \) bits such that \( n = s \times w \).

In our target accelerators, we do not use internal communications of \( n \)-bit words (for \( \mathbb{F}_p \) elements) at each clock cycle. Both operands and results of arithmetic units (including HTMM) are transmitted using \( s \) words of \( w \) bits. Targeted DSP blocks are at most 17-bit wide for one unsigned operand. Using multiples of 17 bits for \( w \) saves area and power since we can avoid internal interfaces to accommodate \( n \)-bit field elements computed on 17-bit DSP blocks (here \( w = 2 \times 17 \ll n \)). Using more than \( 2 \times 17 \) bits for \( w \) is possible but leads to much larger architectures (this is not interesting for our applications in embedded systems).

CIOS, cf. Algo. 1 performs iterations over words of multiplier operand \( A \). Each iteration corresponds to: partial product of multiplicand \( B \) by word \( A_i \) (Algo. 1 lines 4–10); “quotient” \( q_i \) determination from partial product \( A_i \times B \) (Algo. 1 line 11); and finally addition of \( A_i \times B \) with product \( q_i \times P \) (Algo. 1 lines 12–19) for reduction step. Reduction of partial product is done by discarding least significant word of \( t \). This partial reduced result is added to the next partial product \( A_{i+1} \times B \) during next iteration. Each iteration is thus based on 3 strongly dependent products, and iterations themselves are sequential.

HTMM is based on 3 hardware stages as depicted in Fig. 1. Each one corresponds to one step of the iteration described above. STAGE 1 performs the partial product of one \( w \)-bit word of \( A \) and \( s \) words of \( w \) bits from \( B \) and the addition with the previous reduced partial product from STAGE 3. “Quotient” \( q_i \) is computed in STAGE 2. Finally in STAGE 3, the product \( q_i \times P \) is performed and added to the product \( A_i \times B \) computed in STAGE 1, where the least significant \( w \)-bit word of the result is discarded.

Each stage uses fully pipelined DSP blocks to compute partial products at a high frequency. On our target FPGAs (see Sec. V), using the 3 internal pipeline registers of each DSP block leads to 300 to 400 MHz frequencies instead of about 100 to 200 MHz without full pipeline.

When computing a single MM on a pair of operands \( (A^{(0)}, B^{(0)}) \), the most significant word at iteration \( i \) will be available after some delay due to internal pipeline registers. Then it cannot be used directly into the next iteration \( (i + 1) \). Hyper-threading use the idle stages to compute other independent MMs in parallel. In our

Algorithm 1 CIOS algorithm (from [5]).

Require: \( R = 2^w \) such as \( 4 \times P < R, P' = -P^{-1} \mod w \) and \( A, B \) two integers such that \( 0 \leq A, B < 2 \times P \)

Ensure: \( 0 \leq S < 2^{w}, 0 \leq C < 2^{w} \).

1: for \( i = 0 \) to \( s - 1 \) do
  2: \( t \leftarrow 0 \)
  3: \( C \leftarrow 0 \)
  4: for \( j = 0 \) to \( s - 1 \) do
    5: \( (C, S) \leftarrow t_s + C \)
    6: \( t_s \leftarrow S \)
    7: end for
    8: \( (C, S) \leftarrow t_0 + q_s \times P_0 \)
    9: \( t_0 \leftarrow S \)
  10: for \( j = 1 \) to \( s - 1 \) do
    11: \( q_i \leftarrow t_0 + m \times P' \mod w \)
    12: \( (C, S) \leftarrow t_j + q_i \times P_j + C \)
    13: \( t_j \leftarrow S \)
    14: end for
    15: \( (C, S) \leftarrow t_s + C \)
    16: \( t_s \leftarrow S \)
    17: \( t_s \leftarrow t_s + C \)
  18: end for
  19: \( t_0 \leftarrow S \)
  20: end for
21: return \( t \)
HTMM, one can enter 3 independent pairs of operands \{(A^{(0)}, B^{(0)}), (A^{(1)}, B^{(1)}), (A^{(2)}, B^{(2)})\} before the first product \(P^{(0)} = A^{(0)} \times B^{(0)}\) is computed. This way, all the stages are full after the very first latency, as illustrated by Fig. 2. Our HTMM can also receive a new pair of operand (e.g. \((A^{(3)}, B^{(3)})\)) slightly before the oldest product (e.g. \(P^{(0)}\)) is transmitted on the unit output (see right part of Fig. 2).

In the future, we will investigate the use of other numbers of pairs of operands (it seems that 3 is probably the most efficient one for this size of field).

V. IMPLEMENTATION AND COMPARISONS

We implemented 2 HTMM versions on 3 different Xilinx FPGAs: Virtex 5 XC5SLX110T (V5), Virtex 4 XC4VLX100 (V4) and Spartan 6 XC6SLX75 (S6). Version HTMM_BRAM uses dedicated hardware RAM blocks (BRAMs) to store the 3 pairs of operands. Version HTMM_DRAM uses distributed memory in programmable LUTs (lookup tables) of logic slices to store the operands and all intermediate values (no block RAM).

We implemented MM from [6] to help comparisons on the target FPGAs. We obtained very close results for both area and timing: e.g. 37 DSP blocks for 256-bit \(\mathbb{F}_p\) for us and [6].

In order to reduce the iterations number without increasing too much the area, we chose \(w = 34\) bits. In HECC, the currently recommended width for \(\mathbb{F}_p\) elements is at least 128 bits. Then, we set \(s = 4\) words and \(n = 4 \times 34 = 136\) bits. In the future, we will study how to use “rectangular” DSP blocks (e.g. \(17 \times 24\) bits).

Fig. 3 details the architecture of a 128-bit HTMM with configurations of DSP blocks and pipeline registers. Boxes colors correspond to stages of Fig. 1 and Algo. 1. Stages 1/2/3 respectively require 4/3/4 DSP blocks.

HTMM_BRAM, HTMM_DRAM and MM from [6] have been implemented in VHDL using Xilinx CAD tools ISE and iSim 14.7. Tab. 1 reports implementation results in terms of DSP blocks, BRAMs, FFs (flip-flops), LUTs, slices –, and performances – clock cycles, computation time – for 3 independent MMs. These results correspond to the best place and route (PAR) strategies found after 100 runs of SmartXplorer.

The ECC architecture presented in [6] uses a single MM operator without any BRAM in the unit. But it uses more BRAMs to store large field element in Montgomery domain for Orup optimization (with full width communications in the architecture). In parallel accelerators for HECC, we use small internal communications (\(w\)-bit words) and BRAMs in arithmetic units to store various operands and reduce the bandwidth to the central memory. We then consider them as part of the hardware cost (corresponding values are indicated by a * in Tab. 1). For one single MM, both HTMM versions are less efficient than [6]: 69 clock cycles for HTMM versus 25 for [6]. For 3 independent MMs, HTMM requires 79 cycles against 65 cycles for [6] but with almost half the number of DSP blocks and much higher frequency (due to smaller internal values).

Finally, HTMM leads to faster products for about half the cost of the best state of the art solution (Tab. 1). On S6 FPGA, HTMM_BRAM leads to 15% speedup, 48% DSP blocks reduction, 66% BRAMs reduction and 33% slices reduction for 3 independent MMs. HTMM_DRAM provides the same speedup and DSP blocks reduction with only 10% slices reduction but without any BRAM.

VI. HTMM USAGE IN HECC BASED ON \(\mu\)Kummer

HECC is considered as an interesting solution for PKC on low-cost processors using solutions based on Kummer surfaces. The recent paper [3] presented a \(\mu\)Kummer, a very efficient software implementation on low-cost devices (8-bit AVR and 32-bit ARM microcontrollers), with 30 to 70% speedup for key exchange and digital signature.

We work on the design and prototyping of hardware accelerators for PKC (with several curve based solutions) in FPGAs and ASICs. We implemented the \(\mu\)Kummer HECC solution proposed in [3] on several FPGAs to evaluate how it performs in hardware compared to efficient ECC solutions from the state of the art.

Fig. 4 shows the amount of parallelism in the combined point doubling-addition operation proposed in [3] (a/s are additions/subtractions and M/S are multiplications/squares in field \(\mathbb{F}_p\)).

We designed several HECC hardware accelerators using our HTMM unit and various configurations of the architecture (see [9] for more details). We compared the 256-bit ECC solution from [6] and 2 of our accelerators for \(\mu\)Kummer HECC (named H1 and H2). H1/H2 accelerators have the following configurations:

H1: 1 HTMM, 1 \(\mathbb{F}_p\) adder-subtractor, 1 CSWAP unit (in charge of key management), 1 output register (for results of scalar multiplications), 1 global memory, 1 global control and 1 program memory;

H2: H1 configuration with 2 HTMMs and 2 \(\mathbb{F}_p\) adders-subtractors (instead of 1 unit arithmetic of each type).

One can notice that a HTMM unit handles 3 MMs in parallel (6 with 2 HTMMs). Architecture of accelerator H1 is depicted in Fig. 5. Internal communications are handled by (de)-multiplexors driven by the control program. Accelerator H2 is similar with more arithmetic units.

Both H1 and H2 accelerators for HECC have been fully implemented on V4 and V5 FPGAs for comparison to the ECC solution proposed in [6] (known to be the fastest ECC solution on FPGA without using hundreds of DSP blocks). The corresponding results are reported in Tab. 1. On V5 FPGA, accelerator H1 achieves area reduction by 70% DSP blocks, 30% BRAMs and 49% slices but with a 30% duration increase compared to ECC. Accelerator H2 (with 2 arithmetic units of each type) reduces both duration by 15% and area by 40% DSP blocks, 10% BRAMs and 10% slices.

Our results confirm the interest for HECC compare to ECC: either faster primitives for the same area or halve of the area for a similar computation time. HTMM helps to design parallel accelerators without increasing too much the internal
We propose a hyper-threaded modular multiplier for HECC over 128-bit generic prime fields. It leads to better area / computation time trade-offs than the best state of the art solutions. By improving the hardware efficiency (more hardwired resources are active at each clock cycle), we are able to be slightly faster but a lot smaller than [6] when at 3 independent modular multiplications are computed in parallel.

In the future, we plan to study other HTMM versions. We will also study hyper-threaded schemes impact on energy consumption and on side-channel leakage.

**VII. CONCLUSION**

We propose a hyper-threaded modular multiplier for HECC over 128-bit generic prime fields. It leads to better area / computation time trade-offs than the best state of the art solutions. By improving the hardware efficiency (more hardwired resources are active at each clock cycle), we are able to be slightly faster but a lot smaller than [6] when at 3 independent modular multiplications are computed in parallel.

In the future, we plan to study other HTMM versions. We will also study hyper-threaded schemes impact on energy consumption and on side-channel leakage.
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Fig. 5. Hardware accelerator for HECC adapted from the $\mu$Kummer solution proposed in [3] for software implementation.
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