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#### Abstract

We prove that one can count in polynomial time the number of minimal transversals of $\beta$-acyclic hypergraphs. As consequence, we can count in polynomial time the number of minimal dominating sets of strongly chordal graphs, continuing the line of research initiated in [M.M. Kanté and T. Uno, Counting Minimal Dominating Sets, TAMC'17].
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## Introduction

A hypergraph is a collection of subsets - called hyperedges - of a finite ground set, and a transversal is a subset of the ground set that intersects every hyperedge. In this short note, we consider the problem of counting the (inclusion-wise) minimal transversals of $\beta$-acyclic hypergraphs. Counting problems are usually harder than decision problems as for instance computing a (minimal) transversal of a hypergraph can be done in polynomial time while counting the number of (minimal) transversals is \#P-complete [1]. As for decision problems, the theory [2] asks for a classification of counting problems into easy ones and those that are hard (or even hard to approximate) (see for instance [3]).

The Hypergraph Dualisation problem - a fifty years open problem asks for the enumeration of all (inclusion-wise) minimal transversals of a given hypergraph in output-polynomial time and has several applications in several areas such as graph theory, artificial intelligence, datamining, model-checking, network modeling, databases, etc. and is extensively studied (see the survey [4]). The interest in the minimal transversals is twofold: being a transversal is anti-monotone and so we can obtain all the transversals from the minimal ones,

[^0]and second there may be sometimes an exponential gap between the number of minimal transversals and the number of transversals (see for instance affine formulas). Because of the broad application of the Hypergraph Dualisation problem and also of the importance of counting in those areas (see for instance the description given in [5] in the case of model checking), the complexity of counting the minimal transversals has been investigated in general as well as in special cases (see the PhD thesis [6] for some references).

A dominating set in a graph is a subset of vertices that intersects the closed neighborhood of every vertex. Dominating Set problems are classic and wellstudied graph problems, and has applications in many areas such as networks and graph theory [7]. In [8] the authors reduce the Hypergraph Dualisation problem into the enumeration of minimal dominating sets, showing that the two problems are equivalent in the area of enumeration problems (a fact already established in the case of optimisation). The reduction indeed shows that the counting versions are equivalent (under Turing reductions), and such a reduction is of big interest because it allows to study counting and enumeration problems associated with the Hypergraph Dualisation in the perspectives of graph theory, where tools had been developed to tackle combinatorial problems.

Despite the broad application of counting the minimal dominating sets in (hyper)graphs, the problem was not investigated until recently, except in 9 ] where it is proved that the models of any monadic second-order formula can be counted in polynomial time in graphs of bounded clique-width. Indeed, as far as we know the counting of minimal dominating sets is only considered in [10, 11, 12, and the systematic study of its computational complexity in graph classes is only considered in [12], where the authors proved the \#P-completeness in several graph classes and asked whether the following dichotomy conjecture is true. A $k$-sun is a graph obtained from a cycle of length $2 k(k \geq 3)$ by adding edges to make the even-indexed vertices pairwise adjacent.

Conjecture 1. Let $\mathcal{C}$ be a class of chordal graphs. If $\mathcal{C}$ does not contain a $k$-sun as an induced subgraph, for $k \geq 4$, then one can count in polynomial time the number of minimal dominating sets of any graph in $\mathcal{C}$. Otherwise, the problem is \#P-complete.

We make a first step towards a proof of the first statement of the conjecture and provide a polynomial time algorithm for computing the minimal dominating sets in strongly chordal graphs, which are exactly chordal graphs without $k$-suns, for $k \geq 3$. In fact, our algorithm counts the minimal transversals of $\beta$-acyclic hypergraphs. We can use it to count the number of minimal dominating sets in strongly chordal graphs because the minimal dominating sets of a strongly chordal graph are exactly the minimal transversals of the closed neighborhood hypergraph, which is know to be $\beta$-acyclic [13].

Besides the polynomial time algorithm, the main contribution of this short note is the modification of the framework considered in 14 in order to count minimal models. The techniques used in [10, 11] are based on structural restrictions and as shown in 14 cannot work for strongly chordal graphs. Instead,

Capelli showed in [14 how to construct, from the elimination ordering of a $\beta$ acyclic hypergraph associated to a boolean formula, a circuit whose satisfying assignments correspond to the models of the boolean formula. Such circuits are known as decision Decomposable Negation Normal Form in knowledge compilation. While the technique allows to count the models of non-monotone formulas, it cannot be used to count the minimal models. Indeed, the branchings of the constructed circuit do not allow to control the minimality. We overcome this difficulty by introducing the notion of blocked transversals, which correspond roughly to the minimal transversals of a sub-hypergraph that are transversals of the whole hypergraph. We then show that blocked transversals can be used to control the minimality in the construction of the circuit. However, this control is only possible in the case of monotone Boolean formulas, corresponding to counting the minimal transversals of $\beta$-acyclic hypergraphs.

Because of technical definitions, we postpone the details of the algorithm in Section 3.2. The paper is organised as follows. Notations and some technical definitions are given in Section 1, while blocked transversals and intermediate lemmas are given in Section 2. The decomposition of $\beta$-acyclic hypergraphs proposed in [14] is refined in Section 3.1 to take into account blocked transversals. Finally, the algorithm is given in Section 3.2 .

## 1. Definitions and notations

For an integer $n$, we let $[n]$ denote the set $\{1,2, \ldots, n\}$. The power set of a set $V$ is denoted by $2^{V}$, and its cardinal is denoted by $\# V$. For two sets $A$ and $B$, we let $A \backslash B$ denote the set $\{x \in A \mid x \notin B\}$. For a ground set $V$ and subsets $\mathcal{A}_{1}, \ldots, \mathcal{A}_{k}$ of $2^{V}$, with $k \geq 2$, we let

$$
\bigotimes_{1 \leq i \leq k} A_{i}:= \begin{cases}\varnothing & \text { if } \mathcal{A}_{i}=\varnothing \text { for some } 1 \leq i \leq k \\ \left\{\bigcup_{1 \leq i \leq k} T_{i} \mid T_{i} \in \mathcal{A}_{i}\right\} & \text { otherwise }\end{cases}
$$

If $k=2$, we write $\mathcal{A}_{1} \otimes \mathcal{A}_{2}$ as usual.

### 1.1. Hypergraphs

A hypergraph $\mathcal{H}$ is a collection of subsets of a finite ground set. The elements of $\mathcal{H}$ are called the hyperedges of $\mathcal{H}$ and the vertex set of $\mathcal{H}$ is $V(\mathcal{H}):=\bigcup_{e \in \mathcal{H}} e$. Given a set $S \subseteq V(\mathcal{H})$, we denote by $\mathcal{H}(S)$ the set of edges of $\mathcal{H}$ containing a least one vertex in $S$, that is, $\mathcal{H}(S):=\{e \in \mathcal{H} \mid S \cap e \neq \varnothing\}$; and for $x \in V(\mathcal{H})$, we write $\mathcal{H}(x)$ instead of $\mathcal{H}(\{x\})$. Given $S \subseteq V(\mathcal{H})$, we denote by $\mathcal{H}[S]$ the hypergraph induced by $S$, that is, $\mathcal{H}[S]:=\{e \cap S \mid e \in \mathcal{H}\}$. Any subset $\mathcal{H}^{\prime}$ of $\mathcal{H}$ is called a sub-hypergraph of $\mathcal{H}$.

Observe that if there exists $e \in \mathcal{H}$ such that $e \subseteq V(\mathcal{H}) \backslash S$, then $\varnothing \in \mathcal{H}[S]$. We do not enforce hypergraphs to have non-empty edges or to be non-empty. However, a hypergraph with an empty edge may behave counter-intuitively. In the following definitions, we explicitly explain the extremal cases where $\varnothing \in \mathcal{H}$ or $\mathcal{H}=\varnothing$.

Given a hypergraph $\mathcal{H}$, a walk between two distinct edges $e_{1}$ and $e_{k}$ is a sequence $\left(e_{1}, x_{1}, e_{2}, x_{2}, \ldots, e_{k-1}, x_{k-1}, e_{k}\right)$ such that $x_{i} \in e_{i} \cap e_{i+1}$ for all $1 \leq i \leq k-1$. Notice that, $\left(e_{k}, x_{k-1}, e_{k-1}, \ldots, x_{2}, e_{2}, x_{1}, e_{1}\right)$ is also a walk between $e_{k}$ and $e_{1}$. A maximal set of edges of $\mathcal{H}$ that are pairwise connected by a walk is called a connected component of $\mathcal{H}$. It is worth noticing that if $C_{1}, \ldots, C_{k}$ are the connected components of $\mathcal{H}$, then $V\left(C_{i}\right) \cap V\left(C_{j}\right)=\varnothing$ for distinct $i, j$ in $\{1, \ldots, k\}$.

A hypergraph $\mathcal{H}$ is said $\beta$-acyclic if there exists an ordering $x_{1}, \ldots, x_{n}$ of $V(\mathcal{H})$ such that for each $1 \leq i \leq n$, the set $\left\{e \cap\left\{x_{i}, \ldots, x_{n}\right\} \mid e \in \mathcal{H}, x_{i} \in e\right\}$ is linearly ordered by inclusion. It is well-known that if $\mathcal{H}$ is $\beta$-acyclic, then are all the sub-hypergraphs $\mathcal{H}^{\prime}$ of $\mathcal{H}$ (see for instance [15]). Such an ordering is called a $\beta$-elimination ordering.

### 1.2. Transversals

Let $\mathcal{H}$ be a hypergraph. A transversal for $\mathcal{H}$ is a subset $T \subseteq V(\mathcal{H})$ such that for every $e \in \mathcal{H}, T \cap e \neq \varnothing$. We denote by $\operatorname{tr}(\mathcal{H})$ the set of transversals of $\mathcal{H}$. Observe that if $\varnothing \in \mathcal{H}$, then $\operatorname{tr}(\mathcal{H})=\varnothing$ as for every $T \subseteq V(\mathcal{H}), \varnothing \cap T=\varnothing$ so $T$ cannot be a transversal of $\mathcal{H}$. Finally, observe that if $\mathcal{H}=\varnothing$, then $\operatorname{tr}(\mathcal{H})=\{\varnothing\}$.

A transversal $T$ of $\mathcal{H}$ is minimal if and only if for every $x \in T$, it holds that $T \backslash\{x\} \notin \operatorname{tr}(\mathcal{H})$. It is easy to see that a transversal $T$ of $\mathcal{H}$ is minimal if and only if for every $x \in T$, there exists $e \in \mathcal{H}$ such that $T \cap e=\{x\}$. A hyperedge $e$ such that $e \cap T=\{x\}$ is said to be private for $x$ w.r.t. $T$. When $T$ is clear from the context, we may refer to such hyperedges as simply private for $x$. We denote by $\operatorname{mtr}(\mathcal{H})$ the set of minimal transversals of $\mathcal{H}$. Again, observe that if $\mathcal{H}=\varnothing$ then $\operatorname{mtr}(\mathcal{H})=\{\varnothing\}$.

## 2. Blocked transversals

Given a hypergraph $\mathcal{H}$ and a vertex $x \in V(\mathcal{H})$, it is easy to check that $\# m \operatorname{tr}(\mathcal{H})$ is equal to the sum of $\# m \operatorname{tr}(\mathcal{H}[V(\mathcal{H}) \backslash\{x\}])$ and of $\# m \operatorname{tr}(\mathcal{H} \backslash \mathcal{H}(x))-$ $\#(\operatorname{tr}(\mathcal{H}) \cap \operatorname{mtr}(\mathcal{H} \backslash \mathcal{H}(x)))$. Now, given an ordering of the vertex set of $\mathcal{H}$, we can try to recursively do the same thing in the hypergraph $\mathcal{H} \backslash \mathcal{H}(x)$, which may unfortunately yield an exponential number of computations. The notion of blocked transversal introduced in this section is intended to show how to recursively do the computation. We then show in the next section that this recursive definition coupled with the $\beta$-elimination ordering yields a polynomial time algorithm in $\beta$-acyclic hypergraphs.

Given a hypergraph $\mathcal{H}$, a sub-hypergraph $\mathcal{H}^{\prime} \subseteq \mathcal{H}$ and $B \subseteq V(\mathcal{H})$, we define the $B$-blocked transversals of $\mathcal{H}^{\prime}$ to be the transversals of $\mathcal{H}^{\prime}$ that are minimal for $\mathcal{H}^{\prime} \backslash \mathcal{H}^{\prime}(B)$. In particular, if $y$ is a vertex of $B$ then $y$ cannot be in a $B$-blocked transversal of $\mathcal{H}^{\prime}$. Observe also that if $y \in V(\mathcal{H}) \backslash V\left(\mathcal{H}^{\prime}\right)$, then $y$ cannot be in a $B$-blocked transversal.

In other words, a transversal $T$ of $\mathcal{H}^{\prime}$ is a $B$-blocked transversal if and only if for every $x \in T$, there exists $e \in \mathcal{H}^{\prime} \backslash \mathcal{H}^{\prime}(B)$ such that $e \cap T=\{x\}$. We call the set $\mathcal{H}^{\prime}(B)$ the blocked hyperedges. Intuitively, $\mathcal{H}^{\prime}(B)$ are the set of hyperedges
that cannot be used as private in a transversal. We denote by $\operatorname{btr}_{B}\left(\mathcal{H}^{\prime}\right)$ the set of $B$-blocked transversals of $\mathcal{H}^{\prime}$. In symbols:

$$
\operatorname{btr}_{B}\left(\mathcal{H}^{\prime}\right):=\operatorname{tr}\left(\mathcal{H}^{\prime}\right) \cap \operatorname{mtr}\left(\mathcal{H}^{\prime} \backslash \mathcal{H}^{\prime}(B)\right) .
$$

Observe that by definition, $\operatorname{mtr}(\mathcal{H})=\operatorname{btr}_{\varnothing}(\mathcal{H})$. Moreover, if $\mathcal{H}(B)=\mathcal{H} \neq \varnothing$, then $\operatorname{btr}_{\mathcal{H}}(\mathcal{H})=\varnothing$ as $\operatorname{mtr}(\varnothing)=\{\varnothing\}$ and $\varnothing \notin \operatorname{tr}(\mathcal{H})$. When $B=\{x\}$, we denote $\operatorname{btr}_{B}(\mathcal{H})$ by $\operatorname{btr}_{x}(\mathcal{H})$. Observe that if $\mathcal{H}^{\prime} \subseteq \mathcal{H}$, $\operatorname{then} \operatorname{btr}_{B}\left(\mathcal{H}^{\prime}\right)=\operatorname{btr}_{B \cap V\left(\mathcal{H}^{\prime}\right)}\left(\mathcal{H}^{\prime}\right)$.

Given $S \subseteq V(\mathcal{H})$, we denote by $\operatorname{tr}(\mathcal{H}, S):=\{T \in \operatorname{tr}(\mathcal{H}) \mid T \subseteq S\}$. We extend this notation to mtr and btr as well. Observe that, for all $S, B \subseteq \mathcal{H}$, we have $\operatorname{btr}_{B}(\mathcal{H}, S)=\operatorname{btr}_{B}(\mathcal{H}, S \backslash B)$. Moreover, if $x \notin V(\mathcal{H})$ then $\operatorname{btr}_{B}(\mathcal{H}, S)=$ $\operatorname{btr}_{B}(\mathcal{H}, S \backslash\{x\})$.

The end of this section is dedicated to the proof of several crucial lemmas concerning the number of blocked transversals that will be useful in our algorithm. We start by describing the blocked transversals of a hypergraph having more than one connected component:

Lemma 2. Let $\mathcal{H}$ be a hypergraph, $S, B \subseteq V(\mathcal{H})$ and $C_{1}, \ldots, C_{k}$ the connected components of $\mathcal{H}[S]$. For each $i \in[k]$, let $\mathcal{H}_{i}=\left\{e \in \mathcal{H} \mid e \cap S \in C_{i}\right\}$. We have:

$$
\operatorname{btr}_{B}(\mathcal{H}, S)=\bigotimes_{i=1}^{k} \operatorname{btr}_{B}\left(\mathcal{H}_{i}, S\right)
$$

Proof. Assume that $\varnothing \in \mathcal{H}[S]$, it means that there exists a hyperedge $e \in \mathcal{H}$ such that $e \cap S=\varnothing$. In this case, $\operatorname{btr}_{B}(\mathcal{H}, S)=\varnothing$. Moreover, there exists $i \in[1, k]$ such that $C_{i}=\{\varnothing\}$ and $e \in \mathcal{H}_{i}$. $\operatorname{Thus} \operatorname{btr}_{B}\left(\mathcal{H}_{i}, S\right)=\varnothing$ and the equality holds in this case.

Assume from now that $\varnothing \notin \mathcal{H}[S]$. Let $T \in \operatorname{btr}_{B}(\mathcal{H}, S)$. We show that for all $i \leq k, T_{i}=T \cap V\left(\mathcal{H}_{i}\right) \in \operatorname{btr}_{B}\left(\mathcal{H}_{i}, S\right)$. Let $e \in \mathcal{H}_{i}$. Since $e \in \mathcal{H}$, we have $e \cap T \neq \varnothing$. As $e \in \mathcal{H}_{i}$, we have $e \subseteq V\left(\mathcal{H}_{i}\right)$. Thus $e \cap T_{i} \neq \varnothing$, that is, $T_{i} \in \operatorname{tr}\left(\mathcal{H}_{i}, S\right)$. Moreover, let $y \in T_{i}$. By definition of $T$, there exists $e \in \mathcal{H} \backslash \mathcal{H}(B)$ such that $e$ is private for $y$ w.r.t. $T$. Observe that we have $T_{i} \subseteq S \cap V\left(\mathcal{H}_{i}\right)=V\left(C_{i}\right)$ since $T \subseteq S$. Thus, $y \in V\left(C_{i}\right)$ and $e \cap S \in C_{i}$, because $C_{i}$ is a connected component. We can conclude that $e \in \mathcal{H}_{i}$ and $e$ is private to $y$ w.r.t. $T_{i}$ and $\mathcal{H}_{i} \backslash \mathcal{H}(B)=\mathcal{H}_{i} \backslash \mathcal{H}_{i}(B)$. Thus $T_{i}$ is a minimal transversal of $\mathcal{H}_{i} \backslash \mathcal{H}_{i}(B)$. That is $T_{i} \in \operatorname{btr}_{B}\left(\mathcal{H}_{i}, S\right)$.

Now let $T_{1} \in \operatorname{btr}_{B}\left(\mathcal{H}_{1}, S\right), \ldots, T_{k} \in \operatorname{btr}_{B}\left(\mathcal{H}_{k}, S\right)$. We show that $T=$ $\bigcup_{i=1}^{k} T_{i} \in \operatorname{btr}_{B}(\mathcal{H}, S)$. Let $e \in \mathcal{H}$. As $\mathcal{H}=\bigcup_{i=1}^{k} \mathcal{H}_{i}$, there exists $i$ such that $e \in \mathcal{H}_{i}$. Thus $e \cap T_{i} \neq \varnothing$ and thus $e \cap T \neq \varnothing$, that is, $T \in \operatorname{tr}(\mathcal{H})$. It remains to show that $T \in \operatorname{mtr}(\mathcal{H} \backslash \mathcal{H}(B))$. Let $y \in T$. By definition of $T$, there exists $i$ such that $y \in T_{i}$. Thus, there exists $e \in \mathcal{H}_{i} \backslash \mathcal{H}_{i}(B)$ that is private for $y$ w.r.t. $T_{i}$. Moreover, since $\mathcal{H}_{i}(B)=\mathcal{H}_{i} \cap \mathcal{H}(B)$, we know that $e \notin \mathcal{H}(B)$. As $C_{1}, \ldots, C_{k}$ are the connected component of $\mathcal{H}[S]$, we have that, for every $j \neq i$, $V\left(C_{i}\right) \cap V\left(C_{j}\right)=\varnothing$. Moreover, for all $\ell \leq k$, we have $S \cap V\left(\mathcal{H}_{\ell}\right)=V\left(C_{\ell}\right)$. As $e \subseteq V\left(\mathcal{H}_{i}\right)$ and $T_{j} \subseteq S \cap V\left(\mathcal{H}_{j}\right)$, we have for every $j \neq i$ :

$$
e \cap T_{j} \subseteq V\left(\mathcal{H}_{i}\right) \cap S \cap V\left(\mathcal{H}_{j}\right)=V\left(C_{i}\right) \cap V\left(C_{j}\right)=\varnothing
$$

Thus, $e \cap T=e \cap T_{i}=\{y\}$. In other words, $e$ is private for $y$ w.r.t. $T$ and $\mathcal{H} \backslash \mathcal{H}(B)$. That is $T \in \operatorname{btr}_{B}(\mathcal{H})$.

Lemma 3. Let $\mathcal{H}$ be a hypergraph, $S, B \subseteq V(\mathcal{H})$ and $x \in S$. We have

$$
\operatorname{btr}_{B}(\mathcal{H}, S)(x) \subseteq\{\{x\}\} \bigotimes \operatorname{btr}_{B}\left(\mathcal{H}_{1}, S \backslash\{x\}\right)
$$

where $\mathcal{H}_{1}:=\mathcal{H} \backslash \mathcal{H}(x)$.
Proof. Let $T \in \operatorname{btr}_{B}(\mathcal{H}, S)(x)$. By definition, $x \in T$ and $T \subseteq S$, thus we only have to show that $T^{\prime}=T \backslash\{x\} \in \operatorname{btr}_{B}\left(\mathcal{H}_{1}\right)$. Let $e \in \mathcal{H} \backslash \mathcal{H}(x)$. Since $T$ is a transversal of $\mathcal{H}$, there exists $y \in e \cap T$. Moreover, by definition, $x \notin e$, thus $y \in T^{\prime}$, that is, $T^{\prime}$ is a transversal of $\mathcal{H} \backslash \mathcal{H}(x)$. It remains to show that $T^{\prime}$ is a minimal transversal of $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)=\mathcal{H} \backslash(\mathcal{H}(B) \cup \mathcal{H}(x))$. Let $y \in T^{\prime}$. Since $T$ is a minimal transversal of $\mathcal{H} \backslash \mathcal{H}(B)$, there exists $e \in \mathcal{H} \backslash \mathcal{H}(B)$ such that $e$ is private for $y$ w.r.t. $T$. Since $x \in T$, we have $x \notin e$, otherwise $e$ would not be private for $y$ w.r.t. $T$. Thus $e \in \mathcal{H} \backslash(\mathcal{H}(B) \cup \mathcal{H}(x))$, that is, $e$ is private to $y$ w.r.t. $T^{\prime}$ in $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)$. In other words, $T^{\prime}$ is a minimal transversal of $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)$ which concludes the proof.

Lemma 4. Let $\mathcal{H}$ be a hypergraph, $S, B \subseteq V(\mathcal{H})$ and $x \in S$. We have
$\left(\{\{x\}\} \bigotimes \operatorname{btr}_{B}\left(\mathcal{H}_{1}, S \backslash\{x\}\right)\right) \backslash \operatorname{btr}_{B}(\mathcal{H}, S)(x)=\{\{x\}\} \bigotimes \operatorname{btr}_{B \cup\{x\}}\left(\mathcal{H}_{2}, S \backslash\{x\}\right)$
where $\mathcal{H}_{1}:=\mathcal{H} \backslash \mathcal{H}(x)$ and $\mathcal{H}_{2}:=\mathcal{H} \backslash(\mathcal{H}(B) \cap \mathcal{H}(x))$.
Proof. We prove the lemma by proving first the left-to-right inclusion (Claim1) and then the right-to-left inclusion (Claim2). But first, notice that $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)=$ $\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})=\mathcal{H} \backslash(\mathcal{H}(B) \cup \mathcal{H}(x))$ since $\mathcal{H}(B) \cup \mathcal{H}(x)=\mathcal{H}(B \cup\{x\})$.
Claim 1. For every $T \in\left(\{\{x\}\} \bigotimes \operatorname{btr}_{B}\left(\mathcal{H}_{1}, S \backslash\{x\}\right)\right) \backslash \operatorname{btr}_{B}(\mathcal{H}, S)(x)$, we have $T^{\prime}=T \backslash\{x\} \in \operatorname{btr}_{B \cup\{x\}}\left(\mathcal{H}_{2}, S \backslash\{x\}\right)$.
Proof. We start by proving that $T^{\prime} \in \operatorname{tr}\left(\mathcal{H}_{2}\right)$. Assume towards a contradiction that $T^{\prime} \notin \operatorname{tr}\left(\mathcal{H}_{2}\right)$, i.e., there exists $e \in \mathcal{H}_{2}$ such that $e \cap T^{\prime}=\varnothing$. We prove that it implies $T \in \operatorname{btr}_{B}(\mathcal{H}, S)(x)$. First, observe that $T \in \operatorname{tr}(\mathcal{H})$, since $T^{\prime} \in$ $\operatorname{tr}\left(\mathcal{H}_{1}\right)=\operatorname{tr}(\mathcal{H} \backslash \mathcal{H}(x))$ and $T=T^{\prime} \cup\{x\}$. Thus, we have $e \cap T=\{x\}$ and $e \in \mathcal{H}(x)$. As $e \in \mathcal{H}_{2}=\mathcal{H} \backslash(\mathcal{H}(B) \cap \mathcal{H}(x))$, we have $e \in \mathcal{H} \backslash \mathcal{H}(B)$ and then $e$ is a private hyperedge for $x$ w.r.t. $T$ and $\mathcal{H} \backslash \mathcal{H}(B)$. Furthermore, every vertex in $T^{\prime}$ has a private hyperedge w.r.t. $T^{\prime}$ and $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)=\mathcal{H} \backslash(\mathcal{H}(B) \cup \mathcal{H}(x))$ since $T^{\prime} \in \operatorname{mtr}\left(\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)\right)$. Thus, every vertex in $T^{\prime}$ has a private hyperedge w.r.t. $T$ and $\mathcal{H} \backslash \mathcal{H}(B)$. As $T \in \operatorname{tr}(\mathcal{H})$, we can conclude that $T \in \operatorname{mtr}(\mathcal{H} \backslash \mathcal{H}(B))$. Finally, we have $T \subseteq S$ by assumption. Therefore $T \in \operatorname{btr}_{B}(\mathcal{H}, S)(x)$ which is a contradiction. Thus, $T^{\prime} \in \operatorname{tr}\left(\mathcal{H}_{2}\right)$.

We now prove that $T^{\prime} \in \operatorname{mtr}\left(\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})\right)$, that is, we prove the minimality of $T^{\prime}$ in $\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})$. Let $y \in T^{\prime}$. Since $T \in \operatorname{btr}_{B}\left(\mathcal{H}_{1}\right)$, there exists $f \in \mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)$ such that $f \cap T=\{y\}$. Since $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)=$ $\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})$, every $y \in T^{\prime}$ have a private hyperedge in $\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})$, that is $T^{\prime} \in \operatorname{mtr}\left(\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})\right)$. As $T^{\prime} \subseteq S \backslash\{x\}$, we can conclude that $T^{\prime} \in \operatorname{btr}_{B \cup\{x\}}\left(\mathcal{H}_{2}, S \backslash\{x\}\right)$.

Claim 2. For every $T \in\{x\} \times \operatorname{btr}_{B \cup\{x\}}\left(\mathcal{H}_{2}, S \backslash\{x\}\right)$, we have $T \in\{x\} \times$ $\operatorname{btr}_{B}\left(\mathcal{H}_{1}, S \backslash\{x\}\right) \backslash \operatorname{btr}_{B}(\mathcal{H}, S)(x)$.

Proof. We start by proving that $T^{\prime}=T \backslash\{x\}$ is in $\operatorname{btr}_{B}\left(\mathcal{H}_{1}, S \backslash\{x\}\right)$. First, we show that $T^{\prime}$ is a transversal of $\mathcal{H}_{1}$. Let $e \in \mathcal{H}_{1}$. By definition of $\mathcal{H}_{1}$, $x \notin e$, thus $e \in \mathcal{H}_{2}$ as well. Therefore $e \cap T^{\prime} \neq \varnothing$. We now prove that $T^{\prime}$ is minimal in $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)$. As $T^{\prime} \in \operatorname{mtr}\left(\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})\right)$, every vertex in $T^{\prime}$ has a private hyperedge in $\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})$. Moreover, recall that $\mathcal{H}_{2} \backslash \mathcal{H}_{2}(B \cup\{x\})=\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)$. Thus, $T^{\prime}$ is minimal in $\mathcal{H}_{1} \backslash \mathcal{H}_{1}(B)$. As $T^{\prime} \subseteq S \backslash\{x\}$, we have $T^{\prime} \in \operatorname{btr}_{B}\left(\mathcal{H}_{1}, S \backslash\{x\}\right)$.

We finish the proof by showing that $T \notin \operatorname{btr}_{B}(\mathcal{H}, S)(x)$. In order to prove it, we show that there is no private hyperedge for $x$ w.r.t. $T$ and $\mathcal{H} \backslash \mathcal{H}(B)$. Indeed, since $T^{\prime} \in \operatorname{tr}\left(\mathcal{H}_{2}\right)$, every hyperedge in $\mathcal{H}_{2}$ contains a vertex in $T^{\prime}$. By definition of $\mathcal{H}_{2}$, we have $\mathcal{H} \backslash \mathcal{H}(B) \subseteq \mathcal{H}_{2}$, thus for every hyperedge $e$ in $\mathcal{H} \backslash \mathcal{H}(B)$, we have $e \cap T \neq\{x\}$, i.e., $e$ is not a private for $x$.

By Claim 1 and Claim 2 we can conclude the lemma.
Finally, we characterise the number of blocked transversals of a hypergraph that do not contain a given vertex.

Lemma 5. Let $\mathcal{H}$ be a hypergraph, $S, B \subseteq V(\mathcal{H})$ and $x \in S$. We have

$$
\operatorname{btr}_{B}(\mathcal{H}, S) \backslash \operatorname{btr}_{B}(\mathcal{H}, S)(x)=\operatorname{btr}_{B}(\mathcal{H}, S \backslash\{x\})
$$

A direct consequence of Lemma 3. Lemma 4 and Lemma 5 is the following equality characterising the number of blocked transversals of $\mathcal{H}$ containing $x$ from the numbers of blocked transversals of two hypergraphs that do not contain $x$ anymore. This will be a crucial step in our dynamic programming scheme.

Theorem 6. Let $\mathcal{H}$ be a hypergraph, $S, B \subseteq V(\mathcal{H})$ and $x \in S$. We have
$\# \operatorname{btr}_{B}(\mathcal{H}, S)=\# \operatorname{btr}_{B}(\mathcal{H}, S \backslash\{x\})+\# \operatorname{btr}_{B}\left(\mathcal{H}_{1}, S \backslash\{x\}\right)-\# \operatorname{btr}_{B \cup\{x\}}\left(\mathcal{H}_{2}, S \backslash\{x\}\right)$
where $\mathcal{H}_{1}:=\mathcal{H} \backslash \mathcal{H}(x)$ and $\mathcal{H}_{2}:=\mathcal{H} \backslash(\mathcal{H}(B) \cap \mathcal{H}(x))$.

## 3. Counting the minimal transversals of $\beta$-acyclic hypergraphs

In this section, we fix $\mathcal{H}$ a $\beta$-acyclic hypergraph, $\leq$ a $\beta$-elimination ordering of its vertices and we let $\leq_{\mathcal{H}}$ the induced lexicographic ordering on the hyperedges, i.e., $e \leq_{\mathcal{H}} f$ if $\min ((e \backslash f) \cup(f \backslash e)) \in e$. We denote by $\mathcal{H}_{e}^{x}$ the sub-hypergraph of $\mathcal{H}$ formed by the hyperedges $f \in \mathcal{H}$ such that there exists a walk from $f$ to $e$ going only through hyperedges smaller than $e$ and vertices smaller than $x$. For a vertex $x$ of $V(\mathcal{H})$, we write $[\leq x],[<x]$ and $[\geq x]$ for, respectively, $\{y \in V(\mathcal{H}) \mid y \leq x\}$, $\{y \in V(\mathcal{H}) \mid y \leq x \wedge y \neq x\}$ and $\{y \in V(\mathcal{H}) \mid x \leq y\}$. Moreover, we write $\mathcal{H}[\leq x]$, $\mathcal{H}[<x]$ and $\mathcal{H}[\geq x]$ instead of, respectively, $\mathcal{H}[[\leq x]], \mathcal{H}[[<x]]$ and $\mathcal{H}[[\geq x]]$.

### 3.1. Decomposition of $\beta$-acyclic hypergraphs

The following two lemmas have been proven in [14, Section III-A].
Lemma 7 (Theorem 3 in 14 ). For every $e \in \mathcal{H}, x \in V(\mathcal{H})$, we have $V\left(\mathcal{H}_{e}^{x}\right) \cap[\geq$ $x] \subseteq e$.

Lemma 8 (Lemma 2 in [14]). For every $e, f \in \mathcal{H}, x, y \in V(\mathcal{H})$, such that $e \leq_{\mathcal{H}} f$ and $x \leq y$. If $V\left(\mathcal{H}_{e}^{x}\right) \cap V\left(\mathcal{H}_{f}^{y}\right) \cap[\leq x] \neq \varnothing$, then $\mathcal{H}_{e}^{x} \subseteq \mathcal{H}_{f}^{y}$.

We prove a lemma on the decomposition of $\mathcal{H}_{e}^{x}$ graphs that will be used with Lemma 2 to propagate the dynamic programming algorithm:

Lemma 9. Let $x \in V(\mathcal{H})$, $e \in \mathcal{H}$ and $S \subseteq[\geq x]$. Let

$$
\mathcal{H}^{\prime}:= \begin{cases}\mathcal{H}_{e}^{x} & \text { if } S=\varnothing \\ \mathcal{H}_{e}^{x} \backslash\left(\bigcap_{w \in S} \mathcal{H}_{e}^{x}(w)\right) & \text { otherwise } .\end{cases}
$$

For every connected component $C$ of $\mathcal{H}^{\prime}[<x]$ different from $\{\varnothing\}$, there exists $y<x$ and $f \leq_{\mathcal{H}} e$ such that $C=\mathcal{H}_{f}^{y}[\leq y]$ and $\mathcal{H}_{f}^{y}=\left\{g \in \mathcal{H}^{\prime} \mid g \cap[<x] \in C\right\}$.
Proof. Let $y=\max (V(C))$ and $f=\max \left\{g \in \mathcal{H}^{\prime} \mid g \cap[<x] \in C\right\}$. We show that $\mathcal{H}_{f}^{y}=\left\{g \in \mathcal{H}^{\prime} \mid g \cap[<x] \in C\right\}$.

First, we observe that $\mathcal{H}_{f}^{y} \subseteq \mathcal{H}^{\prime}$. If $S=\varnothing$, it follows from Lemma 8 because, in this case, $\mathcal{H}^{\prime}=\mathcal{H}_{e}^{x}$. Suppose that $S \neq \varnothing$, by definition of $\mathcal{H}^{\prime}$, we have $S \nsubseteq f$. Moreover, by Lemma 7 , we have that $V\left(\mathcal{H}_{f}^{y}\right) \cap[\geq y] \subseteq f$. As $S \subseteq[\geq x]$ and $x>y$, we have $S \subseteq[\geq y]$. Thus $S \nsubseteq V\left(\mathcal{H}_{f}^{y}\right)$ and for all $g \in \mathcal{H}_{f}^{y}$, we have $S \nsubseteq g$ since $g \subseteq V\left(\mathcal{H}_{f}^{y}\right)$. We can conclude that $\mathcal{H}_{f}^{y} \subseteq \mathcal{H}^{\prime}$.

Now, we prove that every $g \in \mathcal{H}_{f}^{y}$, we have $g \cap[<x] \in C$. Let $g \in \mathcal{H}_{f}^{y}$. By definition of $\mathcal{H}_{f}^{y}$ and because $\mathcal{H}_{f}^{y} \subseteq \mathcal{H}^{\prime}$, there exists a path $P$ from $f$ to $g$ going only through vertices smaller than $y$ and hyperedges smaller than $f$ in $\mathcal{H}^{\prime}$. As $y<x$, we can conclude that $f \cap[<x]$ is connected to $g \cap[<x]$ in $\mathcal{H}^{\prime}$, i.e., $g \cap[<x] \in C$. In other words, we have $\mathcal{H}_{f}^{y} \subseteq\left\{g \in \mathcal{H}^{\prime} \mid g \cap[<x] \in C\right\}$.

It remains to prove the other inclusion. Let $g \in \mathcal{H}^{\prime}$ with $g \cap[<x] \in C$. Since $C$ is a connected component of $\mathcal{H}^{\prime}[<x]$, there exists a path $P$ from $f \cap[<x]$ to $g \cap[<x]$. By the maximality of $y$ and $f, P$ goes only through vertices smaller than $y$ and hyperedges smaller than $f$. We can construct from $P$ a path $P^{\prime}$ from $f$ to $g$ in $\mathcal{H}^{\prime}$ going through vertices smaller than $y$ and hyperedges smaller than $f$. As $\mathcal{H}^{\prime} \subseteq \mathcal{H}$, we can conclude that $g \in \mathcal{H}_{f}^{y}$ and thus, $\mathcal{H}_{f}^{y}=\left\{g \in \mathcal{H}^{\prime} \mid g \cap[<x] \in C\right\}$. Finally, observe that $C=\mathcal{H}_{f}^{y}[<x]=\mathcal{H}_{f}^{y}[\leq y]$ since $y=\max (V(C))$.

### 3.2. The algorithm

In this subsection, we describe the dynamic programming algorithm we use to count the number of minimal transversals of a $\beta$-acyclic hypergraph. We denote by $x_{1}$ the smallest element of $\leq$.

Our goal is to compute $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ and $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ for every $e \in \mathcal{H}, x \in V(\mathcal{H})$ and $w \in V(\mathcal{H})$ such that $x<w$. Observe that it is
enough for computing the number of minimal transversals of $\mathcal{H}$ as $\# \operatorname{mtr}(\mathcal{H})=$ $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e_{m}}^{x_{n}},\left[\leq x_{n}\right]\right)$ where $e_{m}$ is the maximal hyperedge for $\leq_{\mathcal{H}}$ and $x_{n}$ is the maximal vertex for $\leq$. Indeed, we have $\mathcal{H}_{e_{m}}^{x_{n}}=\mathcal{H}$ and $\left[\leq x_{n}\right]=V(\mathcal{H})$, thus $\operatorname{btr} \operatorname{br}_{\varnothing}\left(\mathcal{H}_{e_{m}}^{x_{n}},\left[\leq x_{n}\right]\right)=\operatorname{btr}{ }_{\varnothing}(\mathcal{H})=m \operatorname{tr}(\mathcal{H})$.

The propagation of the dynamic programming works as follows: we use Theorem 6 to reduce the computation of $\# \operatorname{btr}_{B}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ to the computation of \#btr for several hypergraphs that do not contain $x$. We then use Lemma 9 to show that these hypergraphs can be decomposed into disjoint hypergraphs of the form $\mathcal{H}_{f}^{y}$ for $f \leq_{\mathcal{H}} e$ and $y<x$ which allows us to compute $\# \operatorname{btr}_{B}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ from precomputed values of the form $\# \operatorname{btr}_{B^{\prime}}\left(\mathcal{H}_{f}^{y},[\leq y]\right)$, where $B^{\prime} \in\{B,\{x\}\}$.

### 3.2.1. Base cases.

We observe that for every $e \in \mathcal{H}, \mathcal{H}_{e}^{x_{1}}\left[\leq x_{1}\right]$ is either equal to $\left\{x_{1}\right\}$ or $\{\varnothing\}$. Thus, for every $e \in \mathcal{H}$ and $w \in V(\mathcal{H})$ such that $w>x_{1}$, we can compute $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},\left[\leq x_{1}\right]\right)$ and $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},\left[\leq x_{1}\right]\right)$ in time $O(1)$.

### 3.2.2. Computing $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ by dynamic programming.

We start by explaining how we can compute $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ in polynomial time if the values $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{f}^{y},[\leq y]\right)$ and $\# \operatorname{btr}_{w}\left(\mathcal{H}_{f}^{y},[\leq y]\right)$ have been precomputed for $f \leq_{\mathcal{H}} e$ and $y<x, y<w$.

We start by applying Theorem 6.

$$
\begin{aligned}
\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[\leq x]\right) & =\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[<x]\right) \\
& +\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<x]\right) \\
& -\# \operatorname{btr}_{x}\left(\mathcal{H}_{e}^{x},[<x]\right) .
\end{aligned}
$$

Now, let $C_{1}, \ldots, C_{k}$ be the connected components of $\mathcal{H}_{e}^{x}[<x]$. If there exists $i$ such that $C_{i}=\{\varnothing\}$, then $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[<x]\right)=\# \operatorname{btr}_{x}\left(\mathcal{H}_{e}^{x},[<x]\right)=0$. Otherwise, by applying Lemma 9 with $S=\varnothing$, there exists, for each $1 \leq i \leq k$, $y_{i}<x$ and $f_{i} \leq \mathcal{H} e$ such that $\mathcal{H}_{f_{i}}^{y_{i}}=\left\{g \in \mathcal{H}_{e}^{f} \mid g \cap[<x] \in C_{i}\right\}$ and $C_{i}=\mathcal{H}_{f_{i}}^{y_{i}}[\leq$ $y_{i}$ ]. By Lemma 2 ,

$$
\begin{aligned}
& \# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[<x]\right)=\prod_{i=1}^{k} \# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{f_{i}}^{y_{i}},\left[\leq y_{i}\right]\right), \\
& \# \operatorname{btr}_{x}\left(\mathcal{H}_{e}^{x},[<x]\right)=\prod_{i=1}^{k} \# \operatorname{btr}_{x}\left(\mathcal{H}_{f_{i}}^{y_{i}},\left[\leq y_{i}\right]\right) .
\end{aligned}
$$

We now show how to decompose $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<x]\right)$ into a product of precomputed values. Let $D_{1}, \ldots, D_{l}$ be the connected components of $\mathcal{H}_{e}^{x} \backslash$ $\mathcal{H}_{e}^{x}(x)[<x]$. If there exists $i$ such that $D_{i}=\{\varnothing\}$, then $\# \operatorname{btr}_{x}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<\right.$ $x])=0$. Otherwise, if we apply Lemma 9 with $S=\{x\}$, then there exists, for each $1 \leq i \leq l, y_{i}<x$ and $f_{i} \leq_{\mathcal{H}} e$ such that $\mathcal{H}_{y_{i}}^{f_{i}}=\left\{g \in \mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x) \mid g \cap[<\right.$ $\left.x] \in D_{i}\right\}$ and $D_{i}=\mathcal{H}_{y_{i}}^{f_{i}}\left[\leq y_{i}\right]$. We can thus conclude by Lemma 2 that

$$
\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<x]\right)=\prod_{i=1}^{l} \# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{f_{i}}^{y_{i}},\left[\leq y_{i}\right]\right)
$$

Therefore, if $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{f}^{y},[\leq y]\right)$ and $\# \operatorname{btr}_{x}\left(\mathcal{H}_{f}^{y},[\leq y]\right)$ have already been computed for every $f<_{\mathcal{H}} e$ and $y \leq x$, we can compute $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ with at most $3 \times\left|\mathcal{H}_{e}^{x}\right|$ additional multiplications and 3 additions.

### 3.2.3. Computing $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[\leq x]\right)$ by dynamic programming.

Let $x \leq w$. By Theorem 6, we have:

$$
\begin{aligned}
\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[\leq x]\right) & =\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[<x]\right) \\
& +\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<x]\right) \\
& -\# \operatorname{btr}_{\{x, w\}}\left(\mathcal{H}_{e}^{x} \backslash\left(\mathcal{H}_{e}^{x}(x) \cap \mathcal{H}_{e}^{x}(w)\right),[<x]\right) .
\end{aligned}
$$

We start by explaining how to compute $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[<x]\right)$. Let $C_{1}, \ldots, C_{k}$ be the connected components of $\mathcal{H}_{e}^{x}[<x]$. If there exists $i$ such that $C_{i}=\{\varnothing\}$, then $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[<x]\right)=0$. Otherwise, by Lemma 9 with $S=\{w\}$, there exists, for each $1 \leq i \leq k, f_{i} \leq_{\mathcal{H}} e$ and $y_{i}<x$ such that $\mathcal{H}_{f_{i}}^{y_{i}}=\left\{g \in \mathcal{H}_{e}^{x} \mid g \cap[<x] \in C_{i}\right\}$ and $C_{i}=\mathcal{H}_{f_{i}}^{y_{i}}\left[\leq y_{i}\right]$. By Lemma 2 , we can conclude that

$$
\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[<x]\right)=\prod_{i=1}^{k} \# \operatorname{btr}_{w}\left(\mathcal{H}_{f_{i}}^{y_{i}},\left[\leq y_{i}\right]\right)
$$

We now explain how to compute $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<x]\right)$. Let $D_{1}, \ldots, D_{l}$ be the connected components of $\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x)\right)[<x]$. If there exists $i$ such that $D_{i}=\{\varnothing\}$, then $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<x]\right)=0$. Otherwise, by applying Lemma 9 with $S=\{x\}$, it follows that for every $1 \leq i \leq l$, there exists $y_{i}<x$ and $f_{i} \leq_{\mathcal{H}} e$ such that $\mathcal{H}_{f_{i}}^{y_{i}}=\left\{g \in \mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x) \mid g \cap[<x] \in D_{i}\right\}$ and $D_{i}=\mathcal{H}_{f_{i}}^{y_{i}}\left[\leq y_{i}\right]$. Thus, from Lemma 2 ,

$$
\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x} \backslash \mathcal{H}_{e}^{x}(x),[<x]\right)=\prod_{i=1}^{l} \# \operatorname{btr}_{w}\left(\mathcal{H}_{f_{i}}^{y_{i}},\left[\leq y_{i}\right]\right)
$$

Finally, we explain how to decompose $\# \operatorname{btr}_{\{x, w\}}\left(\mathcal{H}_{e}^{x} \backslash\left(\mathcal{H}_{e}^{x}(x) \cap \mathcal{H}_{e}^{x}(w)\right),[<\right.$ $x]$ ) into a product of pre-computed values. To ease the notation, we denote $\mathcal{H}_{e}^{x} \backslash\left(\mathcal{H}_{e}^{x}(x) \cap \mathcal{H}_{e}^{x}(w)\right)$ by $\mathcal{H}^{\prime}$. Let $K_{1}, \ldots, K_{r}$ be the connected components of $\mathcal{H}^{\prime}[<x]$. If there exists $i$ such that $K_{i}=\{\varnothing\}$, then $\# \operatorname{btr}_{\{x, w\}}\left(\mathcal{H}^{\prime},[<x]\right)=0$. Otherwise, by Lemma 9 applied with $S=\{x, w\}$, we have that for every $i$, there exists $y_{i}<x$ and $f_{i} \leq_{\mathcal{H}} e$ such that $\mathcal{H}_{f_{i}}^{y_{i}}=\left\{g \in \mathcal{H}^{\prime} \mid g \cap[<x] \in K_{i}\right\}$ and $K_{i}=\mathcal{H}_{f_{i}}^{y_{i}}\left[\leq y_{i}\right]$. By Lemma 2 , we have:

$$
\# \operatorname{btr}_{\{x, w\}}\left(\mathcal{H}_{e}^{x} \backslash\left(\mathcal{H}_{e}^{x}(x) \cap \mathcal{H}_{e}^{x}(w)\right),[<x]\right)=\prod_{i=1}^{r} \# \operatorname{btr}_{\{x, w\} \cap V\left(\mathcal{H}_{f_{i}}^{y_{i}}\right)}\left(\mathcal{H}_{f_{i}}^{y_{i}},\left[\leq y_{i}\right]\right) .
$$

Claim 3. For every $i \leq p,\{x, w\} \cap V\left(\mathcal{H}_{f_{i}}^{y_{i}}\right) \neq\{x, w\}$.
Proof. Assume towards a contradiction that $\{x, w\} \cap V\left(\mathcal{H}_{f_{i}}^{y_{i}}\right)=\{x, w\}$. Recall that $\mathcal{H}_{f_{i}}^{y_{i}}\left[\leq y_{i}\right]$. By Lemma 7, $\{x, w\} \subseteq V\left(\mathcal{H}_{f_{i}}^{y_{i}}\right)$ implies $\{x, w\} \subseteq f$. Thus, we have $f \in \mathcal{H}_{e}^{x}(x) \cap \mathcal{H}_{e}^{x}(w)$. This is a contradiction, since $f \in \mathcal{H}_{f_{i}}^{y_{i}} \subseteq \mathcal{H}_{e}^{x} \backslash\left(\mathcal{H}_{e}^{x}(w) \cap\right.$ $\left.\mathcal{H}_{e}^{x}(x)\right)$.

Thus, $\{x, w\} \cap V\left(\mathcal{H}_{f_{i}}^{y_{i}}\right)$ equals either $\{x\}$, or $\{w\}$ or $\varnothing$ by Claim 3. That is, we can compute $\# \operatorname{btr}_{\{x, w\}}\left(\mathcal{H}_{e}^{x} \backslash\left(\mathcal{H}_{e}^{x}(x) \cap \mathcal{H}_{e}^{x}(w)\right),[<x]\right)$ from precomputed terms.

We can conclude that, if $\# \operatorname{btr}_{\varnothing}\left(\mathcal{H}_{f}^{y},[\leq y]\right)$ and $\# \operatorname{btr}_{w}\left(\mathcal{H}_{f}^{y},[\leq y]\right)$ have already been computed for every $f<_{\mathcal{H}} e$ and $y \leq w$, we can compute $\# \operatorname{btr}_{w}\left(\mathcal{H}_{e}^{x},[\leq\right.$ $x]$ ) with at most $3 \times\left|\mathcal{H}_{e}^{x}\right|$ additional multiplications and 3 additions.

It is easy to see that a straightforward greedy algorithm can be used to compute a $\beta$-elimination ordering in polynomial time (see [16] for a better algorithm due to Paige and Tarjan). Moreover, the dynamic programming algorithm describes above computes at most $O\left(n^{2}|\mathcal{H}|\right)$ terms and each of them can be computed from the others with a polynomial number of arithmetic operations. Finally, all these terms can be bounded by $2^{n}$ since they are all the cardinals of some collection of subsets of the vertices. Thus these arithmetic operations can be done in polynomial time in the size of the input. It follows.

Theorem 10. Let $\mathcal{H}$ be a $\beta$-acyclic hypergraph. We can compute $\# \mathrm{mtr}(\mathcal{H})$ in polynomial time.

## 4. Conclusion

We proposed a polynomial time algorithm for counting the minimal transversals of any $\beta$-acyclic hypergraph, supporting Conjecture 1, and it seems that the technique can be easily adapted to consider (inclusion-wise) minimal $d$ dominating sets, which are dominating sets such that each vertex is dominated by at least $d$ vertices [11].

Besides resolving Conjecture 1, there are two immediate questions that deserve to be considered. Firstly, can we count the minimal models of any nonmonotone $\beta$-acyclic formula in polynomial time? Secondly, can we identify a wide range of graph classes and of counting graph problems for which the techniques of this note apply?
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