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Abstract

Classification techniques development constitutes a foundation for machine learning evolution, which has become a major part of the current mainstream of Artificial Intelligence research lines. However, the computational cost associated with these techniques limits their use in resource constrained embedded platforms. As the classification task is often combined with other high computational cost functions, efficient performance of the main modules is fundamental requirements to achieve hard real-time speed for the whole system. Graph-based machine learning techniques offer a powerful framework for building classifiers. Optimum-Path Forest (OPF) is a graph-based classifier presenting the interesting ability to provide nonlinear classes separation surfaces. This work proposes a SoC/FPGA based design and implementation of an architecture for embedded applications, presenting a hardware converted algorithm for an OPF classifier. Comparison of the achieved results with an embedded processor software implementation shows accelerations of the OPF classification from 2.18 to 9 times, which permits to expect real-time performance to embedded applications.
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1. Introduction

Machine learning methods for object detection, recognition, and classification are key features for autonomous robotic systems. Current development approaches have been mainly relying on efficient parallel computation based on Graphics Processing Units (GPUs), which are generally intensive power consumers. On the other hand, embedded applications have been turning into the more common computational application nowadays, which may greatly benefit from embedded parallel computation solutions. FPGA (Field Programmable Gate-Array) systems present hardware concurrency and high modularity, being a natural candidate to implement low power parallel programming concepts. FPGA-based solutions can face the complexity of advanced machine learning approaches, enabling these applications in small robots with limited power resources.

FPGAs present a level of flexibility that general purpose CPUs can not reach. Also, their computational power by energy consumption rate surpasses GPUs’, with the newest models offering even more computational power than late GPU models [1, 2]. In the last years, the main producers introduced SoC/FPGA boards, incorporating in the same encapsulation a regular processor, an FPGA and a high-speed communication bus between them. This type of SoC (System on a Chip) is a very convenient one to implement parallel digital processing, with extended flexibility due to the heterogeneous processors configuration.

Graph-based pattern recognition provides an interesting and powerful framework for classification problems. These methods formulate the classification problem as a graph, where the nodes represent the samples’ feature vectors and the edges represent the relation between nodes. Application of heuristic rules leads to identify groups of similar samples as sets of connected components, which are then used to classify unknown samples.

Recently, the Optimum-path Forest (OPF) has been proposed as a new framework for graph-based classification [3, 4]. The method addresses a graph partition task as a competitive process, in which a series of connected components, rooted on key samples called prototypes, try to conquer the unknown samples according to a path-cost function. The prototype that offers the best reward propagates its label to the unknown sample. The method has shown good performance in several applications, presenting similar accuracy to known methods such as Support Vector Machines (SVM) and Artificial Neural Networks (ANN) [5, 6, 7, 8]. The set of operations used by the OPF algorithms consists of vector-based operations with great potential for fine-grain parallelism. This characteristic can be explored to build a classification framework dedicated to the embedded systems. All these ideas point to FPGA-based solutions as an attractive option to provide hardware acceleration by parallelism to OPF algorithms, while keep-
ing small power consumption. Some recent works present parallel implementations of the OPF training stage using the OpenMP specification [9] and GPUs [10, 11].

The main contribution of this work is the design, implementation, and test of an FPGA-based parallel processing architecture for the OPF classifier, aiming embedded machine learning systems. The main goal is to achieve hardware acceleration provided by adopting SoC/FPGA flexible devices. The designed system is intended to fit into hard real-time signal processing applications, however implying a low power system. The processing speed gain will be evaluated by comparison between the parallel hardware implementation and the algorithm software version running on the SoC embedded processor. The main architectural challenge is to balance parallelism with memory management, considering latency efficiency and bandwidth.

Recent launching of an OpenCL (Open Computing Language) compiler aiming FPGA development, imply shorter development times through an efficient workflow proposition, makes it the today preferred language to adopt for parallel programming [12, 13]. Regarding OPF algorithm development and performance, some OPF published classifiers can greatly benefit from an effective embedded architectural framework. The versatility of the classifier and its potential for parallelism and application for embedded systems is the main motivation to adopt the OPF to exemplify the proposed architecture. To the better knowledge of the authors, there are no published works presenting an FPGA-based parallel architecture focusing on the classification stage or the respective implementation of the OPF algorithm adopting OpenCL.

The paper structure is presented in the following: Section 2 presents a literature review of OPF applications and hardware-based approaches for machine learning using FPGA. Section 3 presents an overview of the OPF classifier followed by the guidelines for its implementation in FPGA hardware in Section 4. Section 5 proceeds with the performance evaluation of the proposed implementation. Finally, Section 6 presents the paper conclusions and directions for future developments.

2. Related works

2.1. Optimum-path Forest theory and applications

An OPF based classifier can be viewed as a generalization of the Image Forest Transform (IFT) [14], which is a design tool for image processing operators. Both algorithms share the principle of a clustering of similar nodes offering a reward measured by the path-cost function, in order to conquer a new individual one. The OPF classifier extends the concepts of IFT from images to general graphs [3]. The pixels and intensity/color values of the images are respectively equivalent to samples and feature vectors in a classification task. Those features can be extracted in many different application-specific ways. For example, the feature vectors may be just an intensity vector for RGB levels, or, to design a face recognition system, the feature vectors may be a description of salience points using a well-known technique, as SIFT [15] or Haar-like feature [16], among many others. Moreover, OPF presents some interesting characteristics: it is non-parametric, intrinsically multi-class, can deal with non-linear feature spaces without requiring a transformation or change in domain, does not make any assumption about the shapes of the classes and can handle some degree of overlapping between classes. Both supervised and unsupervised learning approaches are possible to be used for training an OPF system, however, for the moment, the focus is on the supervised learning version.

The method has been successfully applied to several classification tasks, including spoken emotion recognition [6], oropharyngeal dysphagia identification [5], infrared face recognition [7], and satellite image processing for land use classification [8]. Considering these publications, OPF showed to be at least at a similar level of accuracy and computational efficiency of the well-known Support Vectors Machine (SVM) classifier. The implementation complexity of the OPF is also smaller than SVM’s, which, allied to its faster execution time, indicate its suitability for embedded applications.

2.2. FPGA accelerated machine learning

FPGAs have been consistently used as an alternative for building high-performance embedded systems. Their employment on classification tasks has several examples. Artificial neural networks were the first methods to take advantage of the massive parallelism capacity offered by FPGA implementations. Reference [17] shows an early effort in this field, presenting an architecture suitable for applications in image processing, pattern recognition, and neural networks. It uses a Single Instruction Multiple Data (SIMD) approach, with a network of Processing Elements (PE) and a custom memory controller for distributing data among the PEs. Recently, new developments in this area can be found in [18, 19].

FPGA promises have attracted implementation of several classification methods. An SVM application for single digit recognition using an FPGA implementation can be found in [20]. Parallel to improvements in the SVM algorithm and evolution of the FPGA devices themselves, new propositions for SVM implementations appeared in [21, 22, 23]. In the recent years, CV applications, such as pedestrian detection, have received some FPGA implementations [24, 25]. Convolutional Neural Networks, which has been the basis for Deep Learning applications, are also often implemented in FPGA [26, 27, 28, 29].

3. Optimum-path Forest Classifier

The following subsections present the adopted OPF supervised training and classification stage details.
3.1. Training stage

The basic training routine presented in [3] is done in two stages, called fitting and learning phases. The fitting phase starts with the selection of a set of samples from the data universe to act as the training set. Considering that this set must represent all possible classes, the algorithm fits the problem by constructing a complete graph using the training set samples as the nodes. The weights of the edges are obtained by calculating the dissimilarity between the nodes, using a previously defined dissimilarity function.

The Euclidean distance \( L^2 \) norm is the most used dissimilarity function, but it can be substituted by any distance function that suits a particular requirement of an application. From this complete graph, a Minimum Spanning Tree (MST) is extracted. The algorithm associates a cost to each node and also mark special nodes called prototypes. The prototypes are defined as nodes of different classes that share an edge. The edges between prototypes are then removed because they are the leaves of a classification tree, consequently, the associated cost for all prototypes is set to 0. The algorithm then assigns to each node their respective cost, which corresponds to the value of the maximum edge weight found in the path from the node to its respective prototype. The fitting process is shown on Figure 1.

The resulting forest can be directly used to classify the unknown samples, but some methods were proposed to increase the accuracy of the classifier including another set of samples called the evaluation set [3, 30]. The classifier is built from the training set, and its accuracy is evaluated by classifying the samples in the evaluation set. A learning procedure is applied, consisting in switching misclassified nodes in the evaluation set with samples of the training set and restarting the training and evaluation again with the new sets. After a determined number of restarting iterations, depending on an adopted convergence criterion, the instance with the best accuracy is selected as the classifier. This procedure is meant to find the most informative samples in the universe set for being used for the final classifier.

3.2. Classification stage

For a given unknown sample \( s \), its resulting classification label \( \lambda(s) \) is given by:

\[
\lambda(s) = \lambda(t) \mid t = \min_{t \in T} \{ \max\{C(t), d(s, t)\}\},
\]

where \( T \) is the classifier set, \( C(t) \) is the associated cost of the classifier nodes and \( d(s, t) \) is the value returned by the dissimilarity function. The tree that offers the minimum cost to connect to the unknown sample, that is, the one that holds the lesser dissimilarity, propagates its class to the sample. So, the classification is a process of minimization of dissimilarity. The classification process is exemplified in Figure 2.

Papa et al. [30] present a variation of the classifying algorithm exploring a theoretical property of the OPF that can accelerate the classification process. As the classifier finds the node that offers the minimum cost to connect to the unknown sample, one can assume that the winning one will have a small cost (not necessarily the lowest). So, if we present the classifier’s nodes in an ascending order of their costs, the probability of the winning one to be at the beginning of the list is high. Then, one must search through the list until it finishes (the worst case) or finds a node whose cost is greater than the calculated cost for the unknown sample in the previous iteration. That node is the winner node. Algorithm 1 shows the process.

Algorithm 1: OPF classification algorithm.

\textbf{Require:} Ordered classifier set \( T \), label map \( \lambda(T) \), connectivity cost map \( C(T) \), dissimilarity function \( d(s, t) \) and test set \( S \).

\textbf{Output:} Test set label map \( \lambda(S) \).

\textbf{Auxiliary:} Variables \( \text{tmp} \) and \( \text{mincost} \), counter \( i \).

1: function \text{OPF\_CLASSIFYING}(T)
2: for all \( s \in S \) do
3: \( i \leftarrow 1 \)
4: \( \text{mincost} \leftarrow \max\{C(t_i), d(s, t_i)\} \)
5: \( \lambda(s) \leftarrow \lambda(t_i) \)
6: \text{while } i < |T| \text{ and } \text{mincost} > C(t_{i+1}) \text{ do}
7: \( \text{tmp} \leftarrow \max\{C(t_{i+1}), d(s, C(t_i + i))\} \)
8: \text{if } \text{tmp} < \text{mincost} \text{ then}
9: \( \text{mincost} \leftarrow \text{tmp} \)
10: \( \lambda(s) \leftarrow \lambda(t_{i+1}) \)
11: \text{end if}
12: \( i \leftarrow i + 1 \)
13: \text{end while}
14: \text{end for}
15: \text{end function}

4. Proposed FPGA architecture for OPF classification

4.1. High level system design

The proposed architecture was conceived to use an SIMD (Single Instruction, Multiple Data) based auxiliary Parallel Processor associated with a Host Processor (HP) and a double-access global memory module. Figure 3 shows an overview of the main system. In the adopted configuration, the host processor controls the main application execution flow, managing the data access, and dispatching commands to the parallel processor (PP). HP processed data written on the Global Memory (GM) is distributed by PP to be processed in parallel by the several processors that are inside the Elementary Processor Array (EPA). As the processing task finishes, it signals the host back.

The host processor can be based on any kind of all-purpose device. It is usually programmed using a high-level programming language, like C/C++.

The auxiliary parallel processor is designed to execute the computationally intensive tasks of the application. It
Figure 1: Training sequence for the OPF classifier. In (a), the complete graph with edges weighted by dissimilarity. In (b), the Minimum Spanning Tree is found. Following, in (c), the prototypes are marked and their connections undone. The last step, shown in (d), is to assign the labels and the costs for each node. The prototypes are assigned a cost of 0 and propagate their labels to the nodes in their trees. The cost of the nodes are the maximum value of the edges in the path from them to their respective prototypes.

consists of a Control Logic Module (CLM) and one or more EPA. Communication with HP is done via an interconnected bridge, which also grants access to GM, which is the main interface for data exchange between the processors. The bridge implements a shared access policy which contributes to reducing data access latency and a Direct Memory Access (DMA) channel (not shown Figure 3) grants the parallel processor the ability to read and write data directly, making better use of the bandwidth. The host processor controls the DMA channels, avoiding racing conditions that could corrupt the data, through an arbiter that orders access requests to the shared region, and also protecting the access to reserved areas. This policy also allows the parallel processor to run asynchronously, leaving the host processor free to run other tasks.

Control Logic Module provides an interface with the host processor for receiving commands and the memory addresses to read and writing back. It also distributes the data among the EPAs, control their execution and coordinates the memory access for writing back the results.

Figure 4 details the EPA configuration. Each EPA is composed of a number of Elementary Processors (EP), internal memories and a control module.

Each EPA has its own Local Shared Memory (LSM) with an associated Memory Management (MM) module. This memory is used for fast data exchange between the EPs. The MM module implements the same protection policy to avoid memory corruption that the host processor uses. It is also responsible for coordinating the access to the global memory. There is also a Local Private Memory (LPM) module for each EP. The LPM access is managed by the EP itself, which uses it to store intermediary data.

The Elementary Processors provide the core functionality to the application. They are responsible to effectively execute the computationally intensive task to be accelerated. All the EPs are identical, executing the same operation in different blocks of data, complying with a hardwired SIMD architecture. Figure 5 shows how it is organized.

In this work, the EPs implement the OPF classification algorithm shown in Algorithm 1. The dissimilarity function is the most computationally expensive step in the algorithm, therefore a specific hardware module implements the respective process. Alongside the natural speed gain by implementing the function in a dedicated hardware, the architecture explores parallelism, enabling several data chunks to be processed simultaneously. Nonetheless, the parallel architecture was designed to be flexible enough to be adapted to different applications simply by redesigning the EP.

4.2. System implementation details

Considering that OpenCL is available since 2013 for Altera® products, representing a considerable advance to FPGA development [31], it was adopted for the implementation of the proposed architecture. Because OpenCL is an open standard for parallel programming on heterogeneous
Figure 2: Classification sequence for the Optimum-Path Forest classifier. In (a), the unknown sample is presented to the classifier nodes. Then, they compete to connect to the sample, offering their costs. The cost assumed by the sample is calculated according to OPF connectivity function (Eq. 1). The values in parenthesis next to the nodes are, respectively, the label and the path cost from the node to its respective prototype. In (b), notice in the highlighted path that although the node that generates this path is the closest to the sample, with a distance of (0.3), the final path cost is given according to the OPF connectivity function, that is, the highest edge value in the path to the prototype, resulting in a final path cost of (0.5). Then, in (c), applying the connectivity function to the highlighted path, results in a cost of (0.4). Finally, in (d), after repeating the process to all possible paths, the one with the minimum path cost wins the unknown sample and gives its label. Thus, the sample is classified as one of the square class.

Figure 3: Proposed architecture general overview. The two processing elements communicate through a bridge that also grants memory access. The parallel processor can receive parameters directly from the host processor and seek the data out through a DMA channel accessed from the bridge.

platforms, it may be seen as more than a language, implying a specific workflow, which provides solutions for FPGA design and implementation. Therefore, it complies exactly with the HP/PP framework, which, adopting a SoC/FPGA board, conducts to a natural function distribution between the embedded microprocessor and the FPGA chip. This lead to adopting the Arrow SoCKit as the development platform. It is built around a Cyclone V SoC FPGA chip featuring, in a single chip, a dual-core A9-Cortex ARM processor, an FPGA device and an internal high-speed bridge connecting the processor to the FPGA fabric, as well as a second low-speed bridge. The ARM processor enables the implementation of stand-alone embedded systems, eliminating the need for an external host computer.

Some OpenCL key concepts that organize the parallel code are necessary to be introduced. The first one is the division of the code into parts: host code and device code. The host code is the sequential part of the application, comprising mostly algorithm configuration and execution flow control. The device code is the computationally intensive part that will run on the specific parallel hardware.

Parallel functions in the OpenCL context are called kernels, which are implemented by the programmer taking into account the parts of the application that require parallel execution and using the respective available API (Application Programming Interface). The OpenCL compiler converts it into the platform specific machine code according to the programmable device, in this case the Cyclone V. This means that an OpenCL development is comprised off a sequential part, written in C/C++ and executed in the host, which prepares data to be processed in
parallel, and a sequence of kernel calls, written in OpenCL, to process the data in specialized parallel hardware.

Two other OpenCL important concepts are work-items and work-groups. A work-item is the elementary processing element in an OpenCL kernel, meaning the part of the hardware designed to effectively execute parallel code and hardware implemented. A work-group is the user-defined association of a given number or work-items into an abstract encapsulation, in order to organize the parallel execution of the desired kernel function.

4.2.1. OpenCL workflow for FPGA programming

Traditionally, the Register Transfer Level (RTL) workflow is used for FPGA development when a Hardware Description Language (HDL, e.g. Verilog or VHDL) is the programmer option. These languages can always be used to design parallel systems. This process requires a deep knowledge of digital circuit architectures design and involves time-consuming simulation and verification stages. However, the OpenCL workflow has a higher abstraction level, which facilitates the complete development in general, and it has to be forcefully adopted when OpenCL is used. The main advantage of the OpenCL workflow is to incorporate the RTL procedures in a transparent way, which brings efficiency to the development. Figure 6 shows the relation between both workflows.

It may be seen in Figure 6 the RTL workflow comprising some fundamental steps, taken after the code development, which are: functional simulation of the compiled code, synthesis of the approved simulated code, routing of the viable synthesis result considering all power and timing constraints, to finally upload to the target board the bitstream hardware configuration file. All these steps are manually controlled by the programmer, and eventually, the process has to return to the initial step if any intermediary test fails.

The OpenCL workflow, also shown in Figure 6, rests over the RTL one. It means that the RTL steps are yet necessary, but now it proceeds in an automatic and transparent way. After compilation of the OpenCL code, the functional verification is done through an emulation of the system in the host developing computer. After functionally approved, the system is optimized and checked against the resource constraints, and the procedure follows up with the automatic synthesis and routing steps. This avoids the always present respective feedback to the initial step imposed to the manual procedure.

The compiler also takes care of handling the interfacing between the host processor and device processor through predefined interconnect Intellectual Properties (IP) that map the data exchange to the actual hardware. This is traditionally the most time-consuming task in the system’s design using RTL workflow, as the developer must tune his solution to work in very specific protocols to be able to manage the data transporting between the system components.
components and extract the best performance, and linking the design with the actual hardware in use.

4.2.2. Host Processor code organization

This section details the HP design transcription for implementation on the board. The ARM processor SoC board represents the HP and as such it executes the host code, which is written in C/C++. The code is organized into sub-tasks: input file reading, data preparation, buffer preparation, kernel configuration, kernel launching, presentation of results and resources deallocation. Figure 7 presents the execution flow of each sub-task, which is explained in the following:

- Input file reading: the data sets is organized as two input files, one containing the classifier itself and another with the test data to be classified. Both the files are in the OPF binary format provided by the library.

- Buffer preparation: the OpenCL API uses a specific data structure as buffers to communicate data between Host and Device memory spaces. Therefore, it is necessary to prepare these buffers before moving data around them. As the adopted board uses a shared memory space between the ARM processor and FPGA fabric, there is no need to make an explicit call to write and read functions. Once the buffers are defined, both the Host and Device can access them. The host writes the input data into the corresponding buffers and the device will be responsible for writing its processing results into the output buffers.

- Kernel configuration: Once all the buffers are correctly set, the kernel interface is read and configured to run. During the compiling process, the kernel code is stored into a binary file that holds the image to be configured into the FPGA fabric and its interface description. Each buffer is associated with its corresponding argument in the kernel interface. These steps prepare the kernel to execute.

- Kernel launching: At this point, the execution is transferred from the host code running on the ARM processor to the device synthesized in the FPGA fabric. The FPGA execution is asynchronous, that is, the host code will continue to run independently of the parallel hardware. It is possible, in the case of very complex parallel code, that the host finishes its execution before the kernel finishes. The API provides barrier function calls to prevent this behavior. Once the kernel completes its execution, the results are written into the output buffers and are ready to be accessed by the host.

- Presentation of results: The host code can finally present the results in the manner the user chooses to do so.

- Resources deallocation: Once the application finishes, the buffers must be freed to let the device ready for a new task, if it is the case.

The efficiency of the classifier was evaluated using offline-trained OPF data stored in libOPF [32] format. The final system is flexible enough to permit the use of different datasets, with diverse feature vector dimensions and multiple classes. Therefore, it can be adapted for different classification tasks just changing the data acquisition and feature extraction methods to a more suitable one to the application in question.

4.2.3. Parallel Processor code organization

Algorithm 1 is implemented as a hardwired SIMD architecture in the EP, as shown in Figure 5. The algorithm executes in two loops, in order to classify each sample, which corresponds to the outer loop. For each sample, the inner loop will iterate over the classifier nodes to identify

Figure 6: The FPGA OpenCL programming workflow. It incorporates the RTL workflow as an automatic process, based on verified components. This introduces a higher level of abstraction to the development, as the user will concentrate on the algorithm design.
the respective minimum cost prototype, taking into account the Euclidean distance between the sample and each node of the forest. Each EP corresponds to an OpenCL work-item and the EPAs correspond to work-groups. The EPs hardwired SIMD code is implemented as an OpenCL kernel. Following these directives, the kernel was organized such that each EP/work-item will load one sample from the test set and perform the inner loop over the classifier nodes. Notice that the number of samples to be classified in parallel is the total number of EPs considering all EPAs. The currently available compiler does not support more than one kernel simultaneous instances, nor to call a kernel inside another kernel, thus restricting the inner loop to run sequentially inside each EP/work-item.

Figure 8 shows how the kernel is organized. The classifier data is shared among the EPs/work-items that belong to the same EPA/work-group, while the input data is divided among all EPs/work-items. The most computation-ally expensive operation in the OPF classification algorithm is the Euclidean distance calculation. The compiler builds the internal configuration of EPs/work-items as a pipelined structure, finely tuned with the memory access timing, which contributes to increasing the system's throughput by a better employment of the memory bandwidth. The compiler directive num_compute_units(N) can be used to replicate compute units N times. Each compute unit corresponds in the architecture to an EPA, and each one is capable of simultaneous execution of different work-groups, thus increasing the parallel processing capacity. However, this replication comes with a penalty in global memory bandwidth, as the access to distribute the data between the units will be shared. To effectively profit from having multiple EPAs, the problem to be processed must have a favorable computation-to-memory access ratio, when the global memory access time will be amortized by the computation time. Therefore, a case-to-case analysis must be performed to find the best configuration for each specific problem.

This work evaluates two configurations for the PP synthesis, using one or two EPAs per PP. Considering the number of logic elements necessary to synthesize the architecture, two EPAs was the maximum possible on the current hardware. The compiler tries to optimize the shared access, resulting in a rearrangement of the kernel maximum clock frequency that can be achieved in the final synthesis. Aspects of the board implementation also affect the optimizations that the compiler implements, as they are highly coupled with the speed parameters of the memory chips. This results are detailed in the next section. There are some freedom and some restrictions to configure the parallel execution. Initially, the number of work-items in a work-group was defined as 512, as a design choice to be assessed after testing. Memory access is 32 bit-aligned, using the shared memory controller on the HP, which implements a direct interface between the FPGA fabric and the Hard Processor System (HPS) DDR controller, which in the current configuration implements a data port 256 bits wide. For the adopted board, there is 1 GB of DDR memory. The first 512 MB are reserved for the operational system and the remaining 512 MB are set as the shared memory space. Each kernel is launched with a configuration given by the number of elements to classify divided by the maximum number of work-items. This gives us the required number of work-groups for execution. Uneven results are padded with zeros and the appropriate range verification is done in the EPs. PP configurations with more than one EPA can execute one work-group per EPA, however, as mentioned before, global memory access is serialized between the EPAs. Therefore, to avoid sub-optimal utilization of the hardware capabilities, the task to be processed must have a favorable computation-
to-memory ratio. This relation is well known in parallel code design and serves as a guideline to the appropriate domain division for parallel execution, accounting both for the problem and the parallel hardware characteristics.

5. Results and performance analysis

5.1. Hardware and software specifications

The development board host processor was set up to run at 800 MHz. The operational system used was the image provided by the manufacturer, consisting of a Linux distribution based on the Yocto Project. The distribution was installed to the board with the addition of the OpenCL runtimes libraries that expose the FPGA side interfaces to the Linux Hardware Abstraction Layer. A micro-SD card hosts the operational system and acts as mass storage device.

The offline training of the different datasets used a PC equipped with an Intel® Core™ 2 Quad Q8400 CPU 2 GHz with 8 GB DDR2 RAM memory running Ubuntu 14.04 Trusty Tahr operating system. The resulting classifiers were saved in a file and then transferred to the development board micro-SD card.

The comparison was made with the software-only classification running in the ARM-based processor and its accelerated implementation on the FPGA. The libOPF version used was 2.1, the latest one available at the time of this work.

5.2. Metrics and key performance indicators

The focus of the comparison is the processing speed gain obtained by measuring the acceleration provided by the FPGA parallel hardware against its software-only counterpart. The execution times for classifying the whole dataset was measured and the average duration to classify an individual sample was calculated.

The chosen performance metric for evaluating the quality of the classification was the Average Accuracy. As the classifier function used for the software and hardware versions are same, there is no reason to perform a complete qualitative analysis of the results. This metric gives us a general idea of the classification’s quality and can be used to assess the divergence (if any) in the results of the two versions caused by design decisions.

As defined in [33], the Average Accuracy measures the average per class effectiveness of a multi-class classifier and is calculated as:

\[
Acc = \frac{\sum_{l=1}^{l} \left( \frac{tp_l + f_p_l + f_n_l}{l} \right)}{l}
\]

where \( l \) is the number of different classes of the problem and \( tp, f_p, tn \) and \( fn \) stand for, respectively, true positives, false positives, true negatives and false negatives for the \( i \)-th sample in the testing set.

5.3. Dataset descriptions

The system was tested by running the classification in six different datasets. The first five were picked from the publicly available Machine Learning repository of University of California Irvine [34]. The last one is composed of HOG descriptors taken from a compilation of several popular pedestrian detection datasets generated from an authors’ previous work [35]. The data sets D1, D3, D5, and D6 are originally from CV applications, with different descriptors used to generate the feature vectors. Using these data sets will permit to analyze the performance of the OPF in diverse CV scenarios. Table 1 compiles each dataset characteristics. Datasets with a different number of classes and attributes are used to assess how this variation affects both the software and hardware versions.

<table>
<thead>
<tr>
<th>Id</th>
<th>Name</th>
<th># attr.</th>
<th># classes</th>
<th># samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Breast Cancer Wisc. (Diag.)</td>
<td>9</td>
<td>2</td>
<td>569</td>
</tr>
<tr>
<td>D2</td>
<td>Glass Identification</td>
<td>9</td>
<td>6</td>
<td>214</td>
</tr>
<tr>
<td>D3</td>
<td>Image Segmentation</td>
<td>19</td>
<td>7</td>
<td>2.310</td>
</tr>
<tr>
<td>D4</td>
<td>Iris</td>
<td>4</td>
<td>3</td>
<td>150</td>
</tr>
<tr>
<td>D5</td>
<td>Parkinsons</td>
<td>22</td>
<td>2</td>
<td>197</td>
</tr>
<tr>
<td>D6</td>
<td>Pedestrian</td>
<td>37.60</td>
<td>2</td>
<td>12.160</td>
</tr>
</tbody>
</table>

The classifiers were generated by Repeated Random Sub-sampling, choosing the best instance of 100 different randomly generated collections of training/evaluation/testing sets. The training set used 40% of the total samples, and the evaluation set 20%. The remaining 40% constitutes the testing set.

5.4. Performance analysis

Table 2 presents the accuracy observed for every data set running on each version of the classifier, compiling the kernel to result in only one compute unit (EPA). It presents also the number of samples in the test set, the total time spent in the classification in milliseconds, the average classification time per sample and the speed-up obtained by using the hardware implementation against its corresponding software version. Table 3 shows the same metrics, but now for adopting two compute units (EPAs).

<table>
<thead>
<tr>
<th>Id/Version</th>
<th># of samples</th>
<th>Accuracy</th>
<th>Total time (ms)</th>
<th>Avg. time per sample (ms)</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1/SW</td>
<td>276</td>
<td>0.902174</td>
<td>5.66021</td>
<td>0.02051</td>
<td>-</td>
</tr>
<tr>
<td>D1/HW</td>
<td>276</td>
<td>0.902174</td>
<td>0.74398</td>
<td>0.00269</td>
<td>7.62</td>
</tr>
<tr>
<td>D2/SW</td>
<td>91</td>
<td>0.882784</td>
<td>3.75272</td>
<td>0.04123</td>
<td>-</td>
</tr>
<tr>
<td>D2/HW</td>
<td>91</td>
<td>0.882784</td>
<td>0.57631</td>
<td>0.00633</td>
<td>6.51</td>
</tr>
<tr>
<td>D3/SW</td>
<td>924</td>
<td>0.927644</td>
<td>220.762</td>
<td>0.23885</td>
<td>-</td>
</tr>
<tr>
<td>D3/HW</td>
<td>924</td>
<td>0.927644</td>
<td>40.516</td>
<td>0.04384</td>
<td>5.44</td>
</tr>
<tr>
<td>D4/SW</td>
<td>60</td>
<td>0.955556</td>
<td>0.34493</td>
<td>0.00574</td>
<td>-</td>
</tr>
<tr>
<td>D4/HW</td>
<td>60</td>
<td>0.955556</td>
<td>0.12171</td>
<td>0.00202</td>
<td>2.84</td>
</tr>
<tr>
<td>D5/SW</td>
<td>80</td>
<td>0.81256</td>
<td>4.40499</td>
<td>0.05505</td>
<td>-</td>
</tr>
<tr>
<td>D5/HW</td>
<td>80</td>
<td>0.81256</td>
<td>0.74712</td>
<td>0.00967</td>
<td>5.69</td>
</tr>
<tr>
<td>D6/SW</td>
<td>4.864</td>
<td>0.801809</td>
<td>1.531710.0</td>
<td>314.90748</td>
<td>-</td>
</tr>
<tr>
<td>D6/HW</td>
<td>4.864</td>
<td>0.801809</td>
<td>389.6558.0</td>
<td>80.11060</td>
<td>3.93</td>
</tr>
</tbody>
</table>
### Table 3: Accuracy and classification times for software (S) and hardware (H) versions of the OPF classifier, kernel compiled to generate 2 compute units

<table>
<thead>
<tr>
<th>Id/Version</th>
<th># of samples</th>
<th>Accuracy</th>
<th>Total time (ms)</th>
<th>Avg. time per sample (ms)</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1/SW</td>
<td>276</td>
<td>0.902174</td>
<td>5.39210</td>
<td>0.01953</td>
<td>8.99</td>
</tr>
<tr>
<td>D1/HW</td>
<td>276</td>
<td>0.902174</td>
<td>0.59944</td>
<td>0.00217</td>
<td>8.99</td>
</tr>
<tr>
<td>D2/SW</td>
<td>91</td>
<td>0.882784</td>
<td>0.82370</td>
<td>0.00800</td>
<td>10.8</td>
</tr>
<tr>
<td>D2/HW</td>
<td>91</td>
<td>0.882784</td>
<td>0.60406</td>
<td>0.00663</td>
<td>6.32</td>
</tr>
<tr>
<td>D3/SW</td>
<td>924</td>
<td>0.927644</td>
<td>220.7240</td>
<td>0.23887</td>
<td>5.46</td>
</tr>
<tr>
<td>D3/HW</td>
<td>924</td>
<td>0.927644</td>
<td>40.3644</td>
<td>0.43646</td>
<td>4.4</td>
</tr>
<tr>
<td>D4/SW</td>
<td>60</td>
<td>0.955556</td>
<td>0.172921</td>
<td>0.00288</td>
<td>2.18</td>
</tr>
<tr>
<td>D4/HW</td>
<td>60</td>
<td>0.955556</td>
<td>0.312500</td>
<td>0.00509</td>
<td>1.64</td>
</tr>
<tr>
<td>D5/SW</td>
<td>80</td>
<td>0.812500</td>
<td>0.44074</td>
<td>0.00908</td>
<td>1.88</td>
</tr>
<tr>
<td>D5/HW</td>
<td>80</td>
<td>0.812500</td>
<td>0.80762</td>
<td>0.00908</td>
<td>1.88</td>
</tr>
<tr>
<td>D6/SW</td>
<td>4.864</td>
<td>0.801809</td>
<td>1.532010</td>
<td>0.314964</td>
<td>4.03</td>
</tr>
<tr>
<td>D6/HW</td>
<td>4.864</td>
<td>0.801809</td>
<td>379.9570</td>
<td>78.11615</td>
<td>4.03</td>
</tr>
</tbody>
</table>

The two compute units configuration is the maximum number possible to synthesize, given the available resources on the adopted FPGA model. It can be perceived that changing the number of EPAs does not significantly affect the processing times for the OPF classification algorithm.

Table 4 shows the resource utilization for each kernel configuration. This information can be obtained using the manufacturer’s provided profiling tools that accompany the OpenCL SDK.

### Table 4: FPGA resource utilization for each kernel configuration

<table>
<thead>
<tr>
<th>Resource</th>
<th>1 compute unit</th>
<th>2 compute units</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALUTs</td>
<td>14,112</td>
<td>23,710</td>
</tr>
<tr>
<td>Registers</td>
<td>22,402</td>
<td>40,056</td>
</tr>
<tr>
<td>Logic utilization</td>
<td>11,153</td>
<td>19,364</td>
</tr>
<tr>
<td>DSP blocks</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>Memory bits</td>
<td>1,450,336</td>
<td>2,640,320</td>
</tr>
</tbody>
</table>

Table 5 shows the bandwidth achieved for each dataset in each kernel configuration also obtained with the profiling tools. The datasets D3 and D6 achieved the highest bandwidth, what is expected, given that they have a bigger number of testing elements, what causes the data transfer to computation ratio to be better. This ratio is also affected by the feature vector length, so it is expected to vary.

Table 6 shows the power estimation for each kernel configuration.

### Table 5: Global memory bandwidth for each dataset and kernel configuration

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Global Bandwidth 1 comp. unit (MB/s)</th>
<th>Global Bandwidth 2 comp. units (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>1,237</td>
<td>926.3</td>
</tr>
<tr>
<td>D2</td>
<td>75.1</td>
<td>71.5</td>
</tr>
<tr>
<td>D3</td>
<td>2,183.6</td>
<td>2,000.2</td>
</tr>
<tr>
<td>D4</td>
<td>131.5</td>
<td>125.7</td>
</tr>
<tr>
<td>D5</td>
<td>109.3</td>
<td>100.4</td>
</tr>
<tr>
<td>D6</td>
<td>2,080.4</td>
<td>1,885.4</td>
</tr>
</tbody>
</table>

### Table 6: Power estimation for each kernel configuration

<table>
<thead>
<tr>
<th>Component</th>
<th>Thermal Power (W) 1 compute unit</th>
<th>Thermal Power (W) 2 compute units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logic</td>
<td>0.131</td>
<td>0.239</td>
</tr>
<tr>
<td>RAM</td>
<td>0.241</td>
<td>0.446</td>
</tr>
<tr>
<td>DSP</td>
<td>0.023</td>
<td>0.046</td>
</tr>
<tr>
<td>I/O</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>PLL</td>
<td>0.031</td>
<td>0.031</td>
</tr>
<tr>
<td>Clocks</td>
<td>0.122</td>
<td>0.197</td>
</tr>
<tr>
<td>Hard Memory Controller (HMC)</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>XCVR</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>PCS HiP</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Static</td>
<td>0.315</td>
<td>0.325</td>
</tr>
<tr>
<td>Total FPGA</td>
<td>0.868</td>
<td>1.289</td>
</tr>
<tr>
<td>Hard Processor System (HPS)</td>
<td>0.217</td>
<td>0.217</td>
</tr>
<tr>
<td>HPS Static</td>
<td>0.139</td>
<td>0.141</td>
</tr>
<tr>
<td>Total SoC Power</td>
<td>1.224</td>
<td>1.647</td>
</tr>
</tbody>
</table>

6. Conclusions

This work proposes an architecture for embedded system parallel processing comprising a host processor and a parallel multiprocessor array. Its implementation of a computer vision application algorithm in a SoC/FPGA board using the OpenCL language and workflow is also presented. Adopting OpenCL yields, in general, a shorter development time, considering that it implies the use of higher level abstraction and verified IPs and consequently less programming error correction effort.

A software version running on the dual-core ARM host processor is used to assess the acceleration provided by the hardware implementation. The comparison shows that the hardware implementation was able to execute 2.18 to 9 times faster than the software version. Also, two different configurations, using one or two compute units were compared, exposing the differences in global memory bandwidth and energy consumption of each configuration, giving support to decide which configuration to use in specific applications. The achieved acceleration was sufficient to justify the use of the implementation. There is space for improvement though, as some parameters defined at runtime can be fixed at compilation time, aligned to a particular task. This modification contributes to decrease global memory accesses, thus improving the computation-to-memory access ratio and consequently, improving the variation in speed-up values is expected, given the nature of the OPF classification algorithm and the variation in dimensionality and number of classes of each dataset.
processing acceleration and is a good candidate for further investigation.

Future work will consider testing the substitution of the floating point operations by fixed point ones, which generally grants performance improvement against a common promise in precision. For many applications, this precision reduction does not represent a significant loss, considering that the achieved acceleration can be very attractive, or even the viable solution for a hard real-time embedded system. The parallel implementation shall be studied using alternative devices in a future work, in order to validate the proposed architecture to different application demands.
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