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ABSTRACT The invention of next-generation sequencing (NGS) techniques marked the coming of a new era in the detection of the genetic diversity of intrahost viral populations. A good understanding of the genetic structure of these populations requires, first, the ability to identify the different isolates or variants and, second, the ability to accurately quantify them. However, the initial amplification step of NGS studies can impose potential quantitative biases, modifying the variant relative frequencies. In particular, the number of target molecules (NTM) used during the amplification step is vastly overlooked although of primary importance, as it sets the limit of the accuracy and sensitivity of the sequencing procedure. In the present article, we investigated quantitative biases in an NGS study of populations of a multipartite single-stranded DNA (ssDNA) virus at different steps of the procedure. We studied 20 independent populations of the ssDNA virus faba bean necrotic stunt virus (FBNSV) in two host plants, Vicia faba and Medicago truncatula. FBNSV is a multipartite virus composed of eight genomic segments, whose specific and host-dependent relative frequencies are defined as the “genome formula.” Our results show a significant distortion of the FBNSV genome formula after the amplification and sequencing steps. We also quantified the genetic bottleneck occurring at the amplification step by documenting the NTM of two genomic segments of FBNSV. We argue that the NTM must be documented and carefully considered when determining the sensitivity and accuracy of data from NGS studies.

IMPORTANCE The advent of next-generation sequencing (NGS) techniques now enables study of the genetic diversity of viral populations. A good understanding of the genetic structure of these populations first requires the ability to identify the different isolates or variants and second requires the ability to accurately quantify them. Prior to sequencing, viral genomes need to be amplified, a step that potentially imposes quantitative biases and modifies the viral population structure. In particular, the number of target molecules (NTM) used during the amplification step is of primary importance, as it sets the limit of the accuracy and sensitivity of the sequencing procedure. In this work, we used 20 replicated populations of the multipartite faba bean necrotic stunt virus (FBNSV) to estimate the various limitations of ultradeep-sequencing studies performed on intrahost viral populations. We report quantitative biases during rolling-circle amplification and the NTM of two genomic segments of FBNSV.
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Until recently, the study of natural viral populations was technically limited. The coming of next-generation sequencing (NGS) technologies has opened this field of research by vastly improving the detection and quantification of genetic variability in viral populations. Many metagenomic studies have already been dedicated to describing viral communities in many different environments, such as ocean coastal seawater (1), freshwater lakes (2), stromatolites (3), and soil (4, 5; see reference 6 for a more exhaustive review). NGS technologies and, more specifically, ultradepth sequencing (UDS) (7) also made it possible to investigate the intraspecific and intrahost variations of viral populations. The high sequencing coverage provided by UDS enables the detection of mutants at low frequencies and the quantification of them with precision. Those studies highlighted major features of intrahost viral population dynamics, such as the existence of strong bottlenecks during transmission (8, 9), the appearance and dynamics of drug-resistant mutants (10, 11), or the existence of unexpected multiple infections (12, 13).

Studying viral populations with NGS can be achieved with different approaches. While some NGS techniques do not require the amplification of the target nucleic acid (14), for most methods, the first step in the NGS pipeline is the amplification of viral sequences from the collected samples through either PCR, reverse transcription-PCR (RT-PCR), or rolling-circle amplification (RCA). When the template DNA is ready, the two remaining steps of the NGS pipeline consist of the preparation of DNA libraries and sequencing (15). Various errors and biases may occur at each of these steps.

The amplification step is particularly susceptible to the introduction of (i) sequence errors (artifactual mutations) during replication and (ii) biases in sequence relative frequencies. At the viral community level, the linker amplification shotgun library (LASL) method (1) amplifies only double-stranded DNA (dsDNA) viruses (therefore missing single-stranded DNA [ssDNA] and RNA viruses) and suffers from differential amplification rates related to the size of amplicons (16) and GC content (17). The multiple-displacement amplification method (MDA), based on RCA (18), tends to overrepresent small circular genomes (e.g., ssDNA viruses) (19, 20) and, depending on the kit, tends to overrepresent sequences rich in GC content or frequent sequences in the population (21). Thus, at the interspecific level, the sequence divergence (single or double stranded, DNA or RNA, genome length, and GC content, etc.) challenges the accuracy of NGS technologies. However, given that the sequence divergence is much lower at the intraspecific level than at the interspecific level, it remains unclear if amplification steps can introduce biases in the estimation of relative frequencies of sequences of the same species.

Some biases may also occur during library preparation. For instance, with the Nextera Illumina method, library preparation requires a step of fragmentation and transposition of adapter sequences. As the activity of the transposases generally results in nonrandom integrations (22, 23), some biases in sequence coverage may arise if the distribution of the fragmentation and tagging is not homogeneous throughout the genome or between genotypes. Finally, sequencing errors occur whatever the method used, and appropriate data analyses are required to distinguish them from actual polymorphisms (24–26).

While these various biases and errors have been fairly well studied and described, a new kind of limitation has been identified recently. In their study, McCrone and Lauring (27) showed that the sensitivity of single-nucleotide variant detection was limited at low nucleic acid concentrations, probably because of the small number of template molecules, analogous to population bottlenecks occurring at the amplification and/or library preparation step. Bottlenecks can seriously reduce the detection of this variability (at the intraspecific and interspecific levels), depending on how severe they are. Suppose that we extract viral genomes from an infected host in order to detect and quantify the relative frequency of viral variants or viral species. We first amplify these viral genomes, then perform NGS analysis, and end up with 10,000-fold coverage. If the number of target viral molecules actually amplified is 1,000, the 10,000-fold coverage will show the genetic diversity contained in those 1,000 molecules. If the number of
target molecules is much smaller (e.g., 100 or fewer), ultradeep sequencing may potentially reveal only a very small and quantitatively biased fraction of the genetic variability contained in the infected host. The sensitivity and accuracy of the NGS procedure depend on the actual number of target molecules (NTM) that were amplified, which may be much smaller than the coverage. Importantly, the NTM as defined here is not the total amount of viral genomes present in a sample but the fraction that is actually amplified.

The ssDNA virus faba bean necrotic stunt virus (FBNSV) is a nanovirus composed of eight circular genomic segments, with each segment being encapsidated independently. All segments have similar lengths (~1 kb) and carry different genes but also have some homologous noncoding sequences. A recent study showed that these different genomic segments consistently accumulate at different relative frequencies in the host plant, defining the genome formula (28). It has been hypothesized that the genome formula could correspond to a gene expression regulation system through the modification of the gene copy number (29). The multipartite structure of the FBNSV genome, the fact that its segments are of similar sizes and share common sequences, and the obvious importance of the genome formula make FBNSV a great model to investigate potential quantitative NGS biases at the intraspecific level. In the present article, we investigated such putative biases during an NGS study of 40 replicated FBNSV populations. We performed an experiment in which this multipartite virus was inoculated into 20 faba bean plants and later transmitted to 20 Medicago plants via aphids. We used these 20 independent lines to evaluate the impact of RCA and NGS Illumina Nextera techniques on the estimation of the relative frequencies of FBNSV segments. In an additional experiment, we were also able to infer for two segments (one frequent and one rare) the NTM actually amplified during RCA and thus quantify the bottleneck occurring in our ultradeep-sequencing method.

**RESULTS**

Rolling-circle amplification modifies the FBNSV genome formula. To investigate whether RCA could bias the genome formula, we performed quantitative PCRs (qPCRs) before and after RCA (Fig. 1) and compared the relative frequencies of each FBNSV segment. Figure 2 (and Table 1) illustrates how the FBNSV genome formula was altered by RCA. Our statistical analysis (Table 2) confirms that the segment relative frequencies (i.e., the genome formula) differed in faba bean and Medicago (segment*plant factor F value = 377.5, where the asterisk indicates an interaction between the segment and plant factors; P < 2.2e-16), as previously described (28). More surprisingly, it also shows that the genome formula was distorted during RCA amplification (segment*RCA factor F value = 67.6; P < 2.2e-16) and that the effect of RCA was different in faba bean and Medicago (segment*plant*RCA factor F value = 11.2; P = 2.04e-13). While segment U4 experienced the highest relative proportion increase (26.5% before and 47% after RCA, i.e., a 1.77-fold increase, in faba bean, and 12.4% before and 17.8% after RCA, i.e., a 1.43-fold increase, in Medicago), segment U2 suffered the highest relative proportion decrease (18.4% before and 4.6% after RCA, i.e., a 4-fold decrease, in faba bean, and 21.8% before and 12.3% after RCA, i.e., a 1.77-fold decrease, in Medicago). In order to understand how RCA affected the genome formula, we calculated the amplification rates for each segment. Figure 3 and the associated Tukey honestly significant difference (HSD) test confirm that (i) FBNSV segments were not all amplified at the same rates and (ii) these amplification rates were different in faba bean (Fig. 3A) and Medicago (Fig. 3B). In faba beans, C, N, and U4 were the most amplified segments, while R and U2 were the least amplified. In Medicago, the most amplified segments were C, U1, and U4, while the least amplified were R and U2 (like in faba bean). Finally, in order to tentatively explain why the FBNSV genome formula varied during RCA, we tested whether the initial segment relative frequencies could bias amplification, with the most frequent segments being potentially the most amplified ones (21). We tested this hypothesis by plotting the relative segment frequencies (i.e., the genome formula) versus the RCA rates and found no correlation (Fig. 4).
NGS estimates of the FBNSV genome formula are biased. We were interested to know whether the FBNSV genome formula could be reliably estimated by the NGS procedure used in this study. For this, we compared qPCR estimates of the genome formula in RCA products to the relative proportion of reads matching on each segment obtained after the HiSeq procedure was performed on the same RCA products (Fig. 2). Our statistical analysis (Table 3) shows that the segment relative frequencies estimated by both qPCR and HiSeq are different in faba bean and Medicago (segment*plant factor F value = 440.3; P < 2.2e^{-16}). It also shows that the genome formulae estimated by qPCR and by HiSeq are significantly different (segment*NGS factor F value = 14.4; P < 2.2e^{-16}) but that the distortions induced by the NGS estimates are not statistically different in samples from faba beans and Medicago (segment*plant*RCA factor F value = 1.1; P = 0.37). Comparison of the average genome formulae in RCA products estimated by qPCR and by HiSeq (Fig. 2 and Table 1) confirmed a quantitative difference with the HiSeq method. While the N segment showed the highest relative proportion increase (21.7% estimated by qPCR and 29.3% estimated by HiSeq, i.e., a 1.35-fold increase, in faba bean, and 4% by qPCR and 6% by HiSeq, i.e., a 1.63-fold...
increase, in Medicago, and the R segment suffered the highest relative proportion decrease (1.3% by qPCR and 1% by HiSeq, i.e., a 1.3-fold, decrease in faba bean, and 7% by qPCR and 5% by HiSeq, i.e., a 1.4-fold decrease, in Medicago).

Estimation of the number of target molecules amplified during RCA. As mentioned in the introduction, the initial NTM amplified by RCA could limit the sensitivity of our ultradeep-sequencing effort. Because it is an important issue for the final interpretation of NGS results, we performed an additional experiment to evaluate this putative limitation. First, we estimated the number of molecules present in 1 μl of DNA

### TABLE 1 Evolution of the average FBNSV genome formula after RCA and NGS procedures

<table>
<thead>
<tr>
<th></th>
<th>1 - preRCA</th>
<th>2 - postRCA</th>
<th>3 - postNGS</th>
<th>ratio 2/1</th>
<th>ratio 2/3</th>
<th>ratio 3/1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Faba bean</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.024</td>
<td>0.037</td>
<td>0.049</td>
<td>1.533</td>
<td>1.342</td>
<td>2.056</td>
</tr>
<tr>
<td>M</td>
<td>0.076</td>
<td>0.067</td>
<td>0.071</td>
<td>0.883</td>
<td>1.069</td>
<td>0.944</td>
</tr>
<tr>
<td>N</td>
<td>0.179</td>
<td>0.217</td>
<td>0.293</td>
<td>1.208</td>
<td>1.353</td>
<td>1.635</td>
</tr>
<tr>
<td>R</td>
<td>0.030</td>
<td>0.013</td>
<td>0.010</td>
<td>0.420</td>
<td>0.760</td>
<td>0.319</td>
</tr>
<tr>
<td>S</td>
<td>0.047</td>
<td>0.036</td>
<td>0.040</td>
<td>0.783</td>
<td>1.111</td>
<td>0.870</td>
</tr>
<tr>
<td>U1</td>
<td>0.195</td>
<td>0.115</td>
<td>0.108</td>
<td>0.591</td>
<td>0.941</td>
<td>0.556</td>
</tr>
<tr>
<td>U2</td>
<td>0.184</td>
<td>0.046</td>
<td>0.046</td>
<td>0.249</td>
<td>1.005</td>
<td>0.250</td>
</tr>
<tr>
<td>U4</td>
<td>0.265</td>
<td>0.470</td>
<td>0.382</td>
<td>1.770</td>
<td>0.813</td>
<td>1.438</td>
</tr>
<tr>
<td><strong>Medicago</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.147</td>
<td>0.210</td>
<td>0.233</td>
<td>1.428</td>
<td>1.109</td>
<td>1.585</td>
</tr>
<tr>
<td>M</td>
<td>0.044</td>
<td>0.051</td>
<td>0.057</td>
<td>1.168</td>
<td>1.121</td>
<td>1.309</td>
</tr>
<tr>
<td>N</td>
<td>0.038</td>
<td>0.037</td>
<td>0.061</td>
<td>0.994</td>
<td>1.630</td>
<td>1.620</td>
</tr>
<tr>
<td>R</td>
<td>0.109</td>
<td>0.070</td>
<td>0.050</td>
<td>0.644</td>
<td>0.716</td>
<td>0.461</td>
</tr>
<tr>
<td>S</td>
<td>0.144</td>
<td>0.127</td>
<td>0.119</td>
<td>0.884</td>
<td>0.937</td>
<td>0.828</td>
</tr>
<tr>
<td>U1</td>
<td>0.176</td>
<td>0.203</td>
<td>0.192</td>
<td>1.155</td>
<td>0.945</td>
<td>1.091</td>
</tr>
<tr>
<td>U2</td>
<td>0.218</td>
<td>0.123</td>
<td>0.130</td>
<td>0.562</td>
<td>1.064</td>
<td>0.598</td>
</tr>
<tr>
<td>U4</td>
<td>0.124</td>
<td>0.178</td>
<td>0.156</td>
<td>1.429</td>
<td>0.879</td>
<td>1.256</td>
</tr>
</tbody>
</table>

*Relative frequency ratios were calculated between steps 1 and 2, 2 and 3, and 1 and 3. The highest of the 8 ratios calculated for each segment is shown in light-gray cells and the lowest in gray cells.*
extract used for the RCA reaction by qPCR. We came up with estimations of \(6.5 \times 10^6\) and \(1 \times 10^6\) molecules of the N and S segments, respectively. Second, we estimated the size of the bottleneck undergone by the viral segments N and S during RCA using a statistical method based on variations of the relative frequencies of two genetic markers inserted into the same segment (N or S), before and after RCA. This method encompasses that the various segments (bearing different markers) can be amplified at different rates. A model comparison revealed that the model assuming differential replication best explained the results over the model assuming equal replication.

**TABLE 2** Statistical analysis of the impact of RCA on FBNSV segment relative frequencies

<table>
<thead>
<tr>
<th>Factor</th>
<th>df</th>
<th>Sum sq</th>
<th>Mean sq</th>
<th>F value</th>
<th>Pr(&gt;F)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment</td>
<td>7</td>
<td>44.57</td>
<td>6.3671</td>
<td>339.649</td>
<td>&lt;2.20e-10***</td>
</tr>
<tr>
<td>Plant</td>
<td>1</td>
<td>2.33</td>
<td>2.3305</td>
<td>124.319</td>
<td>&lt;2.20e-10***</td>
</tr>
<tr>
<td>RCA</td>
<td>1</td>
<td>0.514</td>
<td>0.5136</td>
<td>27.399</td>
<td>2.28e-07***</td>
</tr>
<tr>
<td>Segment*plant</td>
<td>7</td>
<td>49.53</td>
<td>7.0757</td>
<td>377.451</td>
<td>&lt;2.20e-10***</td>
</tr>
<tr>
<td>Segment*RCA</td>
<td>7</td>
<td>8.864</td>
<td>1.2663</td>
<td>67.55</td>
<td>&lt;2.20e-10***</td>
</tr>
<tr>
<td>Plant*RCA</td>
<td>1</td>
<td>0.402</td>
<td>0.4017</td>
<td>21.429</td>
<td>4.49e-06***</td>
</tr>
<tr>
<td>Segment<em>plant</em>RCA</td>
<td>7</td>
<td>1.474</td>
<td>0.2106</td>
<td>11.232</td>
<td>2.04e-13***</td>
</tr>
<tr>
<td>Residuals</td>
<td>608</td>
<td>11.398</td>
<td>0.0187</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(a\)Sum sq, sum of the squares; Mean sq, mean of the squares; Pr(>F), F-test P value (***, P < 0.001).

![FIG 3](http://jvi.asm.org/) Rolling-circle amplification rates for the different segments of FBNSV with DNA samples from faba bean (A) or Medicago (B) plants. Box plots show the distribution of RCA rates observed for 20 independent plants. Letters on top of the box plots determine groups of values not statistically different after a Tukey HSD test was performed on these data.
The model that best explains our experimental results corresponds to NTM of 3,250 (confidence interval [CI], 1,065 to 8,974) and 617 (CI, 255 to 1,478) for the N and S segments, respectively (see Table 4 for detailed parameter estimation results). Therefore, only 0.05% and 0.06% of the N and S segment molecules were used as targets during RCA, respectively.

**DISCUSSION**

RCA affects the FBNSV genome formula. We observed significant genome formula variations during RCA (Fig. 2 and Table 1). This bias could be explained by the fact that either (i) the NTM of each segment was not proportional to the genome formula, (ii) the different segments were amplified at different rates in RCA, or (iii) both (i) and (ii) occurred concomitantly. Our estimation of the NTM (experiment 2) showed that more N molecules (3,250) than S molecules (617) were used as targets during RCA. Interestingly, the ratios of N/S molecules present initially in the DNA sample (genomic formula estimated by qPCR) and those of the corresponding NTM in RCA were very similar (initial N/S ratio = 6.12, NTM\(_N\)/NTM\(_S\) ratio = 3,250/617 = 5.27). Comparison of

![Correlation between the relative proportions of segments (genome formula) and rolling-circle amplification rates in faba bean (A) and Medicago (B) samples.](http://jvi.asm.org/)

**FIG 4** Correlation between the relative proportions of segments (genome formula) and rolling-circle amplification rates in faba bean (A) and Medicago (B) samples. The regression formulae are \( y = 0.0001x + 0.087 \) \((R^2 = 0.056)\) for panel A and \( y = -5.04x + 0.165 \) \((R^2 = 0.042)\) for panel B. Pearson’s product-moment correlations were not significant for faba bean \((t = 0.60, df = 6, P\) value = 0.57, and correlation coefficient = 0.24) or Medicago \((t = -0.51, df = 6, P\) value = 0.63, and correlation coefficient = −0.21).
these ratios indicates that the NTM of these segments were proportional to their relative frequencies in the genome formula. Thus, the distortion between the genome formula before and after RCA cannot be explained by the first hypothesis.

The distortion of the genome formula during RCA was due mostly to the fact that the different FBNSV segments were not amplified at the same rate (Fig. 3). Interestingly, the relative frequencies of five of the eight FBNSV segments consistently showed similar RCA-associated variation patterns between replicate populations and even across host plants (faba bean and *Medicago*, with an increase in the relative frequencies of C and U4 and a decrease in the relative frequencies of R, S, and U2). Such results suggest the existence of some sort of mechanism underlying the relative frequency modifications induced by RCA. Contrary to results reported previously by Yilmaz et al. (21), we did not detect the existence of a frequency dependence that would result in the overamplification of frequent segments compared to rare ones (Fig. 4). As RCA is initiated by the annealing of random hexamer primers on the target DNA, sequence variation or various secondary folding structures may differentially affect priming on distinct segments and explain why certain segments were more replicated than others. Clearly, more investigations are necessary to mechanistically understand the effect of rolling-circle amplification on the FBNSV genome formula.

In our experiment, most of the bias introduced by RCA was due to differential rates of amplification between segments and not the effects of the bottleneck at the initial step of RCA. Given our estimates of a large NTM amplified by RCA (\(>600\), even for the rarest segment), this is not surprising. It is unclear, however, how general this may be. More severe bottlenecks in other systems could mediate the relative importance of these processes.

The NGS Illumina Nextera procedure affects the FBNSV genome formula. After RCA, the FBNSV genome formula was estimated by qPCR and by measuring the relative proportions of Illumina-generated reads that mapped onto each genomic segment. These two independent estimations were slightly but significantly different (Fig. 2 and Tables 1 and 3). These variations were quite consistent between replicates as well as between faba bean and *Medicago*. There are a few additional amplification steps during the Illumina Nextera procedure, dedicated to the introduction of tag sequences at the 5′ and 3′ ends of the reads. Because these PCR amplifications are performed on adapter sequences, we cannot see how a bias in the FBNSV genome formula could be introduced at these steps. One possibility is that this occurred during library preparation when transposons were inserted into the target DNA sequence. It is well known that transposases promote nonrandom integration (22, 23). Thus, at least partially, we may explain the biases of the FBNSV genome formula occurring during NGS by the fact that Nextera fragmentation and tagging are not homogeneously distributed among the distinct FBNSV segments. Other library preparation kits (not tested here) are now available, and whether they alleviate such biases is an open question (30, 31).

**Bottlenecks at the amplification step can impose a limitation on the sensitivity and accuracy of NGS.** As mentioned above, the NTM used as the templates during the amplification steps (e.g., RCA, PCR, and RT-PCR) in NGS pipelines is of crucial importance. Given that the S segment represents around 2% of the within-plant segment population in this experiment and that more than 600 molecules of this segment were
used as the templates during RCA, a simple rule of thumb leads to a rough approximation of the size of the target population of 30,000 molecules in total (30,000 amplified genome segments of FBNSV). This figure could appear large enough to prevent the sensitivity and accuracy limitations discussed above. However, according to the proportion of molecules used as targets during RCA (0.05% and 0.06% of the N and S segments, respectively), 30,000 molecules correspond to only a small fraction of the total number of viral molecules present in the DNA extract before the amplification step.

Natural samples do not contain marked sequences allowing easy estimation of the NTM by qPCR. In order to estimate the NTM in these samples, we recommend the use of a nucleic acid solution containing marked sequences as a calibrator. For instance, in studies of double-stranded DNA viruses, a solution containing two dsDNA viruses carrying genetic markers could be introduced into the sample, and their relative proportions could be quantified before and after amplification. Whether various viral species are amplified at different rates should also be estimated in order to take these biases into account in the NTM estimation.

Whether the NTM may or may not be a limitation in precisely detecting or measuring relative variant frequencies depends on a question addressed by deep sequencing. In metagenomic studies, for instance, the NTM can potentially limit the detection of viral species present at low frequencies or the detection of rare intraspecific polymorphisms. Whatever the question asked, we argue that the NTM should be systematically estimated and accounted for, to evaluate how this number limits the sensitivity of detection and therefore allow the accurate interpretation of NGS results. More generally, we also suggest that the NTM should contribute to a more strict definition of the limit of detection in NGS studies dedicated to the detection of polymorphisms (at the intra- and interspecific levels).

Conclusion. The aim of the present study was to investigate to what extent an NGS study may be quantitatively reliable at the intraspecific level, using the example of experimental populations of a multipartite nanovirus. More specifically, we looked for potential biases that could occur at different steps of such an experiment, i.e., during the RCA and the NGS Illumina Nextera procedures. We observed significant deviations (4-fold maximal variation) of the FBNSV genome formula during both steps. The importance of the FBNSV genome formula in the functioning of the virus is currently under study, and therefore, it remains unclear how such biases could be misleading, but it is certainly important to account for them. Finally, we also quantified the bottleneck occurring at the amplification step. This quantification allowed a rough approximation of a total of 30,000 viral molecules amplified by RCA. We believe that such estimations should be performed by NGS studies aiming to investigate the diversity of viral populations in order to estimate the actual sensitivity of these procedures and help rationalize sequencing efforts. For example, in the setting of our experiment, whatever the level of ultradeep sequencing, the sensitivity of the technique for the detection of polymorphisms was limited to around 0.05% of the available molecules. This limitation uncovered here with RCA potentially also applies to PCR amplification: the NTM sets the limit.

MATERIALS AND METHODS

Experiment overview. Two independent experiments were performed in this study. Experiment 1 (see Fig. 1 for a schematic description) was dedicated to monitoring the FBNSV genome formula during different steps for the preparation of NGS DNA samples. Nine-day-old faba bean plants (Vicia faba “Seville”) were infected by FBNSV via agroinoculation. At 3 weeks postinfection, aphid transmission of the virus from these faba bean plants to Medicago plants (Medicago truncatula) was performed by using Acyrthosiphon pisum as the vector species. Twenty infected faba bean plants and their associated 20 infected Medicago plants (constituting 20 independent lines) were picked for subsequent analyses. Total DNA extraction was performed on systemically infected faba bean (21 days postinfection) and Medicago (26 days postinfection) plants. qPCR was performed on all 40 DNA extracts in order to measure the FBNSV genome formulae in the two host species. Rolling-circle amplification (amplifying FBNSV single-stranded circular DNA genome segments) was performed on all DNA samples in order to enrich the samples in viral DNA sequences. Another qPCR was performed on these RCA products to investigate the potential effect of RCA on the FBNSV genome formula. Finally, the samples were purified with a NucleoSpin gel
and PCR cleanup purification kit (Macherey-Nagel GmbH & Co. KG) for subsequent deep-sequencing analyses.

Experiment 2 was dedicated to estimating the number of viral target molecules (NTM) used in the RCA reaction. To do so, a faba bean plant was infected with FBNSV in which two segments (one rare and one frequent) carried genetic markers. DNA extraction was performed on this plant, and 19 independent RCAs were run on this DNA sample. The relative frequency of each marker was measured by qPCR before and after RCA, and a statistical method based on the variation of these frequencies was used to estimate the number of target molecules actually used in RCA reactions (see the section on statistics, below, for a full description).

**Viral strain and agroinoculations. (i) Experiment 1: agroinoculation and aphid transmission.**

We used FBNSV isolate JKI-2000, provided by the Gronenborn laboratory and described previously (32). Faba bean plants were agroinoculated with cultures of *Agrobacterium tumefaciens* COR308 strains, each carrying a pbin19 plasmid containing a tandem repeat of one of the 8 FBNSV segments. All 8 *A. tumefaciens* cultures were mixed together at equal proportions and inoculated into plants as described previously (28). Aphid transmission of the virus was performed by caging 10 *A. pismum* aphids on infected faba bean plants for 3 days and then transferring them to 15-day-old *Medicago* plants (*Medicago truncatula*) for three more days.

(ii) Experiment 2: determination of the number of amplified molecules during RCA. In experiment 2, we used six wild-type genome segments of FBNSV (C, M, R, U1, U2, and U4) and two engineered alleles of each of the N and S segments. The N and S segments contained 22-base-long genetic markers inserted between the ends of the coding regions and the poly(A) signal sequences (available upon request). The markers mys2 and mys7 were introduced into the N segment, while the markers mys1 and mys8 were introduced into the S segment.

Faba bean plants were agroinoculated with cultures of *Agrobacterium tumefaciens* COR308 strains, each carrying a pbin19 plasmid containing one of the FBNSV segments mentioned above. All 10 *A. tumefaciens* cultures were mixed together (1, 1, 1, 1, 1, 1, 0.5, 0.5, 0.5, and 0.5 volumes of C, M, R, U1, U2, U4, Nmys2, Nmys7, Smys1, and Smys8, respectively, in order to inoculate equal proportions of each of the eight segments composing the FBNSV genome) and inoculated into plants.

**Estimation of the frequencies of segments and genetic markers by qPCR.** All qPCRs (40 cycles of 95°C for 10 s, 60°C for 10 s [when estimating genome formulae] or 63°C for 10 s [when estimating relative frequencies of marked segments], and 72°C for 10 s) were carried out immediately after DNA collection (same day) by using a LightCycler 480 thermocycler (Roche) and the LightCycler FastStart DNA Master Plus SYBR green I kit (Roche), according to the manufacturer’s instructions. Sample DNA (1.2 µl of a 10-fold dilution) was added to the qPCR mix (5 µl of Roche 2× qPCR Mastermix, 3.5 µl of H2O, and 0.3 µl of primer mix, for 8.8 µl total) after distribution into 384-well microtiter plates. Primers (available upon request) were used at a final concentration of 0.3 µM.

Along with samples containing viral DNA, serial dilutions of plitmus28 plasmids, each carrying one of the eight FBNSV segments (32), were placed onto each qPCR plate (8 serial dilutions per PCR plate in total, one for each FBNSV segment). These dilutions were used as an internal control in order to draw a standard curve for each segment and in each PCR plate, thereby taking potential “between-qPCR-plate” variations into account. Thus, with this method, no calibrator was necessary to homogenize between-qPCR plate results. Fluorescence data were first analyzed with the LinRegPCR program (33) and later converted into nanograms of DNA by using standard curves (data are available upon request). Genome formulas could then be estimated by calculating the relative proportions of each segment as described previously (34). Genome formulas were estimated before and after RCA. The rate of rolling-circle amplification could be calculated for each segment as the ratio of the quantity of one given segment (in nanograms) before and the quantity after RCA. All qPCRs were duplicated (two wells on the same PCR plate).

**DNA sample preparation and deep sequencing.** Four 6-mm-diameter leaf disks were collected from infected plants, frozen in liquid nitrogen, and ground with steel beads in an MM 301 mixer mill (Retsch). Total DNA was extracted from these samples by using the DNeasy plant minikit (Qiagen). Circular DNA molecules were amplified by rolling-circle amplification in order to obtain a majority of viral sequences in the samples. RCAs were performed with the Illustra TempliPhi amplification kit (GE Health Care Life Sciences, USA) according to the manufacturer’s recommendations.

RCAs were purified with a NucleoSpin gel and PCR cleanup purification kit (Macherey-Nagel GmbH & Co. KG) and sequenced on two replicated lanes on the Illumina HiSeq-High Output (HO) system (Fasteris SA, Switzerland). Forty independent libraries were created, one per initial plant extract. For a single plant, around 18 million 150-base-long reads were obtained on average. These reads were analyzed with the following pipeline by using Toggle (35). First, we trimmed the remaining adapter sequences at the 5’ extremity were duplicated at the 3’ extremity of the sequence. We did so to allow the mapping of reads that would fall onto the region where the sequence was opened. Duplication of 149 bases in reference sequences allowed the mapping of 18.8% more reads. Only best-match reads were...
Model assuming equal amplification (model 2 with only the parameter \( \lambda_{\text{p}} \) during RCA. We compared the above-described model (model 1 with 2 parameters, \( \lambda_{\text{p}} \) and \( s \)) to model 2, as well as model 3, which included the replication parameter \( s \).

(i) Experiment 1: estimation of the effect of RCA and NGS procedures on the FBNSV genome formula. Segment relative frequencies were logit transformed (\( \log(f/1 - f) \), where \( f \) is the relative frequency of the \( i \)th segment) in order to normalize the data. These transformed data were analyzed with linear models, including segments, plant species (faba bean or Medicago), and treatments (RCA or NGS) as the main effects and their interactions.

(ii) Experiment 2: estimation of the number of target molecules of viral DNA amplified during RCA. The general idea of the method for experiment 2 is based on analogy to population genetics. Consider that several replicate populations were founded from a single source population, and the frequency of genetic variants in the replicate populations was monitored through time. The variance in the frequency of the variants across replicate populations can inform us on the average number of individuals that founded the replicate populations. This is called the founder effective size in population genetics, and in the context of RCA, we call it the NTM. Any systematic bias in the mean frequency of genetic variants across replicate populations and their frequency in the source population would indicate that the markers replicated at different rates, analogous to the effect of selection in population genetics.

The statistical methods that we detail below consider both processes to yield the NTM for each segment and an estimation of their amplification rate.

More specifically, let us denote by \( f_{\text{obs}}^{\text{init}} \) and \( f_{\text{obs}}^{\text{end}} \) the observed frequencies of the marker of interest in plant \( p \) before and after RCA, respectively. We modeled RCA as a binomial sampling process. The model is as follows:

\[
\begin{align*}
    m_p | f_{\text{obs}}^{\text{init}}, N_p, s \sim & \text{Bin} \left( \text{size} = m_p, p^{\text{init}}, (f_{\text{obs}}^{\text{init}}) \right) \\
    f_{\text{obs}}^{\text{end}} = m_p / N_p \\
    f_{\text{true}}^{\text{init}} = m_p / N_p \\
    f_{\text{true}}^{\text{end}} = m_p / N_p \\
    \lambda_{\text{p}} | \lambda_N \sim & \text{ZTPois} \left( \lambda_N \right)
\end{align*}
\]

The size parameter of the binomial process, \( m_p \), corresponding to the NTM for RCA in each plant, varies from plant to plant as a result of a zero-truncated Poisson process (ZTPois) of unknown parameter \( \lambda_N \). We use a zero-truncated Poisson distribution because it ensures that the value of \( m_p \) cannot be zero. Its mean, \( \lambda_N / (1 - \exp(-\lambda_N)) \), is nearly equal to \( \lambda_N \) as soon as \( \lambda_N \) is \( \geq 10 \) and corresponds to the NTM. The overall replication probability, \( p^{\text{init}} \), of the binomial process depends on the initial frequency of this marker and on \( S \), an unknown differential replication coefficient of the marker of interest during RCA. Thus, if \( s \) is equal to 0, the replication probability of the marker of interest will be equal to its initial frequency (i.e., \( p^{\text{init}} = f_{\text{obs}}^{\text{init}} \)). If \( s > 0 \), the replication probability of the marker of interest is more than proportional to its initial frequency, (i.e., \( p^{\text{init}} > f_{\text{obs}}^{\text{init}} \)). We do not have any a priori reason to believe that the different markers for a given segment will replicate differentially, but we wanted to use a general method that could account for such potential biases. The variable \( m_p \) corresponds to the effective number of copies of the marker of interest generated in plant \( p \) given the initial number of target molecules in this plant, \( n_p \) and the replication probability, \( p^{\text{init}} \). Finally, we also assumed that the uncertainty for the measures of \( f_{\text{true}}^{\text{init}} \) and \( f_{\text{true}}^{\text{end}} \) is negligible.

The parameter \( \theta = (\lambda_N, s) \) was estimated by approximate Bayesian computation (ABC) with two summary statistics. The statistic \( S_1 = \text{mean} \left( |f_{\text{true}}^{\text{init}} - f_{\text{true}}^{\text{end}}| \right) \) averaged over the plants the difference between the frequencies of the marker of interest before and after RCA. Similarly to the effect of selection in population genetics, \( S_1 \) measures the tendency of the marker of interest to increase (or decrease) in average over a set of independent samples, the different plants, during RCA. The second statistic, \( S_2 = \text{mean} \left( (f_{\text{true}}^{\text{init}} - f_{\text{true}}^{\text{end}}) / (f_{\text{true}}^{\text{init}} - f_{\text{obs}}^{\text{end}}) \right) \), where \( f_{\text{true}}^{\text{end}} = (f_{\text{true}}^{\text{init}} + f_{\text{true}}^{\text{end}}) / 2 \), corresponds to an unbiased estimator of genetic drift averaged over the plants (36). Similarly to the effect of genetic drift, the higher the effective number of molecules amplified during RCA, the lower the mean increase of the variance of marker frequencies during the reaction.

Estimations were performed with the adaptive ABC algorithm (37) implemented in the EasyABC package (R software [https://www.r-project.org/]) with the tuning parameters nb_simul = 5,000, p_acc_min = 0.04, and alpha = 0.5. Noninformative uniform priors were used: \( s \sim \text{Unif}(-0.9, 5) \) and \( \lambda_N \sim \text{log} - \text{Unif}(10, 5,000) \). Additionally, we conducted model selection to test if differential amplification occurs during RCA. We compared the above-described model (model 1 with 2 parameters, \( \lambda_N \) and \( s \)) and a model assuming equal amplification (model 2 with only the parameter \( \lambda_N \), assuming that \( s \) is null) using the multinomial logistic regression method implemented in the ABC package. We also verified the identifiability of the model through numerical simulations to check if data sets with 19 samples, as in our real experimental design, were informative enough to efficiently estimate the parameter \( \theta = (\lambda_N, s) \). We proceeded in 3 steps. First, the parameter value \( \theta_{\text{true}} \) was independently drawn from dedicated distributions (\( s \sim \text{Unif}(-0.9, 3) \) and \( \lambda_N \sim \text{log} - \text{Unif}(10, 5,000) \)) that encompass a large diversity of possible scenarios. Second, data sets with 19 samples (\( 1 \leq p \leq 19 \)), as in our real experimental design, were simulated given \( \theta_{\text{true}} \) and by setting \( f_{\text{true}}^{\text{init}} = 0.2 \), an intermediate frequency (initial frequency of the \( N_{\text{mynv}} \) marker of 0.27 and initial frequency of the \( S_{\text{mynv}} \), marker of 0.16) of the N segment population in our experiment. Steps 1 and 2 were iterated until the acceptance of 350 simulated data sets. Data sets were accepted if, as in the real data set analyzed in experiment 2, the two markers were detected in all plants (i.e., \( 0 < f_{\text{end}}^{\text{end}} < 1 \)). Third, for each accepted data set, \( \theta \) was reestimated by using the approximate Bayesian computation method detailed above. Practical identifiability is assessed by fitting a practical regression between true and estimated parameter values and assessing the relative bias. Overall, the practical identifiability was very satisfactory, with mean relative biases of 0.02 for \( s \) and 0.06 for \( \lambda_N \). Specifically, for parameter \( s \) kept for analysis. Reads were sorted by using Picard Tools Sort Sam (2.7.0) to enable read counting by using the idxstat tool (1.3).
For parameter $\alpha$ (differential replication coefficient), the $R^2$ value of the best-fit line was 0.09, the slope was 1, and the intercept was 0.01. For parameter $\beta$ (NTM), log10-transformed values were used. The $R^2$ value of the best-fit line was 0.91, the intercept was 0.3, and the slope was 0.92. Finally, the credibility intervals were also satisfactory, with 91% of the true values of $\alpha$ (82% of the true values of $\beta$) included in 90% credibility intervals. All statistical analyses were performed with R software (R 3.1.3 GUI 1.65).
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