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Abstract
With the rapid growth of image processing technologies, objective Image Quality Assessment (IQA) is a topic where considerable research effort has been made over the last two decades. IQA algorithms based on image structure have been shown to correlate well with Mean Opinion Scores (MOS). No-Reference (NR) image quality metrics are of fundamental interest as they can be embedded in practical applications. This paper deals with a new NR-IQA metric based on natural scenes statistics. It proposes to model the best correlated statistics of seven well-known no-reference image quality algorithms by a MultiVariate Gaussian Distribution (MVGD). A part of LIVE database is used with the associated DMOS to fit the MVGD model, namely Model Image Quality Index (MIQI). Hence, the quality of a distorted image is given by the DMOS that maximizes the multivariate Gaussian probability density function. Experimental results demonstrate the method effectiveness for a wide variety of distortions.

Introduction
The rapid development of image and video processing technologies and the exponential increase in the demand of new multimedia services raise the critical issue of assessing the visual quality. To meet this need, reliable methods have been developed. Since the human observer is the ultimate judge, subjective assessment when properly implemented [1, 2] is the most accurate method to evaluate the visual quality but is time consuming and unsuitable for real-time applications. Objective IQA algorithms [3] aim at predicting image quality from objective features extracted from images. Two approaches are generally considered in the design of objective IQA algorithms: (i) the visually based approach that aims to mimic the human visual system behavior and (ii) the signal based approach that extracts and analyses features in image signals. Signal based approaches which represent the context of this paper, present a good tradeoff between performance and complexity. Generally, these approaches require two steps. In the first one, relevant features are extracted while, in the second, these features are pooled in order to produce the quality score of the image under test. The first step has been the subject of several investigations [4, 5, 6]. In contrast, the second step still uses conventional combinations. To overcome this drawback, statistical modeling of natural images has been considered and has been shown to correlate well with perceived quality as measured by subjective assessment. Statistical modeling is based on the assumption that natural scenes belong to a specific subspace within which all the images evolve. In the case of no-reference metrics, the features extraction procedure is followed by a learning step. When a large ground truth is available, the learning methods can efficiently map features and MOS [7, 8, 9, 10, 11]. Instead of looking to define new features, this paper will exploit the features of seven well-known metrics. These features are then sorted regarding their specific correlation coefficient. The most correlated ones are then used by the learning step to fit a multivariate gaussian distribution (MVGD). This MVGD handles the features of a given distorted image to assess its quality. This paper is organized as follows. Section 2 describes the extracted features. Section 3 presents the proposed method and section 4 gives the experimental results.

Features description
All features considered in this paper are extracted from nine commonly used learning-based NR-IQA learning-based metrics: 1) BRISQUE [12], 2) BLIINDS [13], 3) BLIINDS-II [14], 4) NIQE [15], 5) DIIVINE [16], 6) BIQI [11], 7) IL-NIQE [17], 8) SSEQ [18] and 9) OG-IQA [19]. A second reason of the choice of those trial algorithms is motivated by the fact that the code of all of them is publicly available.
Table 1: NR-IQA metrics considered to investigate the relevance of features.

<table>
<thead>
<tr>
<th>NR-IQA algorithm</th>
<th>Comments</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRISQUE</td>
<td>Natural scene statistic-based distortion-generic</td>
<td>$f_1, \ldots, f_{16}$</td>
</tr>
<tr>
<td>BLIINDS</td>
<td>Machine learning-based approach (Probabilistic model)</td>
<td>$f_3, \ldots, f_{10}$</td>
</tr>
<tr>
<td>BLIINDS-II</td>
<td>Machine learning-based approach (Probabilistic model)</td>
<td>$f_4, f_{11}, \ldots, f_{14}$</td>
</tr>
<tr>
<td>NIQE</td>
<td>Space domain natural scene statistic model</td>
<td>$f_{18}, \ldots, f_{19}$</td>
</tr>
<tr>
<td>DIVINE</td>
<td>Classification (SVM) and Regression (SVR)</td>
<td>$f_{83}, f_{162}$</td>
</tr>
<tr>
<td>BIQI</td>
<td>Machine learning-based approach (SVM)</td>
<td>$f_{163}, f_{166}$</td>
</tr>
<tr>
<td>IL-NIQE</td>
<td>Global Multivariable Gaussian model</td>
<td>$f_{167}, \ldots, f_{171}$</td>
</tr>
<tr>
<td>SSEQ</td>
<td>2-stage framework distortion classification and Regression (SVR)</td>
<td>$f_{172}, \ldots, f_{183}$</td>
</tr>
<tr>
<td>OG-IQA</td>
<td>AdaBoosting back-propagation neural network</td>
<td>$f_{184}, \ldots, f_{189}$</td>
</tr>
</tbody>
</table>

Table 2: SROCC mean values of each selected feature to be used by MIQI (LIVE database).

<table>
<thead>
<tr>
<th>MIQI feature</th>
<th>Selected from</th>
<th>Initial feature</th>
<th>SROCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>BLIINDS-II</td>
<td>$f_{42}$</td>
<td>0.924</td>
</tr>
<tr>
<td>$a_2$</td>
<td>IL-NIQE</td>
<td>$f_{167}$</td>
<td>0.842</td>
</tr>
<tr>
<td>$a_3$</td>
<td>IL-NIQE</td>
<td>$f_{168}$</td>
<td>0.840</td>
</tr>
<tr>
<td>$a_4$</td>
<td>IL-NIQE</td>
<td>$f_{170}$</td>
<td>0.815</td>
</tr>
<tr>
<td>$a_5$</td>
<td>BIQI</td>
<td>$f_{163}$</td>
<td>0.749</td>
</tr>
<tr>
<td>$a_6$</td>
<td>BIQI</td>
<td>$f_{166}$</td>
<td>0.714</td>
</tr>
<tr>
<td>$a_7$</td>
<td>BLIINDS-II</td>
<td>$f_{43}$</td>
<td>0.555</td>
</tr>
<tr>
<td>$a_8$</td>
<td>BLIINDS-II</td>
<td>$f_{44}$</td>
<td>0.550</td>
</tr>
<tr>
<td>$a_9$</td>
<td>BLIINDS-II</td>
<td>$f_{51}$</td>
<td>0.547</td>
</tr>
<tr>
<td>$a_{10}$</td>
<td>BIQI</td>
<td>$f_{164}$</td>
<td>0.543</td>
</tr>
<tr>
<td>$a_{11}$</td>
<td>NIQE</td>
<td>$f_{48}$</td>
<td>0.516</td>
</tr>
<tr>
<td>$a_{12}$</td>
<td>NIQE</td>
<td>$f_{51}$</td>
<td>0.509</td>
</tr>
<tr>
<td>$a_{13}$</td>
<td>NIQE</td>
<td>$f_{56}$</td>
<td>0.505</td>
</tr>
<tr>
<td>$a_{14}$</td>
<td>NIQE</td>
<td>$f_{52}$</td>
<td>0.505</td>
</tr>
<tr>
<td>$a_{15}$</td>
<td>NIQE</td>
<td>$f_{55}$</td>
<td>0.505</td>
</tr>
<tr>
<td>$a_{16}$</td>
<td>BIQI</td>
<td>$f_{165}$</td>
<td>0.503</td>
</tr>
<tr>
<td>$a_{17}$</td>
<td>NIQE</td>
<td>$f_{53}$</td>
<td>0.499</td>
</tr>
<tr>
<td>$a_{18}$</td>
<td>NIQE</td>
<td>$f_{59}$</td>
<td>0.485</td>
</tr>
</tbody>
</table>

Table 3: SROCC values computed between subjective DMOS and MIQI scores with highest 10th percentile and 100th percentile

<table>
<thead>
<tr>
<th>percentile</th>
<th>10$^{th}$</th>
<th>100$^{th}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIQI</td>
<td>0.952</td>
<td>0.942</td>
</tr>
</tbody>
</table>

MIQI NR-IQA method

General Scheme

All the trial NR-IQA methods apply the same principle: after computing a set of different features, a combination of this set is performed in different ways. In this paper, the design a NR-IQA algorithm is based on a new selection process of relevant attributes provided by different common NR-IQA methods. Fig 1 displays the general scheme of the proposed method. From all trial NR-IQA schemes, all features are computed. This yields to a set of $n$ features. From this initial set a subset of $M$ attributes is generated (under the constraint that $M \leq n$) in order to keep the most relevant features with respect to some criteria. Then from selected criteria, a Multivariate Gaussian Distribution (MVGD) is deployed to predict the final score of images.

Selection of features

All previously described features are computed for all original images (and their associated degraded version) of the LIVE IQA database [20]. This database contains 29 original images, each impaired by many levels of 5 distortion types: JPEG2000, JPEG, white noise, Gaussian blur, and fast-fading channel distortions. The total number of distorted images is 779. Then for each feature, the Spearman Rank-Order Correlation Coefficient (SROCC) between values of features and subjective DMOS is computed. Finally, only the highest $10^{th}$ percentile is considered to design the NR IQA method. Indeed, it has been previously observed that percentile pooling results in high correlations with subjective perception of quality [21, 14]. In addition, percentile pooling is motivated by the fact that the worst distortions in an image dominate subjective impressions. We choose 10% as a round number to avoid the possibility of training.

Table 2 shows the best eighteen features with their corresponding SROCC for the test LIVE image database. It also specifies the NR-IQA algorithms from which, each selected feature is extracted. These features are used to compute MIQI values. We observe that all the 18 selected features only come from four recent NR-IQA methods: BLIINDS-II, II-NIQE, BIQI and NIQE. The six first parameters show SROCC values greater than 0.7 (0.924 for the higher), that correspond to good to high correlation levels with subjective scores. The remaining features provides SROCC values around 0.5. Thus, all the selected features range from 0.485 to 0.924 including medium to high correlated features with DMOS. One can observe that all features from BLIINDS-II and BIQI have been selected since they present high correlation level with DMOS.

From BLIINDS2, the extracted features are based on a Natural Scene Statistics (NSS) model of DCT coefficients in order to compute the generalized Gaussian Model shape parameter (which allows to capture primary distortion affecting the image quality), the coefficient of frequency variation, the energy subband ratio measure to capture the difference in the local spectral signatures between original and distorted images, and the Orientation Model-Based Feature to capture directional information that may be significant in subjective assessment of quality. Those kind of features are agnostic parameters that do not need any assumption on degradation.

From BIQI, the selected features refer to NSS parameters
computed in the wavelet domain to coarsely mimics the scale-space-orientation decomposition that is assumed to occur in area V1 of the primary visual cortex of the human visual system. The selected features are degradation oriented to score the quality of four sets of images: JPEG and JPEG2000 compressed images, Gaussian blurred and white noisy images.

Considering IL-NIQE, three of the five available features are used to defined MIQI. IL-NIQE is based on constructing a collection of “quality aware” features. Those features are derived from the distribution of locally mean subtracted and contrast normalized (MSCN) feature and are statistics of normalized luminance, statistics of MSCN products and statistics of Log-Gabor Filter Responses to mimic orientation and frequency selectivity of neurons in the visual cortex. The two first are spatial features and the third one is computed in the frequency domain.

Regarding NIQE, the used features are space domain NSS, and correspond to the parameters of asymmetric generalized Gaussian distribution along three orientations plus the mean of the distribution. The main idea is to mimic the human judgment that seems to be more heavily weighted from sharp image regions. Those features are computed in the space domain.

Finally, one observes that features from frequency, spatio-frequency and space domain are used to designed MIQI. Another remark relies to the fact that even if many features are agnostic, degradation-based attributes are also used. A combination of the two sets of attributes seems to be necessary to design a NR-IQA index.

**Prediction model**

Let \( X_i = \{a_1, a_2, \ldots, a_k\} \) be the vector of selected attributes, where \( i \) is the index of the image to be assessed. In addition let DMOS \(_i\) be the associated subjective DMOS. To model the distribution of \( \{X_i, \text{DMOS}_i\} \), a multivariate generalized Gaussian model (MGVD), namely Model Image Quality Index (MIQI), is used to compute the final score as

\[
\text{MIQI}(x) = \frac{1}{(2\pi)^{\frac{k}{2}}|\Sigma|^{\frac{1}{2}}} \exp \left( -\frac{1}{2} (x - \beta)^T \Sigma^{-1} (x - \beta) \right)
\]

where \( x = (a_1, \ldots, a_k, \text{DMOS}) \) corresponds to the \( k \) most relevant features to which is added the DMOS of training distorted images. \( \beta \) and \( \Sigma \) denote the mean and covariance matrix of the MGVD model and are estimated using the maximum likelihood method. The probabilistic model is trained on a subset of the LIVE IQA database, for which, one has access to DMOS values. To ensure a robustness of results, multiple training sets were constructed. In each, the image database was subdivided into distinct training and test sets (completely content-separate). For each train set, 80% of the LIVE IQA Database content was chosen, inducing that the remaining 20% is considered for the test set. Specifically, each training set contained images derived from 23 original images, while each test set contained the images derived from the remaining 6 original images. 1000 randomly chosen training and test sets were obtained and the prediction of the quality scores was run over the 1000 iterations.

**Experimental results**

**Experimental setup**

To evaluate the performance of the proposed IQA algorithm, two other publicly available databases are used: 1) TID2013 database [22] and 2) CSIQ image database [23]. Even if the LIVE database has been used to fit the MGVD model MIQI, TID2013, CSIQ and the 1000 train-test LIVE Images databases will serve as test set.

To perform this evaluation, the SROCC is computed between DMOS values and the scores predicted by the proposed metric and the seven trial NR-IQA algorithms. In this paper, the number of
selected features to design MIQI is 18 since it corresponds to the highest 10th percentile of features.

In Table 3, we report SROCC values between the LIVE DMOS and MIQI scores for the highest 10% and 100% pooled features, respectively. We observe that the correlations are consistently higher when the lowest 10th percentile pooling strategy is adopted. This may be interpreted as further evidence that human sensitivity to image distortions is not a linear function of the distortion. Actually, human beings tend to judge small degraded regions in an image more harshly than good ones, and by the way, tends to penalize the whole image quality [21].

In addition, to ascertain which differences between NR-IQA schemes performance are statistically significant, we applied an hypothesis test using the residuals between the DMOS values and the ratings provided by the IQA algorithms. This test is based on the t-test that determines whether two population means are equal or not. This test yields us to take a statistically-based conclusion of superiority (or not). This test is based on the t-test that determines whether two population means are equal or not. This test tends to demonstrate the generalization capability of the proposed method to score the quality of images.

Performance evaluation

Table 4 gives SROCC mean values computed between predicted scores and MOS values for the LIVE Images database. For distortions that are similar to the learned ones (JP2K, JPEG, Gaussian blur, fast fading, all), MIQI tends to perform better than using the other NR-IQA algorithms. In all cases, it performs better. Moreover, it achieves a significant performance gain when considering the Gaussian noise distortion.

Table 5 gives SROCC mean values computed between predicted scores and MOS values for the TID2013 Images database. For distortions that are similar to the learned ones (JP2K, JPEG, Gaussian blur), using MIQI leads to a better result than using the other NR-IQA algorithms. In all cases, it performs better. Moreover, it achieves a significant performance gain when considering the Gaussian noise distortion.
distortions (cumulative subsets line), the overall performance of MIQI is significantly better than that of the other algorithms. The increase of SROCC is about 4% when compared to that of the best algorithm (ILNIQE in this case).

In addition, Table 7 gives obtained results when a One-sided t-test is used to provide statistical significance of NR-IQA/DMOS on the test LIVE database. Each entry in this table is coded using six symbols. The position of each symbol corresponds to one subset of the LIVE database as \{jp2k, jpeg, Gaussian noise, Gaussian blur, fast fading, All\}. Each symbol gives the result of the hypothesis test on the subset. If the symbol equals ‘1’, the NR-IQA on the row is statistically better than the NR-IQA on the column (‘0’ means worse, ‘-’ is used when NR-IQAs are indistinguishables).

On can observe that difference between quality scores predicted with MIQI and any trial algorithms is mostly significant when the entire database is considered or when any subset is used. Even when non learnt distortions are considered, the SROCC difference between MIQI and any trial algorithm is mostly significant.

Table 8 shows similar results when CSIQ database is considered. Most of the time, the quality scores predicted by MIQI is statistically better than the other trial algorithms. For only one degradation (Gaussian noise), OG-IQA is performs better.

Table 9 presents obtained results when a One-sided t-test is used to provide statistical significance of NR-IQA/DMOS on the TID13 database. Only results for the entire database is given. Except for ILNIQE, the difference between the predicted scores provided by MIQI and any other tested NR-IQA method if significant. Considering ILNIQE, the difference is not significant.

Finally, to compare the computational complexity of the proposed algorithm, we measured the average computation time required to assess an image of size 512 \times 578 (using a computer with Intel Core-I7 processor at 2.2GHz). Table 10 reports the measurement results, which are rough estimates only, as no code optimization has been done on our Matlab implementations. It can be observed that the proposed method is highly competitive with faster methods.

Conclusion

In this paper, a new NR-IQA metric is proposed, namely MIQI. The main idea applied to design this new metric is the following: recent NR-IQA metrics predict quality with level of correlations with subjective scores, but present high variability of correlation depending on considered degradation that impacts the global correlation rate. Thus selecting highest correlated features with DMOS, one should design one algorithm that provides high correlation value that usual NR-IQA schemes. Thus, MIQI models the best correlated statistics of nine well known algorithms by a multivariate Gaussian distribution.
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