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Abstract—Interest in UnderWater Acoustic Sensor Networks (UW-ASNs) has rapidly increased with the desire to control the large portion of the world covered by oceans. Fundamental differences between underwater acoustic propagation and terrestrial radio propagation may impose the design of new networking protocols and management schemes. In this paper, we focus on these fundamental differences in order to conceive a balanced routing strategy that overcomes the energy holes problem. Indeed, energy management is one of the major concerns in UW-ASNs due to the limited energy budget of the underwater sensor nodes. In this paper, we tackle the problem of energy holes in UW-ASNs while taking into consideration the unique characteristics of the underwater channel. The main contribution of this study is an in-depth analysis of the impact of these unique underwater characteristics of balancing the energy consumption among all underwater sensors. We prove that we can evenly distribute the transmission load among sensor nodes provided that sensors adjust their communication power when they send or forward the periodically generated data. In particular, we propose a balanced routing strategy along with the associated deployment pattern that meticulously determines the load weight for each possible next hop, that leads to fair energy consumption among all underwater sensors. Consequently, the energy holes problem is overcome and hence the network lifetime is improved.

Index Terms—UnderWater Acoustic Sensor Networks, routing, load management, energy management, performance analysis.

I. INTRODUCTION

The growing interest in the design of underwater networks is motivated by the wish to provide autonomous support for many activities such as offshore exploration, tsunami warning, and mine reconnaissance. Consequently, UnderWater Acoustic Sensor Networks (UW-ASNs) are gaining a remarkable momentum within the research community. Acoustic communication is deemed to be the enabling technology for underwater networks. Indeed, radio technology is unsuitable for underwater environments due to its poor propagation through water. Optical waves require the transmitter and receiver to be aligned in order to form a link and tend to be effective at very short range compared to the desired communication distances. Consequently, acoustic modems are the current technology of choice for underwater communications.

Conceiving network protocols especially tailored for underwater acoustic networks faces serious challenges. Indeed, underwater channel imposes unique and harsh characteristics such as the high-attenuation, bandwidth-limited underwater acoustic channel and limited battery power. In fact, batteries of underwater sensors are not only limited in terms of budget but most importantly cannot be easily recharged, since for instance solar energy cannot be exploited. Moreover, acoustic underwater communications consume a larger amount of power compared to the terrestrial radio ones. Indeed, underwater communication is subject to transmission over higher distances and more complex signal processing techniques are required at receivers to compensate the impairments of the underwater channel.

Due to the aforementioned reasons, UW-ASNs require protocols that make judicious use of the limited energy capacity of the underwater sensor nodes. To this end, one of the major characteristics of UW-ASNs that should be appropriately exploited in order to enhance the network management in terms of energy expenditure and transmission delay is their manual deployment. Underwater sensors are manually bottom anchored meaning that a prior knowledge of their locations can be acquired at deployment time. As such, we can take advantage of this feature in order to achieve a dedicated well studied deployment that satisfies our application requirements especially in terms of energy conservation.

Once the target deployment is achieved, another crucial way that can be exploited to extend the lifespan of an UW-ASN is load management. The goal is that all the sensors consume their energy budget as smoothly and uniformly as possible. In terrestrial wireless sensor networks, it was shown that the closest sensors to the sink tend to deplete their provided amount of energy faster than other sensors [14]-[17]. This unbalanced energy consumption is liable to drastically reduce the lifetime of sensor networks; that is why it should be avoided to the largest possible extent. In fact, authors in [17] showed that by the time the nearest sensors to the sink drain their initially provided energy, sensors more distant still have up to 93% of their energy budget. Indeed, sensors in the vicinity of a static sink act as the traffic hot spots since they have significant packet load to relay. Those sensors which are 1-hop away from a static sink would suffer from a severe exhaustion of their battery power, which may cause energy holes resulting in possible network disconnection and consequently preventing reports from reaching the sink.

In this paper, a balanced routing design for avoiding energy holes in UW-ASNs is proposed and thoroughly evaluated. Our ultimate aim is to balance the energy consumption among all underwater sensors which are manually deployed according to a defined deployment pattern such that network management is facilitated. Our balanced routing solution dictates that each underwater sensor can tune its transmission power among multiple possible levels. Each transmission power allows the
sensor to reach possibly a specified next hop. We strive for deriving the optimal load weight for each possible power level that leads to fair energy consumption among all sensors in the network and hence the sink-hole problem is overcome. Our proposed routing scheme is especially tailored for the underwater environment. Indeed, our routing solution takes into consideration the unique characteristics of the underwater channel through the use of the time-varying channel gain derived in [6].

Our contributions can be summarized as follows. First, we propose a designed deployment pattern for UW-ASNs aimed at balancing the energy consumption and hence an improved overall energy management. Second, based on the proposed deployment, we prove that we can evenly distribute the transmission load among underwater sensors with constant data reporting provided that sensors adjust their transmission powers when they send or forward sensed data. In particular, we assume that each sensor can dynamically adjust its transmission power up to a predefined number of levels \( n \). Consequently, at the routing layer, for each value of \( n \), we determine the set of possible next hops with the associated load weight that lead to fair energy depletion among all sensors in the network. Third, we derive the optimal number of transmission power levels, \( n \), that maximizes the network lifetime by overcoming the energy holes problem. In fact, there clearly exists a compromise between the number of transmission power levels (\( n \)) and the energy consumption [19], [21]. On one hand, as we increase \( n \), we allow the traffic load to be much more distributed among all the upstream coronas and hence a balanced traffic load distribution is achieved resulting in a balanced energy consumption throughout the network. On the other hand, increasing \( n \) raises the energy consumption since the farthest coronas may be reached. Consequently, there clearly exists an optimal \( n \) value for which the network lifetime is maximized. Finally, we prove that our balanced routing design outperforms the nominal communication range based data forwarding [24] in terms of energy conservation and hence the network lifetime. Recall that our proposed routing solution is especially designed for the underwater environment since it takes into account the fundamental characteristics of the underwater acoustic propagation. That being said, it is worth pointing out that our proposed routing protocol is more suitable for collision-free MAC protocols like [4], [5].

This paper is organized as follows. Section II presents the state of the art related to the focus of this paper. Section III presents the system model to be studied. Section IV formulates and analytically solves the energy balancing problem. Specifically, we solve a linear optimization problem that leads to an even energy depletion among all sensors. The results are provided in Section V, where we compare the performance of our proposal to the nominal transmission range based data forwarding scheme. This paper concludes with a summary of our conclusions and contributions.

II. RELATED WORK

The unique characteristics of the underwater channel usually necessitate dedicated solutions. While extensive work has been conducted up to date at the physical layer [6]- [13], less work has been done at higher layers of the protocol stack and thus there is still room for innovation. Authors in [18], [2] and [1] provide an overview of existing networking protocols for underwater networks. In this section, we mainly focus on the work related to routing in UW-ASNs and energy sink-hole problem in terrestrial sensor networks. In Table 1, we provide a summary of the characteristics of the already proposed protocols related to our work and described below.

A. Routing in UW-ASNs

Geographical routing protocols seem appropriate for the underwater environment, where manually anchored nodes have knowledge of their coordinates at deployment time, and mobile nodes (such as AUVs) have local navigation systems. Several geographical routing protocols, especially devised for underwater channel have been proposed. In [19], the design of minimum energy routing protocols especially designed for the underwater environment is evaluated. The authors in [19] prove that, depending on the modem performance, in dense networks there is an optimal number of hops beyond which the system performance, especially in terms of energy consumption, does not improve. In [20], two distributed routing strategies are proposed for delay-insensitive and delay-sensitive applications. In [21], a new geographical routing strategy for underwater acoustic networks is introduced and joined with power control. The main contribution of this routing scheme called FBR is to dynamically establish routes on demand without damaging the network performance. In [22], the authors were mainly interested in providing a reliable routing solution especially dedicated for time-critical applications in underwater acoustic networks. To this end, they proposed a multipath routing scheme based on continuous power control aimed at minimizing the energy consumption without compromising the end-to-end delay. While providing a major improvement in terms of data reliability and error recovery, crucial issues such as energy consumption during reception of a packet were not taken into account in this analysis. In [23], a mathematical framework for cross-layer optimization is stated along with an associated protocol. Based on the unique properties of the underwater environment, the proposed solution provides a joint optimization among different layers. In particular, the proposed strategy allow each underwater node to jointly select its best next relay, the optimal transmission power and the error correction technique that minimize energy consumption. However, the lack of an acoustic transceiver able to dynamically adapt its parameters to instantaneously fit the link conditions limits the applicability of this approach in practice.

B. Energy Sink-hole problem

The energy sink-hole was originally addressed by Guo et al. in [27]. They proposed an energy-balanced transmission scheme that adjusts the ratio between direct transmission to the sink and next-hop transmission. Accordingly, sensor nodes are deployed in a circular disk around the sink. Each node can send a percentage of data directly to the sink and
the rest to the next hop. Precisely, the authors show that sensors far away from the sink should send a larger percentage of data to the next hop, while sensors near the sink send more data directly to the sink. In [25], the authors proposed a thorough analytical model for multipath propagation that evenly distributes the energy consumption among all sensors. Indeed, they show that sending the traffic generated by each sensor node through multiple paths instead of a single best path allows performance improvement especially in terms of energy consumption. Accordingly, they derive the set of paths to be used by each sensor node and the associated proportion of utilization that minimize the energy consumption. In [28], event-driven applications in a non-uniform sensor distribution were considered. The authors proposed a blind algorithm that overcomes the energy-balancing problem without a prior knowledge of the occurrences of the events. In [29], authors proved that minimizing the total amount of energy along a path is only achieved when the coronas of a circular field have the same width. Unfortunately, such configuration would inevitably lead to uneven energy depletion among sensors. Consequently, they computed the optimal widths of coronas and their optimal number in order to achieve a fair load distribution among all sensors. They showed that the energy depletion is balanced among all sensors in the network. We believe that the proposed balanced routing design is able to efficiently overcome the energy holes problem while still remaining practical enough for real implementation.

In our study, we opt for the pre-configured routing instead of using the adaptive dynamic routing for three main reasons. First, in our study, the sensor nodes are not actually mobile since they are manually bottom anchored. Hence, the overall network topology is static. Even more, in our work, we

<table>
<thead>
<tr>
<th>Achievements</th>
<th>Technique</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20] Two distributed routing schemes for time sensitive and insensitive applications.</td>
<td>Selecting the best next to meet application-dependent requirements.</td>
<td>No mobility consideration.</td>
</tr>
<tr>
<td>[21] A routing scheme (FBR) establishing on demand routes while varying transmit power level.</td>
<td>Selecting the next relay from candidates nodes (reached with the used power level)</td>
<td>No specific criteria to select the next hop.</td>
</tr>
<tr>
<td>[22] A multipath routing scheme for time critical applications.</td>
<td>Selecting the optimal path from the established paths.</td>
<td>Routes establishment overhead.</td>
</tr>
<tr>
<td>[23] A mathematical framework for cross-layer optimization and energy consumption minimization.</td>
<td>Selecting the best next relay, the optimal transmission power, the error correction.</td>
<td>Routes establishment overhead.</td>
</tr>
<tr>
<td>[27] A hybrid data transmission protocol to mitigate energy holes.</td>
<td>Adjusting the ratio between transmission modes (single hop and multihop).</td>
<td>Energy-efficient communication but has not included important propagation factors such as frequency-dependant attenuation, bottom surface reflections and Doppler effect, which highly affect energy consumption through both power and rate.</td>
</tr>
<tr>
<td>[25] An analytical model for multipath propagation to distribute energy consumption among all sensors.</td>
<td>Distributing the traffic load of each sensor node through multiple paths.</td>
<td>Non-suitable for UW-ASNs unless upgraded.</td>
</tr>
<tr>
<td>[29] A virtual network partition into coronas to minimize each path energy consumption.</td>
<td>Computing of the number of hops and the optimal width of coronas.</td>
<td></td>
</tr>
<tr>
<td>[30] A non-uniform nodes deployment solutions to avoid sink-hole problem.</td>
<td>Deploying more 1 hop nodes around the sink.</td>
<td></td>
</tr>
<tr>
<td>[26] Variable transmission range protocol.</td>
<td>Increasing the transmission range to bypass obstacles or faulty sensors.</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I**

**COMPARISON OF THE STATE-OF-THE-ART WORK.**
propose a well-defined deployment pattern for the underwater sensors such that our balanced pre-configured routing solution perfectly achieves the application requirements especially in terms of energy savings.

The second reason behind using the pre-configured routing is the traffic pattern. In our study, we consider continuous monitoring applications, where each node reports periodically its data to the sink node. The amount of information generated by each sensor node is therefore known a priori. In fact, in typical networks, the whole network topology is not expected to change dramatically. Finally, performing dynamic routing is not recommended for the following third reason. It is well known that dynamic routing induces considerable exchange of signaling messages. This routing scheme requires global and real-time information about the network state to make routing decisions. In UW-ASNs, this can be extremely costly, since a large amount of energy has to be spent to route control packets.

III. MODEL AND PROBLEM DEFINITION

A. Time-varying underwater channel

1) The channel gain: In [6], an exhaustive mathematical analysis was conducted to describe the time-varying channel gain in underwater environment by taking into account most of the physical features of acoustic propagation such as frequency-dependent attenuation, the bottom surface reflections as well as the effects of inevitable random local displacements and its induced Doppler effect. The proposed analytical model was validated using experimental data and hence an underwater acoustic simulator was developed [7] to provide the instantaneous channel gain between a transmitter and a receiver, given their nominal coordinates and their displacement ranges. According to [6], underwater channel variations can be classified according to the size of the random displacement undergone by underwater sensors. Indeed, due to many phenomena (water current, transmitter/receiver drifting, surface waves...) underwater sensors may undergo displacement on the order of a few or many wavelengths. The former is referred to as small-scale variations and the latter as large-scale variations. Small-scale variations occur over short displacements and correspondingly short period of time during which the system geometry (especially in terms of nodes’ locations) and environmental conditions do not go through remarkable change and hence are rather considered static. However, large-scale modeling takes into account variations caused by location shifting as well as varying environmental conditions. In other words, large-scale variations are modeled as a consequence of random system displacements spanning a given variation range leading thus to large-scale variation in the gains and delays of propagation paths. More precisely, in [6], transmitter/receiver within a nominal channel geometry have multiple propagation paths with different lengths and different angles of arrival. Large-scale variations cause each propagation path length to deviate randomly and considerably from the nominal. In addition to that, small-scale variations cause every propagation path to be further scattered into a number of micro-paths. Hence, small-scale variations influence the instantaneous channel response, and, consequently, the instantaneous signal-to-noise ratio (SNR). Therefore, small-scale channel variations are to be considered during a few consecutive packet transmissions. In contrast, large-scale variations impact the average SNR over longer periods of time. That’s why, they are mostly significant for the study of top-level system functions such as power allocation. Accordingly, the authors define the instantaneous channel gain for a particular realization of the large-scale displacement and a particular realization of the small-scale variation for a system operating in the frequency range $[f_{\text{min}}, f_{\text{min}} + B]$ as

$$G(t) = \frac{1}{B} \int_{f_{\text{min}}}^{f_{\text{min}}+B} |H(f, t)|^2 df$$

and

$G = E\{G(t)\}$

where $H(f, t)$ represents the time-varying channel transfer function that was derived in [6]. Note that, in our work, we use the averaged instantaneous gain $G$ to compute the needed transmission power to communicate a data packet between a pair of nodes in the network. While we rather use the instantaneous channel gain $G(t)$ to determine if a data packet was successfully received by the intended receiver. More details are provided in the next section. For illustration purposes, we focus on an acoustic channel example whose parameters are depicted in Fig. 1. Let us assume that the transmitter and receiver are slightly displaced around their nominal locations by some heights $\Delta h_T$, $\Delta h_R$ and a distance $\Delta d$, and let us also assume that the surface height is displaced by some $\Delta h$. Specifically, let us suppose that all displacements are uniformly distributed, each on the interval $\pm 5m$. Treating these displacements as random variables, we generate the instantaneous channel gain as shown in Fig. 2.

In Fig. 3, we plotted the average channel gain as a function of distance using the acoustic simulator proposed by Milica Stojanovic and Qarabaqi in [7]. The distance changes from $100 m$ to $3 km$ in steps of $200 m$. For each value of the distance, there are 150 realizations of the acoustic channel. For every realization, the transmitter and the receiver are initially placed at the water surface within a depth of $h = 100 m$ and using a bandwidth of $10 kHz$ to communicate. Once placed,
In this ideal case, and as introduced in [9], the transmit power can be minimized if the channel conditions are known, the transmit power can be rigorously tuned accordingly such that the SNR is kept at the value \( \bar{G} \). In this ideal case, and as previously explained, since large-scale variations influence the average SNR over longer periods of time, it is rather more meaningful to consider the large-scale gain \( G \) to conceive a power allocation scheme. However, the instantaneous channel gain \( \hat{G}(t) \) is more convenient for deriving the instantaneous signal-to-noise ratio (SNR) and hence to determine if a packet was successfully received or has encountered a failure.

2) Power Allocation: In a time-varying channel, the power allocation can be either adaptive or invariant. In the latter case, where no power control mechanism is applied a fixed large margin is to be introduced to ensure that the SNR remains above a given threshold \( \bar{SNR}_0 \), regardless of the channel conditions. However, for energy efficiency reasons, the transmit power consumption can be minimized if the transmitter has at its disposal some knowledge of the channel gain as stated in [9]. Ideally, if the exact fading gain \( G \) is known, the transmit power \( \hat{P}_T \) can be rigorously tuned accordingly such that the SNR is kept at the value \( \bar{SNR}_0 \). In this ideal case, and as introduced in [9], \( \hat{P}_T \) can be simply adjusted to

\[
\hat{P}_T = \hat{P}_{T0} \hat{G}/\bar{G}
\]

where \( \bar{G} \) is the mean of the actual exact channel gain \( G \) and \( \hat{P}_{T0} \) simply denotes the needed power to achieve a target \( \bar{SNR}_0 \) in the absence of fading (\( G = \hat{G} \)). \( \hat{P}_{T0} \) can be derived as follows:

\[
\hat{P}_{T0} = P_N \times \bar{SNR}_0/\bar{G}
\]

where \( P_N \) is the noise power over \( B \). Note that, in such ideal case, adopting such value for \( \hat{P}_T \) will always guarantee the successful reception of a data packet. However, as explained in [9], deriving \( \hat{P}_T \) using \( G \) can be challenging as the channel can not be fully known beforehand. Rather, an estimate \( \hat{G} \) is to be used in place of the true actual gain \( G \). In this case, a margin \( K \) has to be introduced to guarantee to some extent that the gap between the estimated and the true channel gain does not lead to an outage. The transmit power is then adjusted according to

\[
\hat{P}_T = KP_{T0}\hat{G}/\bar{G}.
\]

In our work, we suggest to consider \( \hat{G} \) such that the probability that the actual exact fading gain \( G \) is less than \( \hat{G} \), falls behind a given reliability level, \( R_{per} \). \( R_{per} \) is to be decided by the network manager depending on the application requirements. In other words, we set \( G \) such that

\[
P(G < \hat{G}) \leq R_{per}
\]

It is worth noting that, in order to conceive a power allocation scheme, we rather consider \( G \) than \( \hat{G}(t) \). Indeed, as previously explained, since large-scale variations influence the average SNR over longer periods of time, it is rather more meaningful to consider the large-scale gain \( G \) to conceive a power allocation scheme. However, the instantaneous channel gain \( \hat{G}(t) \) is more convenient for deriving the instantaneous signal-to-noise ratio (SNR) and hence to determine if a packet was successfully received or has encountered a failure.

Fig. 4 shows the generated transmission power as a function of distance for the acoustic channel parameters listed in the previous section. Note that, we consider a noise power of 20 dB, \( R_{per} \) is set equal to 85% and the margin \( K \) equals 1.1. Is is worth pointing out that the transmission power is a non-linearly increasing function of distance. Note that by adjusting the transmission power according to \( \hat{P}_T \) the channel time-variability is now taken into consideration.

Recall that, once a communication is initiated using a given transmit power \( \hat{P}_T \), the received signal power can then be determined according to the undergone instantaneous channel gain \( \hat{G}(t) \). Let us consider a practical UWA communication between two nodes \( i \) and \( j \) separated by a nominal distance \( d \) and operating in a frequency bandwidth \([f_{\text{min}}, f_{\text{max}}]\) with a width \( B \). Accordingly, the transmission from \( i \) to \( j \) will un-
undergo an instantaneous channel gain of $\tilde{G}(t)_{i,j}$. The received signal power can then be expressed as

$$
\hat{P}_R(t)_{i,j} = \hat{P}_T(i,j) \tilde{G}(t)_{i,j}
$$

(7)

Note that, the average received signal power during the reception period of time will help us decide if a data packet was successfully received, as explained in the next section.

3) Probability of successful packet reception: In our work, in order to further take into account the time-variability of the underwater acoustic channel, we introduce a success probability $P^s_{i,j}$ over a link $(i, j)$ which represents the probability of a successful reception by a node $j$ for a transmission initiated by $i$ using a transmission power $\hat{P}_T(i,j)$ over a bandwidth $B$. In fact, a packet reception is considered successful by sensor $j$ for a communication initiated by $i$ during the time period $[t_1, t_2]$ if and only if

$$
\frac{1}{t_2 - t_1} \int_{t_1 + D_{ij}}^{t_1 + D_{ij}} \frac{\hat{P}_R(t)_{i,j}}{\hat{P}_N} dt \geq SNR_0
$$

(8)

where $D_{ij}$ refers to the propagation time between $i$ and $j$. It is worth noting that $P^s_{i,j}$ is determined numerically for each link in the network using the underwater acoustic simulator developed in [7] and represents the fraction of successfully received packets. As expected, $P^s_{i,j}$ will impact the total amount of traffic received by every node in the network and thus the total energy consumption will be affected. Given that our objective is to balance the energy consumption throughout the network, $P^s_{i,j}$ along with $\hat{P}_T(i,j)$ will inevitably impact the load weights for every node in the network as detailed in section V.

B. Energy Sink-hole problem

In this paper, we investigate the energy sink-hole problem in underwater acoustic sensor networks, where underwater sensors located close to the underwater sink are heavily used in forwarding sensed data to it. Extensive research efforts have been devoted to analyzing the energy sink-hole problem especially in Wireless Sensor Networks (WSNs). They all agree that the energy hole problem is unavoidable in static uniformly distributed always-on WSNs where the sensors periodically report their sensed data to a static sink using their nominal communication range [27]- [31]. For this reason, most of the already undertaken research on balancing the energy consumption is mainly on using adjustable transmission power. Indeed, by allowing each sensor to dynamically adjust its transmission power, the aim is to achieve a fair load distribution among sensors and thus the closest sensors to the sink are relieved from the tiring task.

Our study of the energy sink-hole problem in UW-ASNs is motivated by the manual static deployment of underwater sensors in real-world applications, and hence, efficient solutions should be provided to tackle this problem. Our goal is to balance the energy depletion of all sensors in terms of traffic forwarding (number of transmitted packets) in order to extend the network lifetime. To this end, our approach for tackling the energy sink-hole problem is twofold: i) analyzing to what extent can perfect uniform energy depletion among all sensors in the network be assured such that the energy sink-hole problem in UW-ASNs is overcome and ii) studying how can the energy sink-hole problem in manually deployed UW-ASNs be addressed. By thoroughly investigating these two issues, we aim close approaching the perfect uniform energy depletion among all underwater sensors in the network.

To address the first issue, we conceive a data forwarding strategy for transmitting the periodically generated data from underwater source sensors to the sink. The goal of this forwarding scheme is to appropriately distribute the total data dissemination load on the individual underwater sensors such that the energy depletion is balanced among all sensors in the network.

To address the second issue, the set of the 1 hop away neighbors of the sink should change over time, thus allowing different subsets of sensors to act as forwarders to the sink. In other words by varying the transmission power of manually deployed sensors, the number of hops to reach the sink is continuously varying. For instance, suppose that a sensor $U$ is $2r$ away from the sink $S$. If the underwater sensor $U$ uses a transmission power to reach $r$ then $U$ is 2 hops away from $S$. However, if $U$ adopts a transmission power to reach $2r$ then $U$ is 1-hop away from $S$. Consequently, we suggest that $U$ sends a fraction of its total load using a transmission power to reach $r$ and the remaining portion will be directly sent to the sink using the appropriate transmission power for $2r$.

To summarize, in our work, each sensor is responsible for deriving the appropriate load weight with the associated transmission power, namely potential next hop, that evenly distribute the energy consumption among underwater sensors. Moreover, we tackle the energy sink-hole problem by considering a static underwater sensor deployment strategy where underwater sensors are manually placed in a circular sensor field centered at one static sink.

C. Network and Energy model

The proposed deployment strategy considers a 2-dimensional shallow underwater sensor network. A set of sensors is anchored to the ocean bottom and endowed with a quite long rope along with a floating buoy to push the sensor towards the surface. Indeed, the buoy can be inflated by a pump in order to push the sensor towards the ocean surface. Note that in this work, we assume that the sensors will be all the time attached to their anchors through the cable which will severely restrict their displacement. Consequently, in such scenario, these surface sensors that are bottom anchored have a complete knowledge of their geographical position at deployment time. It is worth pointing out that our proposed deployment architecture targets especially shallow water which makes the deployment cost reasonable.

In order to approach the uniform energy depletion, sensors are placed in a circular sensor field of radius $R$ centered at the sink. The sensor field is virtually partitioned into disjoint concentric sets termed coronas of constant width $r$. The width of each corona is at most $d_{tx_{-max}}$, the maximum transmission
Consider $K$ to be the number of coronas around the sink.

$$K = \left\lceil \frac{R}{r} \right\rceil$$  \hspace{1cm} (9)

For example, in Fig. 5, $K = 5$, hence the sensor field is partitioned into five coronas $B_1, B_2, B_3, B_4$ and $B_5$.

In the remainder of this paper, we consider a continuous reporting sensor application where the average number of reports generated per unit of time by each sensor node is denoted by $A$. Moreover, we assume that the energy consumption of sensors is due to data reception and transmission. In fact, since in underwater environment, the deployment is generally quite sparse, the energy depletion due to overhearing can be neglected. More precisely, the energy spent in transmitting one packet from one sensor in the outermost corona is given by

$$E_{tx}(d) = \frac{P_i}{\hat{C}(d)_{(i,j)}} \cdot \hat{T}_{tx(i,j)}$$  \hspace{1cm} (10)

where $\hat{T}_{tx(i,j)}$ is the transmission time given by

$$\hat{T}_{tx(i,j)} = \frac{P_i}{\hat{C}(d)_{(i,j)}}$$  \hspace{1cm} (11)

where $\hat{C}(d)_{(i,j)}$ is the maximum allowed capacity over the bandwidth $B$. Note that, we keep the dependence on $(d)$ for the capacity in order to emphasize that the link capacity depends on distance through the SNR.

$$\hat{C}(d)_{(i,j)} = B \times \log_2 \left(1 + \frac{\hat{P}_{T(i,j)} \times \hat{G}_{i,j}}{P_N(i,j)} \right)$$  \hspace{1cm} (12)

Likewise, the energy spent in receiving one $P_i$ bits packet is given by

$$E_{rx(i,j)} = P_{rx} \cdot \hat{T}_{tx(i,j)}$$  \hspace{1cm} (13)

where $P_{rx}^0$ is the electronics power. According to the deployment pattern discussed above, routing is relatively straightforward. Each packet is forwarded from the source to the sink by crossing adjacent coronas through the immediately adjacent sensors. Figure 5 illustrates a possible path along which a packet from one sensor in the outermost corona is routed to the sink. Notice that, in this example, each hop involves the immediately adjacent neighbor from the adjacent corona. More precisely, our sensor field can be seen as a set of wedges. Each wedge $W$ is virtually partitioned into $K$ sectors, $S_1, S_2, \ldots, S_K$ by its intersection with $K$ concentric circles, centered at the sink, and of monotonically increasing radius $r, 2r, 3r, \ldots, Kr$, as shown in Fig. 6. Each sector contains exactly one sensor which has to forward the cumulative traffic coming from its predecessors to one of its possible successors. Specifically, in our study, we assume that each sensor is capable of adjusting its transmission power in order to send the appropriate fractions of packet load to one of its possible successors within its maximum transmission range $d_{tx-max}$.

More details are given in the next section.

**IV. ENERGY MANAGEMENT**

In our study, all the sensor nodes transmit periodically their reports to the sink node, denoted by $S$. The average number of reports generated per unit of time by each sensor node is denoted by $A$. In this section we turn to the task of evaluating the energy expenditure per sensor in an arbitrary corona $B_i$ with $i \geq 1$. Observe that, according to our routing strategy, every node in a given wedge $W$ and a generic corona $B_i$, $(1 \leq i \leq K)$, is called upon to serve two kinds of paths:

- paths originating at an underwater sensor located in the same wedge $W$ but in a different corona $B_j$ with $i < j \leq K$, and
- paths emanating from the same sensor in $B_i$.

It is easy to show that the total number of paths that may involve a specific node in a given wedge $W$ and in corona $B_i$ includes all possible paths in $W$ except those originating in one of the coronas $B_1, B_2, \ldots, B_{i-1}$.

For each sensor node located at corona $B_i$ in a specific wedge $W$, the next hop to send generated reports to the sink $S$ can be the sensor located in $B_{i-1}$ or $B_{i-2}$, ... or $B_{i-n}$, in the same wedge $W$ where

$$n = \left\lfloor \frac{d_{tx-max}}{r} \right\rfloor$$  \hspace{1cm} (14)

Considering a wedge $W$, we associate to each possible next hop located in $B_{i-1}$ or $B_{i-2}$, ..., or $B_{i-n}$ a respective weight $\beta_1, \beta_2, \ldots, \beta_i$ and a respective probability of successful reception $P_1, P_2, \ldots, P_i$ such that $\sum_{p=1}^{n} \beta_p = 1, \forall i, 1 \leq i \leq K$. Consequently, the total number of packets per unit of time, $A_i$, handled by a sensor in corona $B_i$ and wedge $W$ can simply be expressed as follows

$$A_i = A + \sum_{i=1}^{n} \beta_{i+1}A_{i+1} + \ldots + \sum_{i=1}^{n} \beta_{i+j}A_{i+j} + \ldots + P_n^0\beta_{i+n}A_{i+n}$$  \hspace{1cm} (15)

if $i + j > K$ then $\beta_{i+j} = 0$
It is worth pointing out that, the success probability is introduced to take into account the time-variability of the underwater channel. Recall that, every pair of nodes have their own success probability which reflects the probability of successful reception on their link, as introduced in section III.A.3. By doing so along with the adjusted transmission power $P_t$, the time-variability of the acoustic channel is now considered in our analytical model aiming at offline deriving the optimal load weights balancing the energy consumption throughout the network which makes the derived load weights more realistic.

Once the average load $A_i$ is expressed, the average transmission energy, $E_{TX}$, consumed by a sensor in corona $B_i$ and wedge $W$ can be derived as follows:

$$E_{TX}^i = \frac{1}{\beta_{n}^i}A_i E_{tx}(r) + ... + \frac{1}{\beta_{j}^i}A_i E_{tx}(jr) + ... + \frac{1}{\beta_{1}^i}A_i E_{tx}(nr)$$

if $i - j < 0$ then $\beta_{j}^i = 0$ (16)

Likewise, the average reception energy, $E_{RX}^i$, consumed by a sensor in corona $B_i$ and wedge $W$ can be expressed as follows:

$$E_{RX}^i = P_{t}^{i+1}\beta_{i+1}^i A_i E_{rx}(r) + ... + P_{j}^{i+j}\beta_{j}^i A_i E_{rx}(jr) + ... + P_{n}^{i+n}\beta_{n}^i A_i E_{rx}(nr)$$

if $i + j > K$ then $\beta_{j}^i = 0$ (17)

Finally, the total energy consumed by a sensor in corona $B_i$ and wedge $W$ is

$$E^i = E_{TX}^i + E_{RX}^i$$

Recall that the goal of our work is to tailor the coronas in such a way that the energy expenditure is balanced across all the coronas. Consequently, our problem can be stated as follows:

Given $K$, $r$, $d_{tx}$, and $\beta_{1}^i, \beta_{2}^i, ..., \beta_{n}^i \forall i, 1 \leq i \leq K$

such that $E^1 = E^2 = ... = E^K$

subject to

$$\sum_{j=1}^{n} \beta_{j}^i = 1, \forall i, 1 \leq i \leq K$$ (19)

It is worth noting that the perfect uniform energy depletion is impossible to achieve. Indeed, for the derived optimization problem of Eq. (19), the number of unknowns is much greater than the number of equations. In fact, at each corona $i$ we have to determine $n$ unknown variables $(\frac{1}{\beta_{j}^i})_{1 \leq i \leq n}$ resulting on a total number of unknowns equal to $nK$ but with only $2K - 2$ equations ($E^1 = E^2 = ... = E^K$ and $\sum_{j=1}^{n} \beta_{j}^i = 1, \forall i, 1 \leq i \leq K$). Consequently, our optimization problem is impossible to solve and so is the energy balancing among coronas. For this reason, we strive for approaching the optimal uniform energy depletion by determining, for each sensor node, the next possible hosts with the associated load weight that better approaches the balanced energy expenditure among underwater sensors.

In what follows, we denote $E_{rx}(jr)$ as $E_{rx}^i$, $E_{tx}(jr)$ as $E_{tx}^i$ and $\beta^i = (\beta_{j}^i)_{1 \leq i \leq n}$.

A. Iterative Process

We attempt to analytically approach the optimal uniform energy depletion using an iterative process. As it turns out, the $\beta^i$s can be determined iteratively in a natural way. In the first iteration, we suppose that we only have the corona $B_1$ of width $r$. In this case, the total traffic of each sensor in $B_1$ is exclusively composed of the locally generated traffic $A$ and clearly $\beta_{1}^1$ is equal to 1. In the second iteration, we add corona $B_2$ and knowing $\beta_{1}^1$ we try to balance the energy expenditure between $B_1$ and $B_2$ by determining $\beta_{2}^1$ and $\beta_{2}^2$. More precisely, by adding $B_2$, the total traffic of $B_1$ increases since there is a newly received traffic from $B_2$. Consequently, our previously established balance is perturbed. To re-arrange such imbalance we compute $\beta_{2}^1$ and $\beta_{2}^2$. Note that $\beta_{2}^2$ denotes the traffic weight that has to be sent directly from sensor in $B_2$ to the sink.

Generally speaking, suppose that we achieved iteration $j$ and hence the energy consumption between $j$ coronas is balanced. Adding corona $B_{j+1}$ will disturb the previously established balance since the total traffic in each corona will inevitably increase. Knowing $\beta_{1}^1, \beta_{2}^2, ..., \beta_{j}^j$, we settle once again our balance by determining $\beta_{j+1}^j$. Note that for the newly added corona $B_{j+1}$, $A_{j+1} = A$ and $E_{RX}^j = 0$.

As we shall see shortly, $\beta_{2}^j$ is obtained after adding corona $B_2$ and as a result of writing $E^2 = E^1$. By the same way, after adding corona $B_3$, $\beta_{3}^3$ is obtained from $E^3 = E^2$ and $E^3 = E^1$. More generally, at iteration $j + 1, \beta_{j+1}^j$ is obtained from $E^{j+1} = E^j = ... = E^1$. The iterative process is straightforward; the details are presented next.

1) Calculation of the cumulative traffic: The cumulative traffic emanating from downstream coronas is a key variable that directly influences the energy consumption on every corona and hence the $\beta^i$s balancing vectors. For this reason, let us start by iteratively expressing the cumulative traffic at every corona. For this purpose, at each iteration $j + 1$ (as explained above), corona $B_{j+1}$ is newly added where $A_{j+1} = A$ and $A_{j-k}, \forall 0 \leq k \leq j - 1$ should be newly derived since the amount of traffic $A_{j+1}$ will be forwarded to upstream coronas in order to reach the sink.

Theorem 1:

$$\forall 1 \leq j + 1 \leq K, A_{j+1} = A \text{ and } \forall 0 \leq k \leq j - 1; A_{j-k} = \left[ \alpha_{0k} + \sum_{l=1}^{k+1} \alpha_{lk} P_{l+1}^{j+1} \beta_{l+1}^j \right] A$$

where

$$\begin{align*}
\beta_{l+1}^j &= 0, \text{ if } l > \min(n, k + 1) \\
\alpha_{00} &= 1; \alpha_{0j-1} = 1 \\
\alpha_{0k} &= 1 + \sum_{m=1}^{k} \alpha_{0(k-m)} P_{m}^{j-(k-m)} \beta_{m}^{j-(k-m)}; \\
\alpha_{lk} &= 1, \text{ if } l = k + 1 \\
\alpha_{lk} &= \sum_{m=1}^{k+1} \alpha_{l(k-m)} P_{m}^{j-(k-m)} \beta_{m}^{j-(k-m)}
\end{align*}$$

Theorem 1 can be proven by mathematical induction. The proof is provided in Appendix A. Note that, as expected, in Theorem 1, $A_{j-k} \forall 0 \leq k \leq j - 1$ linearly depends on $\beta_{j+1}^{j+1}$. Consequently, we aim at linearly expressing $E^j, \forall i, 1 \leq i \leq j + 1$, as function of $\beta_{j+1}^{j+1}$ and hence by writing...
\[ E_j^{i+1} = E_i, \] a system of linear equations can be established such that the balancing vector \( \beta_j^{i+1} \) can be determined.

2) Calculation of energy consumption in transmission and reception: Recall that our objective is to determine \( \beta_j^{i+1} \) for each iteration \( j + 1 \) that balance the energy consumption between \( B_1, B_2, ..., B_{j+1} \). Consequently, at each iteration \( j + 1 \), we strive for deriving the unknown vector \( \beta_j^{i+1} \) of size \( j + 1 \). Recall that, as explained above, at iteration \( j + 1 \), all the \( \beta_j^i, 1 \leq i \leq j \) are already computed. As we newly add corona \( B_{j+1} \), our previously established balance will be violated and hence \( \beta_j^{i+1} \) have to be computed such that our energy consumption balance is reinstated again. For \( j \) of size \( \beta_j^i \) will be violated and hence \( B_{j+1} \) newly add corona

Recall that our objective is to determine \( \beta_j^{i+1} \) as function of \( \beta_j^{i+1} \). Consequently, by writing \( E_j^{i+1} = E_j^i = \ldots = E_i^1 \) we get a system of \( j + 1 \) unknowns. Recall that, for the newly added corona \( B_{j+1}, E_j^{i+1} = 0 \) hence \( E_j^{i+1} = E_j^+1 \). Therefore our system will be reduced to \( E_j^{i+1} = E_j^i = \ldots = E_i^1 \) where \( E_i^1 = E_TX_i + E_RX_i \) for \( 1 \leq i \leq j \).

Let's start by expressing \( E_TX_i \). By definition, \( \forall 1 \leq j + 1 \leq K \),

\[ E_TX_i = A \sum_{l=1}^{j+1} \beta_l^{i+1} E_{lx} \] \( \beta_l^{i+1} = 0 \) if \( l > \min (n, j + 1) \).

Recall that our ultimate goal is to express our problem as a system of linear equations, at each iteration.

Consequently, \( E_TX_i \) can be linearly expressed as function of \( \beta_j^{i+1} \) as follows,

\[ E_TX_i = \sum_{l=1}^{j+1} TX_i^{l-1} \beta_l^{i+1} \] \( TX_i^{l} = AE_{lx} \).

Now, let us derive \( E_{TX} \) and \( E_{RX} \) relation to \( \beta_j^{i+1} \) as function of \( \beta_j^{i+1} \).

\[ E_{TX} = TX_0 + \sum_{l=1}^{j-i+1} TX_l^{j-i} P_l^{j+1} \beta_l^{j+1} \] \( \beta_l^{j+1} = 0 \) if \( l > \min (n, j + 1) \)

where

\[ TX_0 = A \sum_{q=1}^{i+1} \beta_q^0 E_{lx}^q \alpha_{0(j-i)} \]

\[ TX_l^{j-i} = A \sum_{q=1}^{i+1} \beta_q^l E_{lx}^q \alpha_{0(j-i)} \]

Similarly, \( \forall 1 \leq j \leq i, E_{RX} \) can be derived as follows

\[ E_{RX} = RX_0 + \sum_{l=1}^{j-i+1} RX_l^{j-i} P_l^{j+1} \beta_l^{j+1} + P_{j-i+1}^{j+1} \beta_{j-i+1} A E_{rx}^{j-i} \]

\( \beta_l^{j+1} = 0 \) if \( p > \min (n, j + 1) \)

where

\[ RX_0 = A \sum_{p=1}^{j-i+1} \beta_p^0 P_{p}^{j+1} E_{rx}^p \alpha_{0(j-i-p)} \]

\[ RX_l^{j-i} = \sum_{p=1}^{j-i+1} A \times \beta_p^{j+1} \beta_{j+1} \alpha_{0(j-i-p)} E_{rx}^p \]

The proofs for Eqs. 22 and 23 are provided in Appendices B and C respectively.

B. Problem Statement

Now that we succeed to linearly express \( E_{TX} \), \( E_{RX} \), \( E_TX_j \) for \( 1 \leq i \leq j, \) as function of \( \beta_j^{i+1} \), we get our system of linear equations as expressed in Eq. 24.

More concisely, our previously stated system can be written as follows

\[ TX_{j+1} \beta_j^{i+1} = C \] \( \beta_j^{i+1} \) is a column vector such that \( \beta_j^{i+1} = (\beta_i^{j+1})_{1 \leq i \leq j+1} \)

Note that, since \( \sum_{l=1}^{j+1} \beta_l^{i+1} = 1, \forall 1 \leq j + 1 \leq K \) then \( TX_{j+1} \) and \( \beta_j^{i+1} \) can be respectively reduced to a square matrix of size \( j \) and a vector of size \( j \). Consequently, our system can be limited to only \( j \) equations with \( j \) unknown variables.

It is worth pointing out that, if \( j + 1 \leq n \) (\( n \) is the maximum number of coronas that can be reached by a sensor node), then we have a system of \( j \) equations with \( j \) unknown variables. Consequently, \( TX_{j+1} \) is a square matrix of size \( j \). Hence, we can easily resolve \( TX_{j+1} \beta_j^{i+1} = C \) and thus the perfect uniform energy depletion is reached. However, once \( j + 1 \) strictly exceeds \( n \), our system is actually composed of \( j \) equations \( (E^{j+1} = E^j = \ldots = E^1) \) with only \( n \) unknown variables since \( \beta_l^{i+1} = 0 \) for \( l > n \). Consequently, we have many more equations than needed and hence achieving perfect uniform energy depletion is impossible. Therefore, we slightly deviate our goal to the one of minimizing the difference in energy consumption among different coronas. Consequently, in this case, we reformulate our problem as follows

\[ \text{Given } K, r, d_{lx} \text{–max} \]

\[ \text{Find } \beta_j^{i+1} \]

\[ \min_{\beta_j^{i+1}} \| TX_{j+1} \beta_j^{i+1} - C \| \] \( \beta_j^{i+1} \) subject to \( \| \beta_j^{i+1} \| \geq 0, \forall 1 \leq l \leq j + 1 \)

Therefore, once the iteration number exceeds \( n \), the previously stated optimization problem of Eq. 27 have to be solved instead of Eq. 25. This constrained nonlinear optimization
problem can be easily solved using “fmincon” function in the Matlab optimization toolbox [33].

V. PERFORMANCE EVALUATION

In this section, we present a thorough performance evaluation of our balanced routing solution along with a comparison study with the nominal communication range based data forwarding [24] \((d_{x_{\text{tx-max}}}=r)\). The results are derived analytically. Indeed, in order to assess the performance of our proposal, we first use the underwater acoustic simulator developed in [7] in order to compute the instantaneous gain, \(\hat{G}(t)_{(i,j)}\), between any two nodes \(i\) and \(j\). Note that, \(\hat{G}(t)_{(i,j)}\) will be derived by assuming that the transmitter and the receiver are initially placed at the water surface within a depth of 100\(m\) and using a bandwidth of 10\(KHz\) for communication. Moreover, we assume that the transmitter, the receiver, and the water surface randomly drift from their nominal locations by some heights \(\Delta h_T\), \(\Delta h_R\) and \(\Delta h\), respectively. Besides, the distance separating the transmitter from the receiver randomly change by some \(\Delta d\). Specifically, we suppose that all these displacements (\(\Delta h_T\), \(\Delta h_R\), \(\Delta h\) and \(\Delta d\)) are uniformly distributed, each on the interval \(\pm 5m\). Once derived, \(\hat{G}(t)_{(i,j)}\) will be used in our own developed Matlab simulator to determine numerically the average success probability \(P^i_j\) for each link in the network as well as the needed transmission power \(\hat{P}_{T(i,j)}\) in order to derive the optimal load weight distribution that balances the energy expenditure among all underwater sensors in the network. Algorithm 1 provides a procedure that clearly states the different phases of our work. Note that, in our simulation scenario, any failed transmission will be subject to retransmissions until the successful reception.

According to our simulation model, the underwater sensor nodes perform continuous monitoring of the supervised circular area of radius \(R\). Our circular sensor field centered at the sink is partitioned into disjoint concentric coronas of constant fixed width \(r\). Recall that, we assume that underwater sensors are manually deployed according to the deployment pattern of Fig. 5. The proposed deployment strategy considers a 2-dimensional shallow underwater sensor network. A set of sparse sensors is anchored to the ocean bottom and endowed with a quite long rope along with a floating buoy to help the sensor reach the surface. Each underwater sensor periodically reports with rate \(A\) the locally generated data to the sink over several hops. At each hop, the traffic emanating from the local sensor must be merged with route-through traffic. Each packet is forwarded from the source to the sink by crossing coronas located in the same wedge. The parameters setting in our analysis are given in Table II.

We first analyze the results regarding our balanced routing strategy for a circular sensor field of radius \(R = 1500\ m\) and corona width \(r = 100\ m\) resulting in a total number of coronas equal to 15. Each sensor in each corona is supposed to generate 0.08 packet/s. We study the impact of using variable transmission powers with different values of \(n\) on both packet load and energy consumption for every corona. First, let us discover \(\beta^0 = (\beta^0_{i,j})_{1 \leq i < j < n}\) matrix of our balanced routing scheme when \(n\) is set equal to 3, 5 and 7. We want to point out that the \(\beta^0\) matrix is derived with the purpose of evenly distributing the energy consumption among different coronas.

Table III, IV and V report the \(\beta^0\) vectors for each corona when \(n\) equals to 3, 5 and 7, respectively. Accordingly, to minimize the energy consumption gap among different coronas,
overall, the packets load should be evenly distributed among upstream coronas. Indeed, balancing the energy consumption among different coronas is a trade-off between two opposite requirements: the reception energy and the transmission energy which are the main two components of energy consumption. On one hand, since the reception energy is almost constant, hence sending over longer distance will reduce the total number of hops to reach the sink and thus the total energy consumption is minimized. On the other hand, the transmission energy is increasing with distance. More than that, the increasing rate of the transmission energy as a function of distance is also raising as shown in Fig. 4. Accordingly, it is highly preferred to send over short distances especially when the sensor is far from the sink. Reconciling these two opposites requirements leads to favoring the traffic forwarding directly to the sink, if the sink is reachable otherwise the traffic should be evenly distributed between upstream coronas as reported by Tables III, IV and V. For instance, according to Table III when \( n \) is set equal to 3, much more packets should be sent to the 3-hop away corona when the sink can be directly reachable namely for coronas 1, 2 and 3. Indeed, underwater sensors in the second and third corona should send more than 90\% of their accumulated traffic directly to the sink. Whereas, sensors in other coronas have to evenly distribute their traffic among all upstream coronas in order to balance the energy consumption. Similar results can be deduced for \( n = 5 \) and \( n = 7 \). Indeed, according to Tables IV and V, as long as the corona number is less or equal to \( n \), most of the traffic should be forwarded directly to the sink using the highest possible transmission power. While farther coronas have to evenly distribute their traffic to all possible upstream coronas in order to achieve fair energy consumption among all the underwater sensors.

According to Tables III, IV and V the packet load distribution is shown in Fig. 7. Note that, adopting a nominal communication range based data forwarding with \( d_{tx} = r \) (i.e. \( n = 1 \)) leads to a total accumulated traffic of 1.2 packet/s at sensors in corona 1. This amount of accumulated traffic at corona 1 is highly decreased (less than 0.29 packet/s) with our balanced routing solution when \( n = 3 \), a further decrease is achieved with \( n = 5 \) and a further gain with \( n = 7 \) compared to nominal based data forwarding. This increasing gain is more importantly highlighted in Fig. 8. In fact, Fig. 8 shows the energy consumption for each sensor in the corresponding corona. Accordingly, a 92\% of energy saving is achieved at corona 1 when \( n = 5 \). It is worth noting that our balanced routing strategy with \( n \in \{3, 5, 7\} \) leads to a maximum energy expenditure of 5 \( mW \), 3 \( mW \), 2.2 \( mW \), respectively. However, according to the nominal communication range based data forwarding, a maximum energy consumption of 0.74\( W \) is achieved as expected at corona 1. Consequently, an energy saving of 50\%, 70\% and 78\% are accomplished thanks to our balanced routing scheme when \( n \in \{3, 5, 7\} \), respectively. We would like to point out that the energy consumption per corona is not proportional to the packet load distribution as shown in Figs. 7 and 8.

Indeed, as depicted in Fig. 4 the energy expenditure did not depend linearly on the transmission distance which justifies the non-proportionality between packet load distribution and the energy consumption. Consequently, balancing the energy consumption does not really mean balancing the packet load distribution.

Now, let us evaluate the gain that can be achieved by our balanced routing solution using variable transmission power over the nominal communication range based data forwarding \((d_{tx} = r)\) for different field radiuses as well as different corona width. Note that this comparison study is mainly conducted in terms of energy consumption and network lifetime. From the energy depletion point of view, we consider the maximum consumed amount of energy among all coronas. Regarding network lifespan, we define the network lifetime \( T \) simply as the time for the first node in the network to drain its energy budget. In other words, the network lifetime is given by

\[
T = \frac{E_{\text{init}}}{\max E(U)}
\]

(28)

where \( E_{\text{init}} \) is the initial amount of energy provided to each sensor node and \( E(U) \) is the consumed energy by \( U \) an arbitrary underwater sensor in our field.

Figs. 9 and 10 show the energy expenditure as a function of field radius when the corona width remains fixed and equal to \( r = 100 \ m \). Recall that the energy value considered for each field radius is the maximum consumed energy among all coronas. As expected, as the field radius increases the energy consumption increases since the number of coronas grows. Consequently and as depicted in Figs. 11 and 12 the network lifetime decreases with the increase of the field radius. More importantly, our balanced routing strategy using
TABLE III
$\beta$ MATRIX WHEN $n = 3$.

<table>
<thead>
<tr>
<th>Corona $i$</th>
<th>Corona $(i - 1)$</th>
<th>Corona $(i - 2)$</th>
<th>Corona $(i - 3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 2</td>
<td>0.033</td>
<td>0.97</td>
<td>0</td>
</tr>
<tr>
<td>Corona 3</td>
<td>0.05</td>
<td>0.05</td>
<td>0.9</td>
</tr>
<tr>
<td>Corona 4</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>Corona 5</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>Corona 15</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
</tr>
</tbody>
</table>

TABLE IV
$\beta$ MATRIX WHEN $n = 5$.

<table>
<thead>
<tr>
<th>Corona $i$</th>
<th>Corona $(i - 1)$</th>
<th>Corona $(i - 2)$</th>
<th>Corona $(i - 3)$</th>
<th>Corona $(i - 4)$</th>
<th>Corona $(i - 5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 2</td>
<td>0.033</td>
<td>0.97</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 3</td>
<td>0.05</td>
<td>0.05</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 4</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.76</td>
<td>0</td>
</tr>
<tr>
<td>Corona 5</td>
<td>0.066</td>
<td>0.066</td>
<td>0.066</td>
<td>0.066</td>
<td>0.73</td>
</tr>
<tr>
<td>Corona 6</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 7</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 8</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 9</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 10</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 11</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 12</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 13</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 14</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Corona 15</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

TABLE V
$\beta$ MATRIX WHEN $n = 7$.

<table>
<thead>
<tr>
<th>Corona $i$</th>
<th>Corona $(i - 1)$</th>
<th>Corona $(i - 2)$</th>
<th>Corona $(i - 3)$</th>
<th>Corona $(i - 4)$</th>
<th>Corona $(i - 5)$</th>
<th>Corona $(i - 6)$</th>
<th>Corona $(i - 7)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona 1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 2</td>
<td>0.033</td>
<td>0.97</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 3</td>
<td>0.05</td>
<td>0.05</td>
<td>0.9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 4</td>
<td>0.06</td>
<td>0.06</td>
<td>0.06</td>
<td>0.82</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 5</td>
<td>0.066</td>
<td>0.066</td>
<td>0.066</td>
<td>0.066</td>
<td>0.736</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Corona 6</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.65</td>
<td>0</td>
</tr>
<tr>
<td>Corona 7</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.58</td>
</tr>
<tr>
<td>Corona 8</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Corona 9</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Corona 10</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Corona 11</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Corona 12</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Corona 13</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Corona 14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Corona 15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Fig. 9. Energy consumption for different field radius when $r = 100$ m.

Fig. 10. Energy consumption for different field radius when $r = 100$ m.

Fig. 11. Network lifetime for different field radius when $r = 100$ m.

Fig. 12. Network lifetime for different field radius when $r = 100$ m.
variable transmission powers considerably reduces the energy expenditure compared to the nominal communication range data forwarding \((n = 1)\). Indeed, allowing the sensor nodes to adjust their transmission powers among \(n\) different levels, leads to packet load distribution among all the upstream coronas and hence we succeed to balance the energy consumption. Note that, for a field radius of \(2000\) \(m\) our balanced routing solution achieves up to \(51\%\) of energy saving when \(n = 3\). A further energy saving of \(34\%\) is achieved with \(n = 5\) and a further saving of \(66\%\) with \(n = 20\). Consequently, we recommend the use of \(n = 5\) as a best compromise between increasing the energy savings and decreasing the number of variable transmission powers. Note that a smaller number of power levels is of interest for practical implementation.

A straightforward study showing the optimal value of \(n\), in terms of energy consumption, as function of field radius when the corona width remains fixed and equal to \(100\) \(m\) was also conducted. As expected, the optimal number, \(n_{\text{opt}}\), is equal to \(\left\lceil \frac{R}{C_w} \right\rceil\). Indeed, by allowing each sensor to distribute its accumulated traffic among all upstream coronas and especially to directly reach the sink will highly contribute in balancing the energy consumption and thus the network lifespan is improved. That being said, we can conclude that for any values of field radius and corona width, as we extend the number of allowed transmission power levels (i.e. \(n\)) the energy savings is increased. To answer this question, we evaluate the energy consumption for various corona widths.

In order to gain more insight regarding the system performance, let us closely inspect the energy consumption as well as the network lifetime for various corona widths. To achieve this, we consider a fixed field radius of \(5000\) \(m\) while varying the corona width from \(100\) \(m\) to \(1100\) \(m\). According to Figs. 13 and 14, for each value of \(n\) there is an optimal value of the corona width \(C_{w_{\text{opt}}}\) which provides the minimum energy consumption and hence the maximum network lifetime. Indeed, when the corona width increases up to \(C_{w_{\text{opt}}}\) the energy expenditure decreases. In fact, raising the corona width reduces the number of coronas and consequently the packet load is reduced. However when the corona width exceeds \(C_{w_{\text{opt}}}\) the energy expenditure increases even though the packet load is reduced. The reason behind this is the non linearity of transmission power as function of distance. Indeed, according to Fig. 4, for high value of transmission range, the transmission power is exponentially increasing leading consequently to high energy depletion.

Comparing our balanced routing schemes \((n > 1)\) with the nominal range forwarding \((n = 1)\) for different values of corona width, we observe that the schemes behave differently. Indeed, for a corona width equal to \(200\) \(m\), the minimum energy consumption is achieved by our balanced routing strategy when \(n = 7\) while the maximum energy depletion is achieved by the nominal communication range based data forwarding. However, for a corona width equal to \(900\) \(m\), the least energy consumption is achieved with the nominal communication range based data forwarding while the highest energy consumption is fulfilled with our balanced routing strategy when \(n = 5\). Consequently, there clearly exists a compromise between the number of transmission power levels \((n)\) and the energy consumption. Indeed, on one hand, as we increase \(n\), we allow the traffic load to be much more distributed among all the upstream coronas and hence a balanced energy consumption is achieved. On the other hand, increasing \(n\) raises the energy consumption since the farthest coronas can be reached. As a conclusion, we can state that for each corona width there is an optimal \(n\) value for which the energy consumption is minimized as depicted in Fig. 15. Moreover, for each \(n\), there is an optimal corona width for which the network lifetime is optimized. Combining both results, and according to Figs. 13 and 14, the maximum network lifetime is achieved by our balanced routing solution when \(n = 5\) for a corona width equal to \(300\) \(m\).

VI. Conclusion

In underwater environments, where solar energy cannot be exploited, operating on energy constrained underwater
sensors imposes the design of energy-efficient protocols. These protocols should be carefully designed in order to deal with the dramatically different propagation characteristics of underwater acoustic signals, such as high attenuation and bandwidth-limited channel. For these reasons, UW-ASNs require protocols that make judicious use of the limited battery budget while taking into account the unique features of the underwater channel. To this end, we proposed in this paper a routing strategy that leads to an even energy depletion among all sensors in the network and consequently an improved network lifespan. Accordingly, by allowing each underwater node to dynamically adjust its transmission power up to a predefined number of levels, we determined for each source sensor the set of possible next hops with the associated transmission power and associated load weight that lead to fair energy consumption and hence the energy sink-hole problem is overcome. To do so, we developed a comprehensive analytical model that iteratively derives for each source sensor the appropriate load weight along with the associated transmission power. Analytical results show that significant lifespan improvement is achieved by our balanced routing scheme compared to the nominal communication range based data forwarding.
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APPENDIX A

Proof of Theorem 1

We prove Theorem 1 by mathematical induction.

**Initial Step.** At each iteration $j+1$, corona $B_{j+1}$ is newly added where $A_{j+1} = A$. Thus, the cumulative traffic at corona $B_j$ will increase to $A_j = A + P_{j+1}I_1 \beta_1^{j+1} A_{j+1}$ and hence it can be written as $A_j = A \times \left( 1 + P_{j+1}I_1 \beta_1^{j+1} \right)$. Consequently, $\alpha_{00}$ equals 1 and $\alpha_{01}$ too.

**Inductive Step.** Let us assume that

$$\forall p: \quad 0 \leq p \leq k$$

$$A_{j-p} = \left[ \alpha_{0p} + \sum_{l=1}^{p+1} \alpha_{lp} P_{l}^{j+1} \beta_1^{j+1} \right] \times A \quad (29)$$

is true. Then, we need to prove that our assumption is also true for $A_{j-(k+1)}$.

By definition, $A_{j-(k+1)}$ can be expressed as follows

$$A_{j-(k+1)} = A + \sum_{m=1}^{k+1} P_m^{j-(k+1)-m} \beta_m^{j-(k+1)-m} A_{j-(k+1)-m}$$

$$+ P_{k+2}^{j+1} \beta_{k+2}^{j+1} A_{j+1} \quad (30)$$

Since we assume that our assumption is true up to corona $B_{j-k}$, then $A_{j-(k+1)-m}$ can be substituted by Eq. 29 and hence we can express $A_{j-(k+1)}$ as follows

$$A_{j-(k+1)} = \left\{ \begin{array}{l}
A + AP_{k+2}^{j+1} \beta_{k+2}^{j+1} + A \sum_{m=1}^{k+1} P_m^{j-(k+1)-m} \beta_m^{j-(k+1)-m} \\
\times \left( \alpha_{0(k+1)-m} + \sum_{l=1}^{k+2-m} \alpha_{l(k+1)-m} P_{l}^{j+1} \beta_1^{j+1} \right) \\
\end{array} \right\}$$

$$= A \times \sum_{m=1}^{k+1} \alpha_{0(k+1)-m} P_m^{j-(k+1)-m} \beta_m^{j-(k+1)-m}$$

$$+ \sum_{m=1}^{k+1} \sum_{l=1}^{k+2-m} \alpha_{l(k+1)-m} P_m^{j-(k+1)-m} \beta_m^{j-(k+1)-m}$$

$$\times \left( \alpha_{0l} + \sum_{p=1}^{l+1} \alpha_{lp} P_{p}^{j+1} \beta_1^{j+1} + \beta_{k+2}^{j+1} \right) \quad (31)$$

Note that

$$\left( 1 + \sum_{m=1}^{k+1} \alpha_{0(k+1)-m} P_m^{j-(k+1)-m} \beta_m^{j-(k+1)-m} \right)$$

is simply $\alpha_{0(k+1)}$ and

$$\left( \sum_{m=1}^{k+1} \alpha_{l(k+1)-m} P_m^{j-(k+1)-m} \beta_m^{j-(k+1)-m} \right)$$

is simply $\alpha_{l(k+1)}$.

Consequently, $A_{j-(k+1)}$ can be expressed as follows

$$A_{j-(k+1)} = A \left( \alpha_{0k+1} + \sum_{l=1}^{k+1} \alpha_{l(k+1)+1} P_{l}^{j+1} \beta_1^{j+1} + P_{k+1}^{j+1} \beta_{k+1}^{j+1} \right)$$

$$= A \left( \alpha_{0k+1} + \sum_{l=1}^{k+2} \alpha_{l(k+1)+1} P_{l}^{j+1} \beta_1^{j+1} \right) \quad (32)$$

Therefore, our assumption is also true for $A_{j-(k+1)}$ so that the proof completes.

APPENDIX B

Proof of Eq. 22

$E_{TX}^i$ is the average transmission energy consumed by a sensor in corona $B_i$. At iteration $j+1$, when we newly add corona $B_{j+1}$, linearly expressing $E_{TX}^i$ ($\forall i, 1 \leq i \leq j$) along with $E_{RX}^i$ as function of $\beta_1^{j+1}$ allows to have a system of linear equations where $\beta_1^{j+1}$ can be easily derived. By definition $E_{TX}^i$ can be written as follows

$$E_{TX}^i = \sum_{q=1}^{i+1} A_i \beta_q^i E_{tx}^q$$

$$= A_i \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q$$

where $\beta_q^i = 0$ if $q > \min(n, i+1)$.

At this step, the key idea is to observe that $A_i$ is simply $A_{j-(i-1)}$. Therefore by substituting $A_{j-(i-1)}$ with the appropriate expression of Theorem 1, we get

$$E_{TX}^i = \left\{ \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q \right\} A_{j-(i-1)}$$

$$= \left\{ \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q \right\} \times A$$

$$\times \left( \alpha_{0(j-i)} + \sum_{l=1}^{j-i+1} \alpha_{l(j-i)} P_{l}^{j+1} \beta_1^{j+1} \right)$$

$$= \left\{ \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q \right\} \alpha_{0(j-i)}$$

$$+ \sum_{l=1}^{j-i+1} A \left( \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q \right) \alpha_{l(j-i)} P_{l}^{j+1} \beta_1^{j+1}$$

$$= \left\{ \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q \right\} \alpha_{0(j-i)}$$

Note that

$$A \left( \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q \right) \alpha_{0(j-i)}$$

as well as

$$A \left( \sum_{q=1}^{i+1} \beta_q^i E_{tx}^q \right) \alpha_{0(j-i)}$$

is simply $TX_0^i$ and $TX_1^i$ respectively, are constants (not depending on $\beta_1^{j+1}$). Hence we get

$$E_{TX}^i = TX_0^i + \sum_{l=1}^{j-i+1} P_{l}^{j+1} TX_1^i \beta_1^{j+1}$$

$$= \sum_{l=1}^{j-i+1} \left( P_{l}^{j+1} TX_1^i \beta_1^{j+1} \right)$$

where $\beta_1^{j+1} = 0$ if $l > \min(n, j-i+1)$ which concludes the proof.
**APPENDIX C**

**PROOF OF EQ. 23**

Similar to Eq. 22 proof explained previously, we can linearly express $E_{RX}$ as function of $\beta^j$. Observe that $E_{RX}$ is simply $E_{RX}^{(j-i)}$. Consequently, it can be written as follows

$$E_{RX}^i = \sum_{p=1}^{j+i} \sum_{l=1}^{j-i-1} p_i^p \beta^i p^p A_i^p + P_{RX}^i \beta^i P_{RX}^i,$$

where $\beta^i p^p = 0$ if $p > \min(n, j + 1 - i)$.

By substituting $A_{i+p}$ with the appropriate expression of theorem 1, we succeed to get a linear expression of $E_{RX}$ as function of $\beta^j$ as follows

$$E_{RX}^j = \left\{ \begin{array}{ll}
j-i &\sum_{p=1}^{j-i} \sum_{l=1}^{j-i-l} p_i^p \beta^i p^p A_i^p + P_{RX}^i \beta^i P_{RX}^i,
0 &\sum_{p=1}^{j-i-l} \sum_{l=1}^{j-i-l} p_i^p \beta^i p^p A_i^p + P_{RX}^i \beta^i P_{RX}^i.
\end{array} \right.$$  

Observe that, by performing indices permutation,

$$\sum_{p=1}^{j-i-l} \sum_{l=1}^{j-i-l} p_i^p \beta^i p^p A_i^p + P_{RX}^i \beta^i P_{RX}^i$$

is simply equal to $\sum_{p=1}^{j-i-l} \sum_{l=1}^{j-i-l} p_i^p \beta^i p^p A_i^p + P_{RX}^i \beta^i P_{RX}^i$. Moreover, it is worth pointing out that

$$\sum_{p=1}^{j-i-l} \sum_{l=1}^{j-i-l} p_i^p \beta^i p^p A_i^p + P_{RX}^i \beta^i P_{RX}^i$$

are independents of $\beta^i$ thus we call them $RX_i^j$ and $RX_i^{j-i}$ respectively. Consequently, we get

$$E_{RX}^i = RX_i^j + \sum_{l=1}^{j-i-l} p_i^p \beta^i p^p A_i^p + P_{RX}^i \beta^i P_{RX}^i$$

where $\beta^i p^p = 0$ if $p > \min(n, j + 1 - i)$ which completes the proof.
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