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ON MATRICES WITH DISPLACEMENT STRUCTURE:
GENERALIZED OPERATORS AND FASTER ALGORITHMS

A. BOSTAN∗, C.-P. JEANNEROD†, C. MOUILLERON‡, AND É. SCHOST§

Abstract. For matrices with displacement structure, basic operations like multiplication, inversion, and linear system solving can all be expressed in terms of the following task: evaluate the product $AB$, where $A$ is a structured $n \times n$ matrix of displacement rank $\alpha$, and $B$ is an arbitrary $n \times \alpha$ matrix. Given $B$ and a so-called generator of $A$, this product is classically computed with a cost ranging from $O(\alpha^2 M(n))$ to $O(\alpha^2 M(n) \log(n))$ arithmetic operations, depending on the type of structure of $A$; here, $M$ is a cost function for polynomial multiplication. In this paper, we first generalize classical displacement operators, based on block diagonal matrices with companion diagonal blocks, and then design fast algorithms to perform the task above for this extended class of structured matrices. The cost of these algorithms ranges from $O(\alpha^{\omega-1} M(n))$ to $O(\alpha^{\omega-1} M(n) \log(n))$, with $\omega$ such that two $n \times n$ matrices over a field can be multiplied using $O(n^\omega)$ field operations. By combining this result with classical randomized regularization techniques, we obtain faster Las Vegas algorithms for structured inversion and linear system solving.
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1. Introduction. Exploiting the structure of data is key to develop fast algorithms and, in the context of linear algebra, this principle is at the heart of algorithms for displacement structured matrices. These algorithms can speed up for instance the inversion of a given matrix whenever this matrix has a structure close to that of a Toeplitz, Hankel, Vandermonde, or Cauchy matrix. The idea is to represent structured matrices succinctly by means of their generators with respect to suitable displacement operators, and to operate on this succinct data structure.

Displacement operators. Let $F$ be a field. To measure the extent to which a matrix $A \in F^{m \times n}$ possesses some structure, it is customary to use its displacement rank, that is, the rank of its image through a displacement operator [18]. There exist two broad classes of displacement operators: Sylvester operators, of the form

$$\nabla_{M,N} : A \in F^{m \times n} \mapsto MA - AN \in F^{m \times n},$$

and Stein operators, of the form

$$\Delta_{M,N} : A \in F^{m \times n} \mapsto A - MAN \in F^{m \times n};$$

in both cases, $M$ and $N$ are fixed matrices in $F^{m \times m}$ and $F^{n \times n}$, respectively. For any such operator, say $L$, the rank of $L(A)$ is called the $L$-displacement rank of $A$, or simply its displacement rank if $L$ is clear from the context. Loosely speaking, the matrix $A$ is called structured (with respect to the operator $L$) if its $L$-displacement rank is small compared to its sizes $m$ and $n$.

We say that a matrix pair $(G, H)$ in $F^{m \times \alpha} \times F^{n \times \alpha}$ is an $L$-generator of length $\alpha$ of $A \in F^{m \times n}$ if it satisfies $L(A) = GH^t$, with $H^t$ the transpose of $H$. Again, if $L$ is clear
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from the context, we shall simply say generator of length $\alpha$. Provided $L$ is invertible and when $\alpha$ is small, such a generator can play the role of a succinct data structure to represent the matrix $A$. The smallest possible value for $\alpha$ is the rank of $L(A)$.

If $A$ is invertible and structured with respect to $L$, then its inverse $A^{-1}$ is structured with respect to the operator $L'$ obtained by swapping $M$ and $N$:

$$L = \nabla_{M,N} \implies L' = \nabla_{N,M}, \quad L = \Delta_{M,N} \implies L' = \Delta_{N,M}.$$  

More precisely, the above claim says that the ranks of $L(A)$ and $L'(A^{-1})$ are the same. (See [33, Theorem 1.5.3] and, for the case not handled there, see [18, p. 771]; for completeness, we give a proof in Appendix A.)

**Some classical operators.** Consider first Toeplitz-like matrices. For $\varphi$ in $F$, it is customary to define the $m \times m$ cyclic down-shift matrix

$$Z_{m,\varphi} = \begin{bmatrix} 1 & \varphi & \cdots & \cdots & \varphi \\ \vdots & 1 & \vdots & \ddots & \vdots \\ \varphi & \cdots & \ddots & \cdots & 1 \end{bmatrix} \in F^{m \times m}. $$

Then, using Sylvester operators, a matrix $A \in F^{m \times n}$ will be called Toeplitz-like if $Z_{m,\varphi} A - A Z_{n,\psi}$ has a low rank compared to $m$ and $n$. (This rank is independent of the choice of $\varphi$ and $\psi$, up to an additive constant of absolute value at most two.) Using Stein operators, one would consider instead the rank of $A - Z_{m,\varphi} A Z_{n,\psi}$.

Besides $Z_{m,\varphi}$ and its transpose it is also useful to consider the diagonal matrix $D(x)$, whose diagonal is given by $x \in F^m$. Specifically, popular choices take

$$\begin{align*}
(M, N) \in \{Z_{m,\varphi}, Z_{m,\varphi}^t, D(x)\} \times \{Z_{n,\psi}, Z_{n,\psi}^t, D(y)\},
\end{align*}$$

with $\varphi, \psi \in F$, $x \in F^m$ and $y \in F^n$, for either Sylvester or Stein operators. This family covers in particular Toeplitz and Hankel-like structures, where both $M$ and $N$ are (transposed) cyclic down-shift matrices; Vandermonde-like structures, where one of the matrices $M$ and $N$ is a (transposed) cyclic down-shift matrix and the other one is diagonal; and Cauchy-like structures, where both $M$ and $N$ are diagonal. We say that a displacement operator is of Toeplitz/Hankel type if it falls into the first category, and of Vandermonde/Cauchy type if it falls into the second or third one.

**Block-diagonal companion matrices.** The first contribution of this paper is to generalize the classical displacement operators seen before. Let $F[x]$ be the univariate polynomial ring over $F$, and for $\delta \geq 0$, let $F[x]_\delta$ be the $F$-vector space of polynomials of degree less than $\delta$. Furthermore, for $F = \sum_i f_i x^i \in F[x]$ monic of degree $\delta > 0$, denote by $M_F$ the $\delta \times \delta$ companion matrix associated with $F$:

$$M_F = \begin{bmatrix} 1 & -f_0 & \cdots & \cdots & \cdots \\ -f_1 & 1 & \cdots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \cdots & \cdots \\ \cdots & \cdots & \cdots & -f_{\delta-1} & 1 \end{bmatrix} \in F^{\delta \times \delta}.$$  

Two special cases are the $m \times m$ matrix $Z_{m,\varphi}$ defined in (2) and the $1 \times 1$ matrix given by $x_0 \in F$, which are associated with the polynomials $x^m - \varphi$ and $x - x_0$, respectively.

Given $d > 0$, let now $P = P_1, \ldots, P_d$ denote a family of monic nonconstant polynomials in $F[x]$, and let $m = m_1 + \cdots + m_d$ with $m_i = \deg(P_i) \geq 1$ for all $i$. We
will call \textit{block-diagonal companion matrix} associated with \( P \) the \( m \times m \) block-diagonal matrix \( M_P \) whose \( i \)th diagonal block is the \( m_i \times m_i \) companion matrix \( M_{P_i} \):

\[
M_P = \begin{bmatrix}
M_{P_1} & & \\
& \ddots & \\
& & M_{P_d}
\end{bmatrix} \in \mathbb{F}^{m \times m}.
\]

We write \( P \) to denote the product \( P_1 \cdots P_d \), which is the characteristic polynomial of \( M_P \). Finally, we associate with \( P \) the following assumption on its elements:

\( \mathcal{H}_P : \ P_1, \ldots, P_d \) are pairwise coprime.

**Associated displacement operators.** With \( P \) as above, we now consider another family of monic nonconstant polynomials, namely \( Q = Q_1, \ldots, Q_e \), with respective degrees \( n_1, \ldots, n_e \); we let \( Q = Q_1 \cdots Q_e \) and \( n = n_1 + \cdots + n_e \). In what follows, we assume that both assumptions \( \mathcal{H}_P \) and \( \mathcal{H}_Q \) hold.

Let then \( M_P \in \mathbb{F}^{m \times m} \) and \( M_Q \in \mathbb{F}^{n \times n} \) be the block-diagonal companion matrices associated with \( P \) and \( Q \). In this paper, we consider the following eight operators:

\[
\begin{align*}
\nabla_{M_P,M_Q}, & \quad \nabla_{M_P,M_Q}, \quad M_{M_P}, \quad \nabla_{M_P,M_Q}, \\
\Delta_{M_P,M_Q}, & \quad \Delta_{M_P,M_Q}, \quad \Delta_{M_P,M_Q}, \quad \Delta_{M_P,M_Q}.
\end{align*}
\]

We shall call them the \textit{operators associated with} \((P, Q)\) of \textit{Sylvester} or \textit{Stein type}, respectively, and say that they have \textit{format} \((m, n)\). Two of these operators will be highlighted, \( \nabla_{M_P,M_Q} \) and \( \Delta_{M_P,M_Q} \), and we will call them the \textit{basic operators} associated with \((P, Q)\). Indeed, we will be able to derive convenient formulas to invert them; this will in turn allow us to deal with the other six operators by suitable reductions.

Tables 1 and 2 show that the classical structures defined by \((3)\) follow as special cases of these operators, for suitable choices of \((P, Q)\) making \( M_P \) or \( M_Q \) a diagonal or a (transposed) cyclic down-shift matrix.

**Table 1**

| \( d = 1 \) and \( P_1 = x^m - \varphi \) | \( e = 1 \) and \( Q_1 = x^n - \psi \) | Hankel-like | Vandermonde-like (for the points \( 1/y_j \)) |
| \( d = m \) and \( P_i = x - x_i \) | Vandermonde-like (for the points \( 1/x_i \)) | Cauchy-like (for the points \( x_i \) and \( y_j \)) |

**Table 2**

| \( d = 1 \) and \( P_1 = x^m - \varphi \) | \( e = 1 \) and \( Q_1 = x^n - \psi \) | Toeplitz-like | Vandermonde-like (for the points \( y_j \)) |
| \( d = m \) and \( P_i = x - x_i \) | Vandermonde-like (for the points \( x_i \)) | Cauchy-like (for the points \( 1/x_i \) and \( y_j \)) |
In other words, our family of operators covers all classical operators of Toeplitz, Hankel, Vandermonde, and Cauchy type in a unified manner. However, this formalism also includes many new cases as “intermediate” situations. For example, taking $e = 1$ and $Q_1 = x^n$, we see that the matrix of the multiple reduction map modulo $P_1, \ldots, P_d$ has displacement rank 1 for the Stein operator $\Delta_{\overline{M}_p, \overline{M}_q}$, so our operators will allow us to address problems related to Chinese remaindering.

**Problem statement.** Our goal is to study the complexity of basic computations with matrices that are structured for the operators seen above: multiply a matrix $A \in \mathbb{F}^{m \times n}$ by a matrix $B$, invert $A$, and solve the linear system $AX = B$. Formally, let $L : \mathbb{F}^{m \times n} \to \mathbb{F}^{m \times n}$ be a displacement operator of either Sylvester or Stein type, and assume that $L$ is invertible. Then, the problems we address read as follows.

- **mul($L, \alpha, \beta$):** given an $L$-generator $(G, H) \in \mathbb{F}^{m \times \alpha} \times \mathbb{F}^{n \times \alpha}$ of a matrix $A \in \mathbb{F}^{m \times n}$ with $\alpha \leq \min(m, n)$ and given a matrix $B \in \mathbb{F}^{n \times \beta}$, compute the product $AB \in \mathbb{F}^{m \times \beta}$.
- **inv($L, \alpha$):** given an $L$-generator $(G, H) \in \mathbb{F}^{m \times \alpha} \times \mathbb{F}^{n \times \alpha}$ of a matrix $A \in \mathbb{F}^{m \times n}$ with $\alpha \leq m$, return an $L'$-generator $(G', H')$ of length at most $\alpha$ for $A^{-1}$, or assert that $A$ is not invertible. Here, $L'$ is the operator in (1).
- **solve($L, \alpha$):** given an $L$-generator $(G, H) \in \mathbb{F}^{m \times \alpha} \times \mathbb{F}^{n \times \alpha}$ of a matrix $A \in \mathbb{F}^{m \times n}$ with $\alpha \leq \min(m, n)$ and given a vector $b \in \mathbb{F}^m$, find a solution $x \in \mathbb{F}^n$ to $Ax = b$, or assert that no such solution exists. (When $b = 0$ and $A$ has not full column rank, then a nonzero vector $x$ should be returned; we call this a nontrivial solution.)

For the problems above to make sense, we need the displacement operator $L$ to be invertible. For the Sylvester operators associated with $(P, Q)$, this occurs if and only if $\gcd(P, Q) = 1$; for Stein operators, the condition becomes $\gcd(P, Q) = 1$ with $Q = x^n Q(1/x)$ or, equivalently, $\gcd(\tilde{P}, Q) = 1$ with $\tilde{P} = x^m P(1/x)$ [33, Theorem 4.3.2].

We allow probabilistic algorithms. For instance, for inversion in size $m$, we will see algorithms that use $r = O(m)$ random elements in $\mathbb{F}$, for which success is conditional to avoiding a hypersurface in $\mathbb{F}^r$ of degree $m^{O(1)}$.

To analyze all upcoming algorithms, we count all arithmetic operations in $\mathbb{F}$ at unit cost, so the time spent by an algorithm is simply the number of such operations it performs. Then, our goal is to give upper bounds on the cost functions $\mathcal{C}_{\text{mul}}(\ldots), \mathcal{C}_{\text{solve}}(\ldots), \mathcal{C}_{\text{inv}}(\ldots)$, which are such that the problems mul($L, \alpha, \beta$), solve($L, \alpha$), inv($L, \alpha$), can be solved in respective times

\[
\mathcal{C}_{\text{mul}}(L, \alpha, \beta), \quad \mathcal{C}_{\text{solve}}(L, \alpha), \quad \mathcal{C}_{\text{inv}}(L, \alpha).
\]

In particular, $\mathcal{C}_{\text{mul}}(L, \alpha, 1)$ denotes the cost of a structured matrix-vector product $Av$.

A few further problems can be solved as direct extensions of these operations. Indeed, a simple transformation (see e.g. [33, Theorem 1.5.2]) shows that if a matrix $A$ is structured with respect to one of the operators associated with $(P, Q)$, its transpose $A^t$ is structured as well, with respect to one of the operators associated with $(Q, P)$. This is summarized as follows, where $(M, N) \in \{M_P, M_P^\perp\} \times \{M_Q, M_Q^\perp\}$:

\[
\nabla_{M,N}(A) = GH^t \iff \nabla_{N', M'}(A^t) = (-H)^t G', \\
\Delta_{M,N}(A) = GH^t \iff \Delta_{N', M'}(A^t) = H G'.
\]

Thus, from our results on multiplication, inversion, and linear system solving for the matrix $A$, one directly obtains similar results for the same operations with $A^t$.

**Cost measures.** We let $\mathcal{M}$ be a multiplication time function for $\mathbb{F}[x]$, that is, $\mathcal{M} : \mathbb{N}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is such that two polynomials of degree less than $d$ can be multiplied in $\mathcal{M}(d)$ arithmetic operations in $\mathbb{F}$; $\mathcal{M}$ must also satisfy the super-linearity
properties of \cite[Ch. 8]{12}. It follows from \cite{38,37} that we can always take \( \mathcal{M}(d) \in O(d \lg(d) \lg(g(d))) \), where \( \lg(d) = \log(\max(\max(d, 2))) \) and \( \text{log} \) is the binary logarithm. (This definition of \( \lg(d) \) ensures that expressions like \( d \lg(d) \lg(g(d)) \) do not vanish at \( d = 1 \).)

Hence, from now on we assume that \( \mathcal{M} \) is quasi-linear in \( d \), so that \( \mathcal{M}(d) = O(d^{1+\epsilon}) \) for all \( \epsilon > 0 \), and that \( \mathcal{M}(1) = 1 \).

Here and hereafter, \( \omega \) denotes any real number such that two \( n \times n \) matrices over \( \mathbb{F} \) can be multiplied using \( O(n^\omega) \) arithmetic operations in \( \mathbb{F} \). We have \( \omega < 2.38 \) \cite{23} as \( n \to \infty \) and, for moderate dimensions (say, \( n < 10^6 \)), upper bounds on \( \omega \) range from 2.81 \cite{40} down to 2.78 \cite{29}; on the other hand, we have the trivial lower bound \( \omega \geq 2 \).

(Our cost analyses will be given for \( \omega > 2 \) for simplicity, but note that their extension to the case \( \omega = 2 \) would be straightforward and imply no more than some extra logarithmic factors.)

The running time of our algorithms will depend on the cost of some polynomial matrix operations. Let \( \mathcal{M}_{\text{mat}}(d, n) : \mathbb{R}_{\geq 1} \times \mathbb{N}_{>0} \to \mathbb{R}_{\geq 0} \) be such that two \( n \times n \) matrices over \( \mathbb{F}[x]_{d} \) can be multiplied in \( \mathcal{M}_{\text{mat}}(d, n) \) arithmetic operations in \( \mathbb{F} \). (It will be convenient to allow non-integer values of \( d \); this does not change the definition.)

One can use the following estimates:

\[
\mathcal{M}_{\text{mat}}(d, n) = \begin{cases} 
O(\mathcal{M}(d)n^\omega) & \text{in general,} \\
O(dn^\omega + \mathcal{M}(d)n^2) & \text{if } \text{char}(\mathbb{F}) = 0 \text{ or } |\mathbb{F}| \geq 2d;
\end{cases}
\]

the former follows from \cite{9} and the latter is from \cite{7}, using evaluation and interpolation at geometric sequences; in both cases, this is \( \bar{O}(dn^\omega) \), where the soft-\( O(\cdot) \) notation \( \bar{O}(\cdot) \) means that we omit polylogarithmic factors. Our costs will be expressed using not quite \( \mathcal{M}_{\text{mat}} \), but two related functions \( \mathcal{M}^{\prime}_{\text{mat}} \) and \( \mathcal{M}^{\prime\prime}_{\text{mat}} \), which should be thought of as being “close” to \( \mathcal{M}_{\text{mat}} \) up to logarithmic factors. These two functions are defined as follows. For \( n \) a power of two,

\[
\mathcal{M}^{\prime}_{\text{mat}}(d, n) = \sum_{k=0}^{\log(n)} 2^k \mathcal{M}_{\text{mat}}\left(\frac{d}{2^k}, \frac{n}{2^k}\right)
\]

and, for general \( n \), \( \mathcal{M}^{\prime}_{\text{mat}}(d, n) = \mathcal{M}^{\prime}_{\text{mat}}(d, \bar{n}) \) with \( \bar{n} \) the smallest power of two greater than or equal to \( n \). Using the super-linearity of \( \mathcal{M} \), the above choices for \( \mathcal{M}_{\text{mat}} \) give

\[
(4) \quad \mathcal{M}^{\prime}_{\text{mat}}(d, n) = \begin{cases} 
O(\mathcal{M}(dn)n^{\omega-1}) & \text{in general,} \\
O(dn^\omega + \mathcal{M}(dn)\text{nlg}(n)) & \text{if } \text{char}(\mathbb{F}) = 0 \text{ or } |\mathbb{F}| \geq 2dn;
\end{cases}
\]

in both cases, this is again \( \bar{O}(dn^\omega) \). Note on the other hand that \( dn^2 \leq n \mathcal{M}(dn) \leq \mathcal{M}^{\prime}_{\text{mat}}(d, n) \). Now, for \( d \) a power of two, let

\[
\mathcal{M}^{\prime\prime}_{\text{mat}}(d, n) = \sum_{k=0}^{\log(d)} 2^k \mathcal{M}^{\prime}_{\text{mat}}\left(\frac{d}{2^k}, n\right)
\]

and, for general \( d \), let \( \mathcal{M}^{\prime\prime}_{\text{mat}}(d, n) = \mathcal{M}^{\prime\prime}_{\text{mat}}(\bar{d}, n) \) with \( \bar{d} \) the smallest power of two greater than or equal to \( d \). Using the two previous bounds on \( \mathcal{M}^{\prime}_{\text{mat}} \), we deduce that

\[
\mathcal{M}^{\prime\prime}_{\text{mat}}(d, n) = \begin{cases} 
O(\mathcal{M}(dn)n^{\omega-1}\lg(d)) & \text{in general,} \\
O((dn^\omega + \mathcal{M}(dn)\text{nlg}(n))\lg(d)) & \text{if } \text{char}(\mathbb{F}) = 0 \text{ or } |\mathbb{F}| \geq 2dn;
\end{cases}
\]
again, in both cases this is $\tilde{O}(dn^\omega)$. Conversely, we have $dn^\omega = O(\mathcal{M}_{\text{mat}}''(d, n))$, since $\mathcal{M}_{\text{mat}}''(d, n) \geq d \cdot \mathcal{M}_{\text{mat}}'(1, n) \geq d \cdot \mathcal{M}_{\text{mat}}'(1, n)$. Remark also that if we assume, similarly to the super-linearity assumptions on $\mathcal{M}$, that for every positive integer $n$ the function $d \mapsto \mathcal{M}_{\text{mat}}'(d, n)/d$ is nondecreasing, then we have in all cases the simple bound

$$\mathcal{M}_{\text{mat}}''(d, n) \leq \mathcal{M}_{\text{mat}}'(d, n)(1 + \log(d)).$$

Finally, note that for $d = 1$ and $\omega > 2$,

$$\mathcal{M}_{\text{mat}}''(1, n) = \mathcal{M}_{\text{mat}}'(1, n) = O(n^\omega).$$

To check the second equality, one may fix some $\varepsilon$ such that $0 < \varepsilon < \omega - 2$, so that $\mathcal{M}(m) = O(m^{1+\varepsilon})$ and thus $\mathcal{M}_{\text{mat}}'(1, n) = O\left(\sum_{k \geq 0} n^{\omega(2k)^{2+\varepsilon-\omega}}\right)$ with $2 + \varepsilon - \omega < 0$.

To any family of polynomials $\mathbf{P} = P_1, \ldots, P_d$ with $m_i = \deg(P_i) > 0$ for all $i$, we will associate two cost measures, $\mathcal{C}(\mathbf{P})$ and $\mathcal{D}(\mathbf{P})$, related to Chinese remaindering and (extended) GCDs; both range between $O(m)$ or $O(\mathcal{M}(m))$ and $O(\mathcal{M}(m)\log(m))$, where we write $m = m_1 + \cdots + m_d$ as before. In both cases, we give a general formula and point out particular cases with smaller estimates.

First, in the particular case where $P_i = x - x_i$ for all $i$ with the $x_i$ in geometric progression, we take $\mathcal{C}(\mathbf{P}) = \mathcal{M}(m)$. In all other cases, we take

$$\mathcal{C}(\mathbf{P}) = \mathcal{M}(m) \left(1 + \sum_{1 \leq i \leq d} \frac{m_i}{m} \log\left(\frac{m}{m_i}\right)\right).$$

Since the value of the above sum ranges from zero to $\log(d)$ (see for example [8, p. 38]), the function $\mathcal{C}(\mathbf{P})$ always satisfies

$$\mathcal{M}(m) \leq \mathcal{C}(\mathbf{P}) \leq \mathcal{M}(m)(1 + \log(d));$$

in particular, we have $\mathcal{C}(\mathbf{P}) = O(\mathcal{M}(m)\log(d))$.

The definition of the function $\mathcal{D}(\mathbf{P})$ starts with a particular case as well: when $d = 1$ and $P_1 = x^n - \varphi$ with $\varphi \in \mathbb{F}$, we take $\mathcal{D}(\mathbf{P}) = m$. Otherwise, we write

$$\mathcal{D}(\mathbf{P}) = \sum_{1 \leq i \leq d} \mathcal{M}(m_i)\log(m_i).$$

Table 3 displays the values of $\mathcal{C}(\mathbf{P})$ and $\mathcal{D}(\mathbf{P})$ in the two special cases mentioned above, but also their estimates when $d = O(1)$ or $m_i = O(1)$ for $1 \leq i \leq d$. We see that when $d = O(1)$ we are essentially in the best case for $\mathcal{C}(\mathbf{P})$ and in the worst case for $\mathcal{D}(\mathbf{P})$, and that the situation is reversed when $m_i = O(1)$ for all $i$. In other words, the families with best and worst cases for $\mathcal{D}(\mathbf{P})$ are the opposite of those for $\mathcal{C}(\mathbf{P})$.

Finally, when considering two families of polynomials $\mathbf{P}$ and $\mathbf{Q}$, we will write

$$\mathcal{C}(\mathbf{P}, \mathbf{Q}) = \mathcal{C}(\mathbf{P}) + \mathcal{C}(\mathbf{Q}) \quad \text{and} \quad \mathcal{D}(\mathbf{P}, \mathbf{Q}) = \mathcal{D}(\mathbf{P}) + \mathcal{D}(\mathbf{Q}).$$

**Background work.** Following landmark publications such as [24, 18, 25, 3], the literature on structured linear systems has vastly developed, and we refer especially to [33, 34] for comprehensive overviews. It was recognized early that a key ingredient for the development of fast algorithms was the ability to perform matrix-vector products efficiently. For Toeplitz-like and Hankel-like systems, this was done in [25, 3];
Table 3
Upper bounds for \( \mathcal{C}(P) \) and \( \mathcal{D}(P) \) in some special cases.

| \( P_i = x - x_i \) for all \( i \), with the \( x_i \) in geometric progression | \( \mathcal{M}(m) \) | \( m \) |
| \( d = 1 \) and \( P_1 = x^m - \varphi \) | \( \mathcal{M}(m) \) | \( m \) |
| \( m_i = O(1) \) for all \( i \) | \( O(\mathcal{M}(m)\lg(m)) \) | \( O(m) \) |
| \( d = O(1) \) | \( O(\mathcal{M}(m)) \) | \( O(\mathcal{M}(m)\lg(m)) \) |

for Vandermonde and Cauchy structures, this is in [13, 14]. In our notation, these references establish bounds of the form

\[
\mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, 1) = O(\alpha \mathcal{M}(m)) \quad \text{or} \quad \mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, 1) = O(\alpha \mathcal{M}(m)\lg(m)),
\]

for operators of format \((m, m)\) of Toeplitz / Hankel type or Vandermonde / Cauchy type, respectively.

If a matrix \( B \) has \( \beta \) columns, then the product \( AB \) can be computed by performing \( \beta \) matrix-vector products with \( A \). In other words, we can take

\[
\mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, \beta) \leq \beta \mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, 1),
\]

which yields the bounds \( O(\alpha \beta \mathcal{M}(m)) \) and \( O(\alpha \beta \mathcal{M}(m)\lg(m)) \) for the cases seen above.

Such matrix-matrix products, with \( \beta \approx \alpha \), are the main ingredients in the Morf / Bitmead-Anderson (MBA) algorithm to invert structured matrices [3, 25] of Toeplitz / Hankel type, which combines the displacement rank approach of [11, 18, 17] with Strassen’s divide-and-conquer approach for dense matrix inversion [40]. This algorithm initially required several genericity conditions to hold but, based on the randomized regularization technique of Kaltofen and Saunders [21], it was then further extended in [19, 20] to handle arbitrary matrices (see also [2, pp. 204–208] and [33, §5.5–5.7]). For operators of format \((m, m)\) of Toeplitz, Hankel, Vandermonde or Cauchy type, the cost of inversion \( \mathcal{C}_{\text{inv}}(\mathcal{L}, \alpha) \) can then (roughly speaking) be taken in

\[
O(\mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, \alpha)\lg(m));
\]

see [36] for the case of Vandermonde-like and Cauchy-like matrices, and [26, 31, 32] for a unified treatment of all four structures. Using the above upper bound on the cost of multiplication \( \mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, \alpha) \), we see that this is \( \alpha \lg(m) \) times the cost of a matrix-vector product (strictly speaking, some precautions are necessary to make such a statement; for instance, the algorithm becomes probabilistic).

This results in running times of the form \( O(\alpha^2 \mathcal{M}(m)\lg(m)) \) or \( O(\alpha^2 \mathcal{M}(m)\lg(m)^2) \) for inverting respectively Toeplitz / Hankel-like matrices and Vandermonde / Cauchy-like matrices of size \( m \) and displacement rank \( \alpha \). In the Vandermonde / Cauchy case, another approach due to Pan [30] proceeds by reduction to the Toeplitz / Hankel case; the running time is then reduced to \( O(\alpha^2 \mathcal{M}(m)\lg(m)) \).

Going beyond the four basic structures, Olshevsky and Shokrollahi introduced a common generalization thereof, where the displacement matrices take the form of block-diagonal Jordan matrices [28]. We will discuss their result in more detail after
stating our main theorems. For the moment, we mention that their paper gives an
algorithm for matrix-vector product with running times ranging from
\[ C_{\text{mul}}(L, \alpha, 1) = O(\alpha M(m)) \quad \text{to} \quad C_{\text{mul}}(L, \alpha, 1) = O(\alpha M(m) \log(m)), \]
depending on the block configuration of the supporting Jordan matrices; for the four
basic structures seen above, we recover the running times seen before. In [27], this
result is used to sketch an extension of the MBA algorithm to such matrices. As
before, the running time for inversion increases by a factor \( \alpha \) compared to the
time for matrix-vector multiplication, ranging from
\[ C_{\text{inv}}(L, \alpha) = O(\alpha^2 M(m) \log(m)) \quad \text{to} \quad C_{\text{inv}}(L, \alpha) = O(\alpha^2 M(m) \log(m)^2), \]
depending on the operator.

When \( \alpha = O(1) \), all above results for matrix-vector product or matrix inversion
are within a polylogarithmic factor of being linear-time. However, when \( \alpha \) is not
constant, this is not the case anymore; in the worst case where \( \alpha \approx m \), the running
times for inversion grow like \( m^\omega \) (neglecting logarithmic factors again), whereas
dense linear algebra algorithms take time \( O(m^\omega) \). In [4], Bostan, Jeannerod and Schost
gave algorithms for inversion of structured matrices of the four classical types with
running time \( O(m^{-1} M(m) \log(m)^2) \). This is satisfactory for \( \alpha \approx m \), since we recover
the cost of dense linear algebra, up to logarithmic factors. However, for \( \alpha = O(1) \),
this algorithm is slightly slower (by a factor \( \log(m) \)) than the MBA algorithm.

**Main results.** The results in this paper cover in a uniform manner the general
class of operators based on companion matrices introduced above. Inspired by [4], we
obtain algorithms for structured matrix multiplication, inversion, and linear system
solving whose running times grow with \( \alpha \) as \( \alpha^{\omega-1} \) instead of \( \alpha^2 \); however, we manage
to avoid the loss of the \( \log(m) \) factor observed in [4], thus improving on the results of
that paper. All our algorithms assume exact arithmetic (and we do not claim any
kind of accuracy guarantee when using finite precision arithmetic). Note also that
they are deterministic for multiplication and, similarly to [4], randomized (Las Vegas)
for inversion and linear system solving.

Let \( P \) and \( Q \) be as before. We give in Section 3 inversion formulas for the basic
operators \( L = \nabla_{MP,MQ} \) or \( L = \Delta_{MP,MQ} \) that allow us to recover a matrix \( A \) from one
of its generators, generalizing simultaneously previous results for Toeplitz, Hankel,
Vandermonde, and Cauchy displacement operators. From these formulas, one readily
deduces that a matrix-vector product \( Au \) can be computed in time
\[ C_{\text{mul}}(L, \alpha, 1) = O(\mathcal{D}(P, Q) + \alpha C(P, Q)), \]
which is \( \tilde{O}(\alpha p) \) for \( p = \max(m, n) \).

For matrix-matrix products, the direct approach which is based on the estimate
\[ C_{\text{mul}}(L, \alpha, \beta) \leq \beta C_{\text{mul}}(L, \alpha, 1) \]
thus leads to \( C_{\text{mul}}(L, \alpha, \beta) = \tilde{O}(\alpha \beta p) \), which is sub-
optimal, as we pointed out before. The following theorem improves on this straight-
forward approach, for all operators associated with \((P, Q)\).

**Theorem 1.** Let \( P = P_1, \ldots, P_d \) and \( Q = Q_1, \ldots, Q_e \) be two families of polyno-
mials in \( \mathbb{F}[x] \). Assume that in each of these families the polynomials are monic,
non-constant and pairwise coprime, and denote \( m = \sum_{i=1}^d \deg(P_i) \) and \( n = \sum_{i=1}^e \deg(Q_i) \).
Then, for any invertible operator \( L \) associated with \((P, Q)\), we can take
\[ C_{\text{mul}}(L, \alpha, \beta) = O \left( \frac{\beta'}{\alpha'}, \mathcal{M}_{\text{mat}} \left( \frac{P}{\alpha'}, \alpha' \right) + \mathcal{D}(P, Q) + \beta' C(P, Q) \right), \]
with \( p = \max(m,n) \), \( \alpha' = \min(\alpha,\beta) \), and \( \beta' = \max(\alpha,\beta) \). Furthermore,

\[
\mathcal{C}_{\text{inv}}(L,\alpha), \quad \mathcal{C}_{\text{solve}}(L,\alpha) = O\left( \mathcal{M}'_{\text{mat}} \left( \frac{P}{\alpha'}, \alpha \right) \right).
\]

Using the estimates for \( \mathcal{M}'_{\text{mat}} \) given in (4), the estimate for \( \mathcal{C}_{\text{mul}}(L,\alpha,\beta) \) becomes

\[
\begin{cases}
O\left( \alpha^{\omega-2} \beta', \mathcal{M}(p) + \beta', \mathcal{M}(p) \log(p) \right) & \text{in general,} \\
O\left( \alpha^{\omega-2} \beta p + \beta \mathcal{M}(p) \log(p) \right) & \text{if \text{char}(\mathbb{F}) = 0 or } |\mathbb{F}| \geq 2p.
\end{cases}
\]

Thus, these results provide a continuum between two extreme cases. When \( \alpha = \beta = O(1) \), the cost is \( O(\mathcal{M}(p) \log(p)) \); when \( \alpha \) and \( \beta \) are large, with total costs respectively \( O(\alpha^{\omega-2} \beta', \mathcal{M}(p)) \) and \( O(\alpha^{\omega-2} \beta' p) \). Disregarding logarithmic factors, this is always \( O(\alpha^{\omega-2} \beta' p) \); this matches the cost (up to logarithmic factors) of dense, unstructured linear algebra algorithms for multiplying matrices of dimensions \( \alpha \times p \) and \( p \times \beta' \) with \( \alpha' \leq \min(p,\beta') \).

In fact, when \( \alpha = p \leq \beta \) we recover exactly the cost bound \( O(\beta p^{\omega-1}) \) of the multiplication of two dense unstructured matrices of dimensions \( p \times p \) and \( p \times \beta \), since then \( \mathcal{C}_{\text{mul}}(L, p, \beta) = O\left( \frac{\omega}{p} \mathcal{M}_{\text{mat}}(1, p) + \mathcal{M}(p) \log(p) \right) \) and \( \mathcal{M}_{\text{mat}}(1, p) = O(p^{\omega}) \).

For inversion and system solving, the bounds given above on \( \mathcal{M}'_{\text{mat}} \) yield

\[
\begin{cases}
O(\alpha^{\omega-1} \mathcal{M}(p) \log(p)) & \text{in general,} \\
O(\alpha^{\omega-1} p \log(p) + \alpha \mathcal{M}(p) \log(p)) & \text{if \text{char}(\mathbb{F}) = 0 or } |\mathbb{F}| \geq 2p;
\end{cases}
\]

and, when \( \alpha = p \) (so that the input matrix is \( p \times p \) and not structured with respect to the operator \( L \)), the obtained cost is \( O(\mathcal{M}'_{\text{mat}}(1, p)) \subset O(p^{\omega}) \), as can be expected.

The following theorem highlights situations where we can take both \( \mathcal{C}(P, Q) \) and \( \mathcal{P}(P, Q) \) in \( O(\mathcal{M}(p)) \). In this case, we get slightly better bounds than in the general case for the problems \( \text{mul} \) (for inversion and solve, the terms above are always negligible, for any choice of \( P \) and \( Q \)). In view of Tables 1 and 2, we see that these special cases correspond to operators of Toeplitz / Hankel type, or Vandermonde / Cauchy type, when their supports are points in geometric progression.

**Theorem 2.** All notation and assumptions being as in Theorem 1, suppose in addition that one of the following holds:

- either \( d = 1 \) and \( P_i = x^m - \varphi \) for some \( \varphi \in \mathbb{F} \), or \( d = m \) and there exist \( u, q \in \mathbb{F} \) such that \( P_i = x - uq^i \) for all \( i \);
- either \( e = 1 \) and \( Q_j = x^n - \psi \) for some \( \psi \in \mathbb{F} \), or \( e = n \) and there exist \( v, r \in \mathbb{F} \) such that \( Q_j = x - vr^j \) for all \( j \).

Then, for any invertible operator \( L \) associated with \( (P, Q) \), we can take

\[
\mathcal{C}_{\text{mul}}(L, \alpha, \beta) = O\left( \frac{\beta'}{\alpha'} \mathcal{M}'_{\text{mat}} \left( \frac{P}{\alpha'}, \alpha' \right) + \beta' \mathcal{M}(p) \right),
\]

with \( p = \max(m,n) \), \( \alpha' = \min(\alpha,\beta) \), and \( \beta' = \max(\alpha,\beta) \).

Using once again the bounds on \( \mathcal{M}'_{\text{mat}} \) given in (4), this is thus

\[
\begin{cases}
O(\alpha^{\omega-2} \beta' \mathcal{M}(p)) & \text{in general,} \\
O(\alpha^{\omega-2} \beta' p + \beta \log(\alpha') \mathcal{M}(p)) & \text{if \text{char}(\mathbb{F}) = 0 or } |\mathbb{F}| \geq 2p.
\end{cases}
\]
Comparison with previous work. Let us briefly compare our results with previous ones, in increasing order of generality.

For classical operators of Hankel, Toeplitz, Vandermonde or Cauchy type, our results match classical ones in the cases \( \alpha = \beta = O(1) \) (for multiplication) or \( \alpha = O(1) \) (for inversion). When we drop such assumptions, our results improve on all previous ones. For instance, for the inversion of Toeplitz-like or Hankel-like matrices, the best previous results were either \( O(\alpha^2\mathcal{M}(m)\lg(m)) \) in \([25,3,19]\), or \( O(\alpha \omega^{-1}\mathcal{M}(m)\lg(m)^3) \) in \([4]\). We improve them simultaneously, by dropping the cost to \( O(\alpha \omega^{-1}\mathcal{M}(m)\lg(m)) \).

We mentioned earlier the work of Olshevsky and Shokrollahi \([27,28]\), who consider Sylvester operators where the displacement matrices are block-diagonal, with Jordan blocks. A Jordan block of size \( m \) associated with \( \lambda \in \mathbb{F} \) is similar to the companion matrix of \( (x - \lambda)^m \); the similarity matrix is the “Pascal” matrix of the mapping \( F(x) \mapsto F(x + \lambda) \), for \( F \in \mathbb{F}[x] \). Because the similarity matrix and its inverse can be applied in time \( O(\mathcal{M}(m)) \) to a vector \([1]\), the problem considered by Olshevsky and Shokrollahi is essentially equivalent to a particular case of ours.

As it turns out, for these particular cases, the results in \([27,28]\) for matrix/vector product and inversion are equivalent to ours, when the displacement rank \( \alpha \) is \( O(1) \). For larger \( \alpha \), our results improve on those of \([27,28]\), whose costs are quadratic in \( \alpha \).

Finally, to the best of our knowledge, no previous work addressed the general case of block-companion matrices that we deal with in this paper.

An application. We are able to address problems related to simultaneous approximation using our operators. Suppose that we are given \( P = P_1, \ldots, P_d \), with sum of degrees \( m \), together with “residuals”

\[
R_{1,1}, \ldots, R_{1,\alpha}, \ldots, R_{d,1}, \ldots, R_{d,\alpha},
\]

with all \( R_{i,j} \) in \( \mathbb{F}[x] \) such that \( \deg(R_{i,j}) < \deg(P_i) \) for all \( i, j \). We are looking for polynomials \( f_1, \ldots, f_\alpha \) in \( \mathbb{F}[x] \) such that \( f_1 R_{i,1} + \cdots + f_\alpha R_{i,\alpha} = 0 \mod P_i \) holds for \( i = 1, \ldots, d \), and with prescribed degree bounds (the polynomial \( f_j \) should be in \( \mathbb{F}[x]_{n_j} \), with \( n_1 + \cdots + n_\alpha = O(m) \)).

The matrix of the corresponding linear system, where the coefficients of \( f_1, \ldots, f_\alpha \) are unknown, has size \( O(m) \) and displacement rank \( O(\alpha) \) for the operator \( \Delta_{\mathbb{F}^d, B_{\mathbb{F}^d}} \), where \( Q \) is the “vector” consisting of the unique polynomial \( Q_1 = x^m - \varphi \), where \( \varphi \) is chosen such that the assumptions of Theorem \( 1 \) hold. Hence, we can solve such a system using \( O(\alpha \omega^{-1}\mathcal{M}(m)\log(m)) \) base field operations. This is to be compared with an algorithm given in \([10]\), that has cost \( O((\alpha + d)\omega^{-1}\mathcal{M}(m)\log(m)^2) \), but which does not require the assumption that \( P_1, \ldots, P_d \) be pairwise coprime.

This problem generalizes Hermite-Padé (with \( d = 1 \) and \( P_1 = x^m \)) and so-called \( M \)-Padé approximation, with \( P_i = (x - x_i)^{m_i} \), for pairwise distinct \( x_i \) in \( \mathbb{F} \). A typical instance is the reconstruction of the minimal polynomial of an algebraic function. Suppose that \( f \) is a root of a polynomial \( S \in \mathbb{F}[x][y] \), so \( f \) lies in the algebraic closure of \( \mathbb{F}(x) \). Given the power series expansion of \( f \) at high enough precision around a point \( x_1 \), it is possible to reconstruct \( S \) by means of Hermite-Padé approximation. Using our algorithm, we obtain the same output for the same cost, starting this time from approximations at points \( x_1, \ldots, x_d \), each of them requiring smaller precision.

Organization of the paper. Section \( 2 \) introduces notation used all along this paper, and discusses a few classical questions about polynomial arithmetic, such as Chinese remaindering. Section \( 3 \) gives inversion formulas for the operators we discuss, which generalize well-known results for classical operators. In Section \( 4 \), we use these formulas in order to reduce most of our questions to similar questions for basic operators, or
even Toeplitz / Hankel operators. Section 5 gives the main algorithmic result in this paper, an improved algorithm for the multiplication of structured matrices. Finally, in Section 6, we show how this new multiplication algorithm can be used within the MBA approach to accelerate structured inversion and structured system solving.

Acknowledgements. We thank an anonymous referee for many detailed comments.

2. Preliminaries. In this section, we review some classical operations on polynomials and matrices: we introduce a short list of useful matrices, such as multiplication matrices, reversal matrices and Krylov matrices, and we discuss questions related to modular computations, or multiple reduction and Chinese remaindering.

Throughout the article, we will use some well-known complexity results on polynomial arithmetic; as a general rule, they can be found in the books [12], [8], or [33].

2.1. Basic notation. Matrices (resp. vectors) are written in upper-case (resp. lower-case) sans-serif font. If $A$ (resp. $B$, $C$, . . . ) is a matrix, $a_i$ (resp. $b_i$, $c_i$, . . . ) is its $i$th column. If $x$ (resp. $y$, $z$, . . . ) is a vector, its $i$th entry is written $x_i$ (resp. $y_i$, $z_i$, . . . ). Special matrices (cyclic, companion, diagonal, . . . ) will be written with blackboard bold letters ($\mathbb{Z}$, $\mathbb{M}$, $\mathbb{D}$, . . . ). The entries of an $m \times n$ matrix $A$ are indexed from 0 to $m-1$ (row indices) and from 0 to $n-1$ (column indices).

We will also use the following notation:

- For $u = [u_0 \ldots u_{m-1}]^t \in F^m$, we write $\text{pol}(u)$ to denote the polynomial $u_0 + \cdots + u_{m-1}x^{m-1} \in F[x]_m$.

- For any polynomial $F \in F[x]$ of degree at most $d$, $\text{rev}(F,d)$ denotes its reverse polynomial $x^dF(1/x) \in F[x]$.

For $m \geq 1$, $J_m$ is the $m \times m$ reversal matrix, with 1s on the antidiagonal only. More generally, for $1 \leq \ell \leq m$, $J_{\ell,m}$ is the $m \times m$ matrix with 1s on the upper antidiagonal entries of indices $(\ell-1,0), \ldots, (0,\ell-1)$, so $J_{m,m} = J_m$; by convention, for $\ell = 0$, $J_{0,m}$ is the zero matrix of size $m$.

Finally, for $A \in F^{m \times m}$, $v \in F^n$, and $\ell \geq 1$, we write $\mathbb{K}(A,v,\ell)$ to denote the Krylov matrix in $F^{m \times \ell}$ whose columns are $v, Av, \ldots, A^{\ell-1}v$.

2.2. Chinese remaindering and related problems. In this subsection, we introduce additional notation and give basic results related to multiple reduction and Chinese remaindering. Consider pairwise-coprime monic polynomials $P = P_1, \ldots, P_d$ in $F[x]$ with $\deg(P_i) = m_i$, and let $m = m_1 + \cdots + m_d$ and $P = P_1 \cdots P_d$.

Recall that we associated with the family $P$ the cost functions $\mathcal{C}(P)$ and $\mathcal{D}(P)$. They will help us measure the cost of the following operations. To $P$, we associate the multiple reduction mapping, and its inverse, Chinese remaindering, defined by

$$\text{redp} : \quad F[x]_m \to F[x]_{m_1} \times \cdots \times F[x]_{m_d}$$

$$A \mapsto (A \mod P_1, \ldots, A \mod P_d)$$

and

$$\text{crtp} : \quad F[x]_{m_1} \times \cdots \times F[x]_{m_d} \to F[x]_m$$

$$(A_1, \ldots, A_d) \mapsto A, \text{ such that } A \mod P_i = A_i \text{ for all } i.$$ 

A related question is linear recombination, defined as the following isomorphism:

$$\text{combp} : \quad F[x]_{m_1} \times \cdots \times F[x]_{m_d} \to F[x]_m$$

$$(A_1, \ldots, A_d) \mapsto A_1P_2 \cdots P_d + \cdots + P_1 \cdots P_{d-1}A_d.$$ 

Fast algorithms for these three operations lead to the costs given in the next lemma. Although such costs can be found in or deduced from [8, 12], they do not seem to have
been presented in this way, with a common precomputation involving both functions \( \mathcal{C}(P) \) and \( \mathcal{D}(P) \), and then an extra cost involving only \( \mathcal{C}(P) \).

**Lemma 3.** Let \( P = P_1, \ldots, P_d \) as above be given and assume that \( \mathcal{H}_P \) holds. Then, after a precomputation of time \( O(\mathcal{C}(P) + \mathcal{D}(P)) \) that yields \( P \) as a by-product, one can apply the maps \( \text{red}_P \), its inverse \( \text{crt}_P \), as well as \( \text{comb}_P \) and its inverse, to any vector in time \( O(\mathcal{C}(P)) \).

**Proof.** For \( 1 \leq i \leq d \), let us define \( E_i = P_i / P_i \) mod \( P_i \) and \( F_i = 1 / E_i \) mod \( P_i \). (In particular, if \( d = 1 \) then \( E_1 = F_1 = 1 \), while if \( P_i \) is the linear polynomial \( x - x_i \) then \( E_i = 1 / F_i \) is the value of the derivative of \( P \) at \( x_i \).) Using these polynomials, we first note how the mappings \( \text{crt}_P \) and \( \text{comb}_P \) relate to each other: Chinese remaindering of \( A_1, \ldots, A_d \) is done by computing \( A_i F_i \) mod \( P_i \) for all \( i \), and then applying \( \text{comb}_P \) to these products; conversely, to perform linear recombination it suffices to compute the products \( A_i E_i \) mod \( P_i \) and then to apply \( \text{crt}_P \). Note also that the inverse of \( \text{comb}_P \) can be obtained by first using \( \text{red}_P \) and then multiplying by the \( F_i \)'s modulo \( P_i \).

Suppose we are in the case where \( P_i = x - x_i \), with the \( x_i \)'s in geometric progression. Then, we can compute \( P, E_1, \ldots, E_d \) and apply \( \text{red}_P \) and \( \text{crt}_P \) in time \( O(\mathcal{C}(P)) \) using the algorithms of [7]. Using the remark above on the relation between \( \text{crt}_P \) and \( \text{comb}_P \), the claim carries over to \( \text{comb}_P \) and its inverse, so the lemma is proved in this case.

In the general case, we can precompute \( P \), as well as apply \( \text{red}_P \) and \( \text{comb}_P \) (without any further precomputation) in time \( O(\mathcal{C}(P)) \) using respectively Theorems 2.19, 3.19 and Step 2 (or 5) of Theorem 3.21 in [8].

Let \( P^* = P/P_1 + \cdots + P/P_d \). Since \( P^* \) is obtained by applying \( \text{comb}_P \) to the polynomials \( (1, \ldots, 1) \), it can thus be precomputed in time \( O(\mathcal{C}(P)) \). The modular images \( P^* \) mod \( P_i \), which coincide with the polynomials \( E_i \) seen above, can be precomputed in the same time by applying \( \text{red}_P \). Finally, we precompute the inverses \( F_i = 1 / E_i \) mod \( P_i \) in time \( O(\mathcal{D}(P)) \) by fast extended GCD (when \( d = 1 \), this is straightforward, since we have seen that \( E_1 = 1 \); otherwise, each \( F_i \) is obtained in time \( O(\mathcal{M}(m_i) \log(m_i)) \)) using the fast extended Euclidean algorithm [8, Cor. 3.14]).

Using the first paragraph, we can then perform Chinese remaindering for the cost \( O(\mathcal{C}(P)) \) of \( \text{comb}_P \), plus modular multiplications by the \( F_i \)'s. The cost of the latter is \( O(\mathcal{M}(m)) \), by the super-linearity of \( \mathcal{M} \), which is \( O(\mathcal{C}(P)) \). The same holds for the inverse of \( \text{comb}_P \), which is reduced to \( \text{red}_P \) and modular multiplications by the \( F_i \)'s.

In matrix terms, we will need the following notation in the next sections (here and hereafter, we use canonical monomial bases for vector spaces such as \( F[x]_m \)):

- \( X_P \in F^{m \times m} \) is the matrix of the mapping \( \text{comb}_P \);
- \( W_P \in F^{m \times m} \) is the matrix of the mapping \( \text{red}_P \).

**Lemma 4.** Let \( P = P_1, \ldots, P_d \) as above be given and assume that \( \mathcal{H}_P \) holds. Then, after a precomputation of time \( O(\mathcal{C}(P) + \mathcal{D}(P)) \), one can compute \( X_P u \), as well as \( W_P u, W_P^t u, W_P^{-1} u \) and \( W_P^{-t} u \) for any \( u \in F^m \) in time \( O(\mathcal{C}(P)) \).

**Proof.** For \( X_P u, W_P u \) and \( W_P^{-1} u \), this is nothing else than the previous lemma. To compute with the transpose of \( W_P \), we could rely on the transposition principle [6], but it is actually possible to give direct algorithms. Algorithm \( \text{TsimulMod} \) in [5] shows how to reduce the computation of \( W_P^t u \) to an application of \( \text{comb}_P \) and a few power series multiplications / inversions that involve only \( P \) and the \( P_i \)'s, and whose costs add up to \( O(\mathcal{M}(m)) \). Thus, the claimed \( O(\mathcal{C}(P)) \) follows from the previous lemma. It is straightforward to invert that algorithm step-by-step, obtaining an algorithm for computing \( W_P^{-t} u \) in time \( O(\mathcal{C}(P)) \) as well. \( \Box \)
2.3. Modular arithmetic. Given a monic polynomial \( P \in \mathbb{F}[x] \) of degree \( m \), we will frequently work with the residue class ring \( \mathbb{A} = \mathbb{F}[x]/P \); doing so, we will identify its elements with polynomials in \( \mathbb{F}[x]_m \). In this subsection, we review several questions related to computations in \( \mathbb{A} \), such as modular multiplication and its transpose.

As a preamble, we define two useful matrices related to \( P \). First, for \( \ell \geq 1 \), \( \mathbb{W}_{P,\ell} \in \mathbb{F}^{m \times \ell} \) denotes the matrix of reduction modulo \( P \), which maps a polynomial \( F \in \mathbb{F}[x]_\ell \) to \( F \mod P \). Computationally, applying \( \mathbb{W}_{P,\ell} \) to a vector amounts to doing a Euclidean division. Next, writing \( P = p_0 + p_1 x + \cdots + p_m x^m \) (so that \( p_m = 1 \)), we will denote by \( \mathbb{Y}_P \) the \( m \times m \) Hankel matrix

\[
\mathbb{Y}_P = \begin{bmatrix}
p_1 & \cdots & p_{m-1} & 1 \\
\vdots & \ddots & \ddots & \vdots \\
p_{m-1} & \cdots & 1 \\
1 & & & \\
\end{bmatrix}.
\]

Operations with \( \mathbb{Y}_P \) are fast, due to the triangular Hankel nature of this matrix. The only non-trivial part of the following lemma concerns the inverse of \( \mathbb{Y}_P \). It is proved in [33, §2.5] for triangular Toeplitz matrices; the extension to the Hankel case is straightforward, since \( \mathbb{Y}^{-1}_P = (J_m \mathbb{Y}_P)^{-1} J_m \) with \( J_m \mathbb{Y}_P \) triangular Toeplitz.

**Lemma 5.** Given \( P, \) for \( u \in \mathbb{F}^m \), one can compute \( \mathbb{Y}_P u \) and \( \mathbb{Y}_P^{-1} u \) in \( O(\mathcal{M}(m)) \).

Let us now discuss multiplication in \( \mathbb{A} \), often called modular multiplication. Computationally, it is done by a standard polynomial multiplication, followed by a Euclidean division; altogether, this takes time \( O(\mathcal{M}(m)) \).

In matrix terms, recall that \( \mathbb{M}_P \) denotes the \( m \times m \) companion matrix associated with \( P \); equivalently, this is the matrix of the multiplication-by-\( x \) endomorphism in \( \mathbb{A} \). More generally, for \( F \in \mathbb{F}[x] \), we denote by \( \mathbb{M}_{F,P} \) the \( m \times m \) matrix of multiplication by \( F \) in \( \mathbb{A} \); that is, the matrix whose \((i,j)\) entry is the coefficient of \( x^i \) in \( F x^j \mod P \), for \( i, j = 0, \ldots, m-1 \). Thus, by what was said above, applying \( \mathbb{M}_{F,P} \) to a vector can be done in time \( O(\mathcal{M}(m)) \). Note also that \( \mathbb{M}_{x,P} = \mathbb{M}_P \) and that \( \mathbb{M}_{F,P} = F(\mathbb{M}_P) \).

Yet more generally, for \( \ell \geq 1 \), \( \mathbb{M}_{F,P,\ell} \in \mathbb{F}^{m \times \ell} \) is the matrix whose entries are the coefficients of the same polynomials \( F x^j \mod P \) as above, but now for \( j = 0, \ldots, \ell-1 \). The following easy lemma simply says that for \( F \in \mathbb{F}[x]_m \) and \( G \in \mathbb{F}[x]_\ell \), \((GF) \mod P = ((G \mod P) F) \mod P \).

**Lemma 6.** Let \( F \) be in \( \mathbb{F}[x]_m \) and \( \ell \geq 1 \). Then \( \mathbb{M}_{F,P,\ell} = \mathbb{M}_{F,P,\ell} \mathbb{W}_{P,\ell} \).

We will also use a dual operation, involving the space \( \mathbb{A}^* \) of \( \mathbb{F} \)-linear forms \( \mathbb{A} \to \mathbb{F} \). Such a linear form will be given by the values it takes on the monomial basis \( 1, x, \ldots, x^{m-1} \) of \( \mathbb{A} \). Then, **transposed multiplication** is the operation mapping \((F, \lambda) \in \mathbb{A} \times \mathbb{A}^* \) to the linear form \( \lambda' = F \circ \lambda \), defined by \( \lambda'(x^t) = \lambda(x^t F) \), where the multiplication takes place in \( \mathbb{A} \). The name reflects the fact that for fixed \( F \), transposed multiplication by \( F \) is indeed the dual map of the multiplication-by-\( F \) endomorphism of \( \mathbb{A} \). In matrix terms, transposed product by \( F \) amounts to multiplication by \( \mathbb{M}_F^T \).

Transposed products can be computed in the same time \( O(\mathcal{M}(m)) \) as “standard” modular multiplications, by a dual form of modular multiplication [6]. However, such an algorithm relies on middle product techniques [15], which are not straightforward to describe. The following lemma shows an alternative approach, with same cost up to a constant factor: to perform a transposed product by \( F \), it suffices to do a modular multiplication by \( F \), with a pre- and post-multiplication by \( \mathbb{Y}_P \) and its inverse (which
can both be done in $O(\mathcal{M}(m))$, see Lemma 5). For $F = x$, this result is sometimes referred to as saying that $\mathcal{Y}_F$ is a symmetrizer for the polynomial $P$; see [22, p. 455].

**Lemma 7.** For all $F \in \mathbb{F}[x]_m$, we have $\mathcal{Y}_F \mathcal{M}_{F,P}^t = \mathcal{M}_{F,P} \mathcal{Y}_F$. Equivalently, $\mathcal{M}_{F,P} = \mathcal{Y}_F^{-1} \mathcal{M}_{F,P} \mathcal{Y}_F$.

**Proof.** By linearity, it is enough to consider the case of $F = x^\ell$, for $0 \leq \ell < m$. The case $\ell = 0$ is clear, since $\mathcal{M}_{1,P}$ is the identity matrix. For $\ell = 1$, this result is well-known, see for instance [22, Ex. 3, Ch. 13]; it can be proved by simple inspection. Once the claim is established for $x$, an easy induction shows that it holds for $x^\ell$, for an arbitrary $\ell \geq 1$, using the fact that $\mathcal{M}_{x^{\ell+1},P} = \mathcal{M}_P \mathcal{M}_{x^\ell,P} = \mathcal{M}_{x^\ell,P} \mathcal{M}_P$. □

We now discuss Krylov matrices derived from (transposed) companion matrices.

**Lemma 8.** Let $v \in \mathbb{F}^m$, $\ell \geq 1$, and $F = \text{pol}(v) \in \mathbb{F}[x]_m$. Then

- $\mathbb{K}(\mathcal{M}_P, v, \ell) = \mathcal{M}_{F,P} \mathcal{W}_{P,\ell} = \mathcal{M}_{F,P,\ell}$ and
- $\mathbb{K}(\mathcal{M}_P, v, \ell) = \mathcal{Y}_P^{-1} \mathcal{M}_{G,P} \mathcal{W}_{P,\ell}$ with $G = \text{pol}(\mathcal{Y}_P v)$.

**Proof.** The first assertion is clear. Indeed, the columns of the Krylov matrix $\mathbb{K}(\mathcal{M}_P, v, \ell)$ are the coefficient vectors of the polynomials $x^j F$ mod $P$, for $0 \leq j < \ell$, so that $\mathbb{K}(\mathcal{M}_P, v, \ell) = \mathcal{M}_{F,P,\ell}$; the claim now follows from Lemma 6. For the second assertion, the fact that $\mathcal{M}_P = \mathcal{Y}_P^{-1} \mathcal{M}_P \mathcal{Y}_P$, which follows from Lemma 7, implies that $\mathbb{K}(\mathcal{M}_P, v, \ell) = \mathcal{Y}_P^{-1} \mathbb{K}(\mathcal{M}_P, v, \ell)$. Using the first point concludes the proof. □

**2.4. Computations with a family of polynomials.** We now consider a family of monic polynomials $P = P_1, \ldots, P_d$, and briefly discuss the extension of the previous claims to this context. As before, we write $m_1 = \deg(P_1)$ and $m = m_1 + \cdots + m_d$.

In terms of matrices, we have already mentioned the definition of the block-diagonal companion matrix $\mathcal{M}_P$ associated with $P$, whose blocks are $\mathcal{M}_{P_1}, \ldots, \mathcal{M}_{P_d}$. Similarly, $\mathcal{Y}_P$ will denote the block-diagonal matrix with Hankel blocks $\mathcal{Y}_{P_1}, \ldots, \mathcal{Y}_{P_d}$. The next lemma, which is about $\mathcal{Y}_P$ and its inverse, is a direct consequence of Lemma 5; the complexity estimate follows from the super-linearity of the function $\mathcal{M}$.

**Lemma 9.** Given $P$, for $u \in \mathbb{F}^m$, one can compute $\mathcal{Y}_P u$ and $\mathcal{Y}_P^{-1} u$ in $O(\mathcal{M}(m))$.

Another straightforward result is the following extension of Lemma 7.

**Lemma 10.** The relation $\mathcal{Y}_P \mathcal{M}_P^t = \mathcal{M}_P \mathcal{Y}_P$ holds.

Next, we discuss computations with Krylov matrices derived from $\mathcal{M}_P$ and its transpose. We will only need some special cases, for which very simple formulas are available (and for which invertibility will be easy to prove). Recall that $\mathcal{W}_P \in \mathbb{F}^{m \times m}$ denotes the matrix of the map $\text{red}_P$ of multiple reduction modulo $P_1, \ldots, P_d$; thus, it is obtained by stacking the matrices $\mathcal{W}_{P_1,m}, \ldots, \mathcal{W}_{P_d,m}$.

**Lemma 11.** Writing $e_{m,i}$ to denote the $i$th unit vector in $\mathbb{F}^m$, the following holds:

- $\mathbb{K}(\mathcal{M}_P, v, m) = \mathcal{W}_P$ with $v = [e_{m,1}]^t \cdots [e_{m,d}]^t \in \mathbb{F}^m$, and
- $\mathbb{K}(\mathcal{M}_P, w, m) = \mathcal{Y}_P^{-1} \mathcal{W}_P$ with $w = [e_{m,1}]^t \cdots [e_{m,d}]^t \in \mathbb{F}^m$.

**Proof.** The block structure of $\mathcal{M}_P$ and the definition of $v$ imply that $\mathbb{K}(\mathcal{M}_P, v, m)$ is obtained by stacking the matrices $\mathbb{K}(\mathcal{M}_{P_i}, e_{m,1}, m)$ for $i = 1, \ldots, d$. Since $\text{pol}(e_{m,i}) = 1 \in \mathbb{F}[x]_{m_i}$, Lemma 8 gives $\mathbb{K}(\mathcal{M}_{P_i}, e_{m,1}, m) = \mathcal{W}_{P_i,m}$ for all $i$; this proves the first case. In the second case, $\mathbb{K}(\mathcal{M}_P, w, m)$ is decomposed into blocks $\mathbb{K}(\mathcal{M}_{P_i}, e_{m,1}, m)$, which, by Lemma 8 and since $\text{pol}(\mathcal{Y}_P e_{m,1}) = 1 \in \mathbb{F}[x]_{m_i}$, are equal to $\mathcal{Y}_P^{-1} \mathcal{W}_{P_i,m}$.[1]

Finally, the following lemma discusses computations involving two families of monic polynomials $P$ and $Q$. [1]
Lemma 12. Let $P = P_1, \ldots, P_d$ and $Q = Q_1, \ldots, Q_e$, such that $\mathcal{H}_P$ and $\mathcal{H}_Q$ hold, and let $P = P_1 \cdot \ldots \cdot P_d$ and $Q = Q_1 \cdot \ldots \cdot Q_e$. Then, the following holds:

- If $\gcd(P, Q) = 1$, we can compute all $1/Q \mod P_i$, for $i = 1, \ldots, d$, in time $O(\mathcal{Q}(P, Q) + \mathcal{C}(P, Q))$.

- Let $n = \deg(Q)$ and $\tilde{Q} = \text{rev}(Q, n)$. If $\gcd(P, \tilde{Q}) = 1$, we can compute all $1/Q \mod P_i$, for $i = 1, \ldots, d$, in time $O(\mathcal{Q}(P, Q) + \mathcal{C}(P, Q))$.

Proof. Let $p = \max(m, n)$. We first discuss a particular case, where $d = e = 1$ and $P = x^m - \varphi$ and $Q = x^n - \psi$. In this case, we can compute $1/Q \mod P$ in linear time $O(p)$ [39, Lemma 3], provided it is well-defined; the same holds for $1/Q \mod P$. Thus, our claim holds, since in this case, $\mathcal{Q}(P, Q) = m + n$.

If $P$ is not as above, we compute $Q$ in time $O(\mathcal{Q}(Q) + \mathcal{Q}(Q))$ using Lemma 3, then $Q \mod P$ in time $O(\mathcal{Q}(P))$, which is $O(\mathcal{C}(P, Q))$. Using Lemma 3 again, we deduce all $Q \mod P_i$, for $i \leq d$, in time $O(\mathcal{Q}(P))$; finally, we invert all remainders using fast extended GCD with the $P_i$’s in time $O(\sum_{i \leq d} \mathcal{M}(m_i) \log(m_i))$; under our assumption on $P$, this is $O(\mathcal{Q}(P))$. The total cost is $O(\mathcal{Q}(P, Q) + \mathcal{C}(P, Q))$, so our claim for the inverses of $Q$ modulo the $P_i$’s holds. We proceed similarly for $\tilde{Q}$.

The last case to consider is when $d = 1$ and $P = x^m - \varphi$, but with $Q$ not of the form $x^n - \psi$. We proceed in the converse direction: we first reduce and invert $P$ modulo all $Q_j$, for all $j \leq e$; this takes time $O(\mathcal{Q}(P, Q) + \mathcal{C}(P, Q))$. By Chinese Remaindering, we obtain $R = 1/P \mod Q$, without increasing the cost. Knowing $R$, we deduce $S = 1/Q \mod P$, since $R$ and $S$ satisfy $RP + SQ = 1$; this costs an extra $O(\mathcal{Q}(P))$, which is $O(\mathcal{C}(P, Q))$, so our claim is proved. We proceed similarly for $\tilde{Q}$.

3. Inverting displacement operators. Let us consider $P = P_1, \ldots, P_d$ and $Q = Q_1, \ldots, Q_e$ tuples of monic polynomials in $\mathbb{F}[x]$, and let $m_1, \ldots, m_d, n_1, \ldots, n_e, m, n, P$ and $Q$ be as before. We assume the coprimality conditions $\mathcal{H}_P$ and $\mathcal{H}_Q$. In this section, we establish inversion formulas for the two basic operators of Sylvester and Stein types associated with $(P, Q)$. In other words, given two matrices $(G, H)$ in $\mathbb{F}^{m \times \alpha} \times \mathbb{F}^{n \times \alpha}$, we show how to reconstruct the matrices $A$ and $A'$ in $\mathbb{F}^{m \times n}$ such that

$$
\nabla_{M_P, M_P}(A) = GH^t \quad \text{and} \quad \Delta_{M_P, M_Q}(A') = GH^t,
$$

provided the corresponding operators are invertible. We will use the following objects.

- We denote by $g_1, \ldots, g_d$ and $h_1, \ldots, h_e$, the columns of $G$ and $H$. Corresponding to the partition of $M_P$ into blocks, we partition each $g_k$, $k \leq \alpha$, into smaller column vectors $g_{i,k}, \ldots, g_{d,k}$; similarly, we partition each $h_k$ into $h_{i,k}, \ldots, h_{e,k}$. The matrices $G$ and $H$ are partitioned into matrices $G_1, \ldots, G_d$ and $H_1, \ldots, H_e$. $G_i$ is size $m_i \times \alpha$ and columns $g_{i,1}, \ldots, g_{i,\alpha}$, whereas $H_j$ has size $n_j \times \alpha$ and columns $h_{j,1}, \ldots, h_{j,\alpha}$.

- For $i = 1, \ldots, d$ and $k = 1, \ldots, \alpha$, we let $g_{i,k} = \text{pol}(g_{i,k})$, so that $g_{i,k}$ is in $\mathbb{F}[x]_{m_i}$. Similarly, for $j = 1, \ldots, e$, we define $h_{j,k} = \text{pol}(h_{j,k})$ in $\mathbb{F}[x]_{n_j}$.

We further let $\gamma_k$ be the unique polynomial in $\mathbb{F}[x]_{m_i}$ such that $\gamma_k \mod P_i = g_{i,k}$ holds for $i = 1, \ldots, d$; in other words, we have

$$
\gamma_k = \text{crt}_{P}(g_{1,k}, \ldots, g_{d,k}).
$$

The polynomial $\eta_k$ is defined similarly, replacing $g_{i,k}$ and $P_i$ by $h_{j,k}$ and $Q_j$.

In the following theorem, recall that the necessary and sufficient condition for the Sylvester operator to be invertible is that $\gcd(P, Q) = 1$; for the Stein operator, the condition is that $\gcd(P, \tilde{Q}) = 1$, with $\tilde{Q} = \text{rev}(Q, n)$.
Theorem 13. The following holds:

- Suppose that $\gcd(P, Q) = 1$. Then, the unique matrix $A \in \mathbb{F}^{m \times n}$ such that $V_{P, Q}^{M, M_{Q}}(A) = GH^t$ is given by

$$A = V_{P, Q} W^{P} \left( \sum_{k \leq \alpha} M_{\gamma_k, P, n} M_{\eta_k, Q} \right) X_{Q} Y_{Q},$$

where $V_{P, Q} \in \mathbb{F}^{m \times m}$ is the block-diagonal matrix with blocks $M_{Q^{-1}, P}$, for $i = 1, \ldots, d$, where $M_{Q^{-1}, P}$ denotes $M_{Q^{-1} \mod P, P}$.

- Suppose that $\gcd(P, Q) = 1$. Then, the unique matrix $A' \in \mathbb{F}^{m \times n}$ such that $\Delta_{P, M_{Q}}(A') = GH^t$ is given by

$$A' = V_{P, Q} W^{P} \left( \sum_{k \leq \alpha} M_{\gamma_k, P, n} J_{n} M_{\eta_k, Q} \right) X_{Q} Y_{Q},$$

where $V_{P, Q} \in \mathbb{F}^{m \times m}$ is the block-diagonal matrix with blocks $M_{Q^{-1}, P}$, for $i = 1, \ldots, d$, where $M_{Q^{-1}, P}$ denotes $M_{Q^{-1} \mod P, P}$.

The following corollary on the cost of matrix-vector multiplication follows directly; the more difficult case of matrix-matrix multiplication will be handled in Section 5.

Corollary 14. We can take

$$c_{\text{mul}}(V_{P, Q}, \alpha, 1) = O(\mathcal{O}(P, Q) + \alpha \mathcal{C}(P, Q))$$

and

$$c_{\text{mul}}(\Delta_{P, M_{Q}}, \alpha, 1) = O(\mathcal{O}(P, Q) + \alpha \mathcal{C}(P, Q)).$$

Proof. The proof is mostly the same in both cases; it amounts to estimating first the cost of computing the polynomials that define the matrices involved in Theorem 13, and then the cost of multiplying each of these matrices by a single vector.

Given the families of polynomials $P$ and $Q$, we can compute the products $P$ and $Q$ in time $O(\mathcal{C}(P, Q) + \mathcal{O}(P, Q))$, by Lemma 3. Moreover, since both assumptions $\mathcal{H}_{P}$ and $\mathcal{H}_{Q}$ hold and depending on whether $\gcd(P, Q) = 1$ or $\gcd(P, Q) = 1$, we deduce from Lemma 12 that we can compute the inverses of $Q$, or of $\tilde{Q}$, modulo all $P_i$’s in time $O(\mathcal{O}(P, Q) + \mathcal{C}(P, Q))$. Finally, given further the generator $(G, H)$ in $\mathbb{F}^{m \times n}$, it follows from Lemma 3 that the polynomials $\gamma_1, \ldots, \gamma_\alpha$ and $\eta_1, \ldots, \eta_\alpha$ can be obtained in time $O(\mathcal{O}(P) + \alpha \mathcal{C}(P))$ and $O(\mathcal{O}(Q) + \alpha \mathcal{C}(Q))$, respectively. Thus, the overall cost of deducting the needed polynomials from $P, Q, G, H$ is in $O(\mathcal{O}(P, Q) + \alpha \mathcal{C}(P, Q))$.

We now turn to the cost of the matrix-vector products performed when applying Theorem 13 to the evaluation of $Au$ or $Au$ for some $u$ in $\mathbb{F}^{n}$. Lemma 9 shows that the cost of multiplying $V_{Q}$ by $u$ is $O(\mathcal{O}(n))$, which is $O(\mathcal{O}(p))$. By Lemma 4, the cost for $X_{Q}$ is $O(\mathcal{O}(P) + \mathcal{C}(Q))$. The inner sum amounts to $O(\alpha)$ multiplications modulo $P$ or $Q$, for a total of $O(\alpha \mathcal{H}(p))$. Lemma 4 also shows that the cost for $W_{P}$ is $O(\mathcal{O}(P) + \mathcal{C}(P))$. Finally, multiplying by $V_{P, Q}$ or $V'_{P, Q}$ amounts to performing modular multiplications modulo all $P_i$’s, and this can be done in time $O(\mathcal{H}(m)) \subseteq O(\mathcal{O}(p))$. Hence the cost of all these matrix-vector products is in $O(\mathcal{O}(P, Q) + \mathcal{C}(P, Q) + \alpha \mathcal{H}(p))$; this fits the announced bound, since $\mathcal{H}(p) \leq \mathcal{C}(P, Q)$. 

The rest of this section is devoted to proving Theorem 13 above.
3.1. Sylvester operator $\nabla_{M_P, M_Q}$. Assuming that $\gcd(P, Q) = 1$, we show how to reconstruct the unique matrix $A \in F^{m \times n}$ such that $\nabla_{M_P, M_Q}(A) = GH^t$. We first show how to reconstruct all blocks in an ad-hoc block decomposition of $A$, then use Chinese remaindering.

**Step 1: reconstruction of the blocks of $A$.** Partitioning the matrix $A$ into blocks $A_{i,j}$ conformally with the block-diagonal structure of the matrices $M_P$ and $M_Q$, we have $\nabla_{M_P, M_Q}(A_{i,j}) = G_i H_j^t$ for all $i, j$. In this paragraph, we prove a reconstruction formula for each block $A_{i,j}$.

**Lemma 15.** For all $i \leq d$ and $j \leq e$, we have

$$A_{i,j} = \sum_{k \leq \alpha} M_{g_{i,k}, p_i} M_{Q_j^{-1}, p_i, n_j} M_{h_{i,k}, Q_j} Y_{Q_j}.$$

**Proof.** Fix $i$ and $j$. Note that $M_{P_i}$ and $M_{Q_j}$ cannot be simultaneously singular, since $P_i$ and $Q_j$ are coprime. Then, for all $\ell \geq 1$, a slight variation of [35, Theorem 4.8] (with both cases “$M_{P_i}$ nonsingular” and “$M_{Q_j}$ nonsingular” covered by a single identity) gives

$$M_{P_i}^\ell A_{i,j} - A_{i,j} (M_{Q_j}^t)^\ell = \sum_{k \leq \alpha} \kappa(M_{P_i}, g_{i,k}, \ell) \mathbb{J}_\ell \kappa(M_{Q_j}, h_{j,k}, \ell)^t,$$

where $\kappa(M_{P_i}, g_{i,k}, \ell) \in F^{m_i \times \ell}$ denotes the Krylov matrix of column length $\ell$ associated with the matrix $M_{P_i}$ and the vector $g_{i,k}$.

Writing $Q_j = q_{j,0} + \cdots + q_{j,n_j} x^{n_j}$, we obtain, for $1 \leq \ell \leq n_j$,

$$q_{j,\ell} M_{P_i}^\ell A_{i,j} - A_{i,j} q_{j,\ell} (M_{Q_j}^t)^\ell = \sum_{k \leq \alpha} \kappa(M_{P_i}, g_{i,k}, \ell) q_{j,\ell} \mathbb{J}_\ell \kappa(M_{Q_j}, h_{j,k}, \ell)^t = \sum_{k \leq \alpha} \kappa(M_{P_i}, g_{i,k}, n_j) q_{j,\ell} \mathbb{J}_{\ell, n_j} \kappa(M_{Q_j}, h_{j,k}, n_j)^t,$$

since we can inflate all matrices $\mathbb{J}_\ell$ to size $n_j \times n_j$, replacing them by $\mathbb{J}_{\ell, n_j}$. Note that the above equality then also holds for $\ell = 0$, since $\mathbb{J}_{0, n_j} = 0$ by convention. Summing over all $\ell = 0, \ldots, n_j$ and using the fact that $Q_j (M_{Q_j}^t) = Q_j (M_{Q_j})^t = 0$, we deduce

$$Q_j (M_{P_i}) A_{i,j} = \sum_{k \leq \alpha} \kappa(M_{P_i}, g_{i,k}, n_j) Y_{Q_j} \kappa(M_{Q_j}, h_{j,k}, n_j)^t.$$

Using the first part of Lemma 8 together with the fact that for $\gcd(P_i, Q_j) = 1$ the matrix $Q_j (M_{P_i}) = M_{Q_j, P_i}$ is invertible with inverse $M_{Q_j^{-1}, P_i} = M_{Q_j^{-1}, P_i}$, we obtain

$$A_{i,j} = \sum_{k \leq \alpha} M_{Q_j^{-1}, P_i, g_{i,k}, n_j} Y_{Q_j} M_{h_{i,k}, Q_j}^t.$$

Hence, applying Lemma 7 to $h_{j,k}$ and since multiplication matrices mod $P_i$ commute,

$$A_{i,j} = \sum_{k \leq \alpha} M_{g_{i,k}, P_i, Q_j^{-1}, n_j} M_{h_{i,k}, Q_j} Y_{Q_j}.$$
Step 2: a first reconstruction formula for $A$. Let $B_{P,Q}$ be the $m \times n$ block matrix

$$B_{P,Q} = \left[ M_{Q_i^{-1}, P, n_j} \right]_{1 \leq i \leq e, 1 \leq j \leq d}.$$

Similarly, for $k \leq \alpha$, we define $C_k$ and $D_k$ as the block diagonal matrices, with respectively the multiplication matrices $(M_{g_{i,k}, P_i})_{1 \leq i \leq d}$ and $(M_{h_{i,k}, Q_i})_{1 \leq i \leq e}$ on the diagonal.

Putting all blocks $A_{i,j}$ together, we deduce the following reconstruction formula for $A$: the proof is a straightforward application of the previous lemma.

**Lemma 16.** We have

$$A = \left( \sum_{k \leq \alpha} C_k \circ B_{P,Q} \circ D_k \right) \circ Y_Q.$$

Step 3: using a factorization of $B_{P,Q}$. Next, we use the fact that $B_{P,Q}$ has a block structure similar to a Cauchy matrix to factor it explicitly. For this, we introduce a matrix related to $W_P$: we let $W_{P,n}$ be the $m \times n$ matrix of multiple reduction modulo $P_1, \ldots, P_d$, taking as input a polynomial of degree less than $n$, instead of $m$ for $W_P$.

**Lemma 17.** The equality $B_{P,Q} = V_{P,Q} \circ W_{P,n} \circ X_Q$ holds, where $V_{P,Q} \in \mathbb{F}^{m \times m}$ is the block-diagonal matrix with blocks $M_{Q_i^{-1}, P_i}$, for $i = 1, \ldots, d$.

**Proof.** Observe that, given the coefficient vectors of polynomials $F_1, \ldots, F_e$, with $F_j \in \mathbb{F}[x]_{n_j}$ for all $j$, the matrix $B_{P,Q}$ returns the coefficients of

$$G_i = \frac{F_1 Q_1 + \cdots + F_e Q_e}{Q_i} \mod P_i$$

$$= \frac{F_1 Q_1 \cdots Q_e + \cdots + F_e Q_1 \cdots Q_{e-1} Q_e}{Q_1 \cdots Q_e} \mod P_i,$$

for $i = 1, \ldots, d$. Computing the polynomials $G_i$ can be done as follows:

- compute $H = F_1 Q_2 \cdots Q_e + \cdots + Q_1 \cdots Q_{e-1} F_e$ by calling $\text{comb}_P$;
- compute $H_i = H \mod P_i$, for $i = 1, \ldots, d$;
- deduce $G_i = H_i / Q_i \mod P_i$, for $i = 1, \ldots, d$.

This proves the requested factorization of $B_{P,Q}$.

As a result, we deduce the following equalities for $A$:

$$A = \left( \sum_{k \leq \alpha} C_k \circ V_{P,Q} \circ W_{P,n} \circ X_Q \circ D_k \right) \circ Y_Q$$

$$= V_{P,Q} \left( \sum_{k \leq \alpha} C_k \circ W_{P,n} \circ X_Q \circ D_k \right) \circ Y_Q.$$

The last equality is due to the fact that the block-diagonal matrices $C_k$ and $V_{P,Q}$ commute (since all pairwise corresponding blocks are multiplication matrices modulo the same polynomials $P_i$).

Step 4: using Chinese remaindering. The next step will allow us to take $W_{P,n}$ and $X_P$ out of the inner sum. For any polynomial $H$, any $i \leq d$ and any $k \leq \alpha$, it is equivalent to (i) reduce $H$ modulo $P_i$ and multiply it by $g_{i,k}$ modulo $P_i$; and (ii) multiply $H$ by the polynomial $\gamma_k$ (defined above) modulo $P_i$, and reduce it modulo $P_i$.

In other words, we have the commutation relation $C_k \circ W_{P,n} = W_P \circ M_{\eta_k,P,n}$. Similarly, $X_Q \circ D_k = M_{\eta_k,Q} \circ X_Q$ and this concludes the proof of the first part of Theorem 13.
3.2. Stein operator $\Delta_{M, M'}$. The proof for Stein operator case follows the same steps as for the Sylvester case. Let $A'$ be such that $\Delta_{M, M'}(A') = GH'$. Just like we decomposed $A$ into blocks $A_{i,j}$, we decompose $A'$ into blocks $A'_{i,j}$, such that $\Delta_{M, M'}(A'_{i,j}) = G_hH_j'$. Extending the notation used above, we write $Q_j = \text{rev}(Q_j, n_j)$, so that we have $Q = \widetilde{Q_1} \cdots \widetilde{Q_e}$. The following lemma is then the analogue of Lemma 15 for Stein operators and, as detailed in Appendix B, can be proved in the same way using [35, Theorem 4.7].

**Lemma 18.** For all $i \leq d$ and $j \leq e$, we have

$$A'_{i,j} = \sum_{k \in \alpha} M_{g_i,k,p_i} M_{\widetilde{Q_j}^{-1}, p_i,n_j} \mathbb{J}_{n_j} M_{l_{i,k}, Q_j} \mathbb{Y}_j.$$

Mimicking the construction in the previous section, we introduce the $m \times n$ block matrix $E_{P,Q}'$ given by

$$E_{P,Q}' = \left[ M_{\widetilde{Q_j}^{-1}, p_i,n_j} \right]_{1 \leq j \leq d}.$$ We will use again the matrices $C_k$ and $D_k$ introduced before, as well as the block-diagonal matrix $D(\mathbb{J}_{n_j})$ having blocks $\mathbb{J}_{n_j}$ on the diagonal. This leads us to the following analogue of Lemma 16, whose proof is straightforward.

**Lemma 19.** We have

$$A' = \left( \sum_{k \in \alpha} C_k E_{P,Q} D(\mathbb{J}_{n_j}) D_k \right) \mathbb{Y}_Q.$$

The next step is to use the following factorization of $E_{P,Q}'$, or more precisely of $E_{P,Q}' D(\mathbb{J}_{n_j})$. The proof is the same as that of Lemma 17, up to taking into account the reversals induced by the matrices $\mathbb{J}_{n_j}$.

**Lemma 20.** The equality $E_{P,Q}' D(\mathbb{J}_{n_j}) = \Phi_{P,Q} W_{P,n} \mathbb{J}_{n} X_Q$ holds, where $\Phi_{P,Q} \in \mathbb{P}^{m \times m}$ is the block-diagonal matrix with blocks $M_{\widetilde{Q_j}^{-1}, p_i}$ for $i = 1, \ldots, d$.

We conclude the proof of our theorem as before, using the relations

$$C_k \Phi_{P,Q} = \Phi_{P,Q} C_k,$$

$$C_k W_{P,n} = W_{P} M_{\eta_k, p,n},$$

$$X_Q D_k = M_{\eta_k, Q} X_Q.$$

4. Using operator equivalences. Let $P, Q$ be as in Theorems 1 and 2, and let as before $p = \max(m, n)$. We are now going to extend the complexity estimates for matrix-vector multiplication given in Corollary 14 to more operators (not only the basic ones), by providing reductions to the Hankel operator $\nabla_{Z_{m,0}, Z_{n,1}}$.

**Theorem 21.** Suppose that $\mathcal{A}_P$ and $\mathcal{A}_Q$ hold. Then for any displacement operator $L$ associated with $(P, Q)$, we can take

$$c_{\text{mul}}(L, \alpha, \beta) \leq c_{\text{mul}}(\nabla_{Z_{m,0}, Z_{n,1}}, \alpha + 2, \beta) + O(\mathcal{D}(P, Q) + (\alpha + \beta)\mathcal{C}(P, Q)),$$

$$c_{\text{solve}}(L, \alpha) \leq c_{\text{solve}}(\nabla_{Z_{m,0}, Z_{n,1}}, \alpha + 2) + O(\mathcal{D}(P, Q) + \alpha\mathcal{C}(P, Q)),$$

$$c_{\text{inv}}(L, \alpha) \leq c_{\text{inv}}(\nabla_{Z_{m,0}, Z_{n,1}}, \alpha + 2) + O(\mathcal{D}(P, Q) + \alpha\mathcal{C}(P, Q) + \alpha^{-1}m).$$
The rest of this section is devoted to the proof of this theorem. In what follows, we write several formulas involving some matrices \( G \) and \( H \). In these formulas, \( G \) and \( H \) will always be taken in \( \mathbb{F}^{n \times \alpha} \) and \( \mathbb{F}^{n \times \beta} \), respectively, for some \( \alpha \geq 1 \) and (with \( n = m \) when dealing with matrix inversion).

### 4.1. Reduction to basic operators.

Table 4 shows that if a matrix \( A \) is structured for one of the operators associated with \( (P, Q) \), then simple pre- and post-multiplications transform \( A \) into a matrix which is structured for one of the two basic operators associated with \( (P, Q) \). All equivalences in this table follow directly from the identities \( Y_P M_P^t = M_P Y_P \) and \( Y_Q M_Q^t = M_Q Y_Q \) (Lemma 10) and from \( Y_P \) and \( Y_Q \) being invertible and symmetric. Combining these equivalences with Lemma 9 will lead to the cost bounds in Lemma 22 below, expressed in terms of basic operators.

#### Table 4

Reduction to the basic operators \( \nabla_{M_P, M_Q} \) and \( \Delta_{M_P, M_Q} \).

<table>
<thead>
<tr>
<th>Expression</th>
<th>Equivalent to</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nabla_{M_P, M_Q}(A) = GH^t )</td>
<td>( \nabla_{M_P, M_Q}(A Y_Q) = (Y_Q H)^t )</td>
</tr>
<tr>
<td>( \nabla_{M_P, M_Q}^t(A) = GH^t )</td>
<td>( \nabla_{M_P, M_Q}^t(Y_P A) = (Y_P G)^t )</td>
</tr>
<tr>
<td>( \nabla_{M_P, M_Q}^t(A) = GH^t )</td>
<td>( \nabla_{M_P, M_Q}^t(Y_P A Y_Q) = (Y_P G)(Y_Q H)^t )</td>
</tr>
<tr>
<td>( \Delta_{M_P, M_Q}(A) = GH^t )</td>
<td>( \Delta_{M_P, M_Q}(A Y_Q) = G(Y_Q H)^t )</td>
</tr>
<tr>
<td>( \Delta_{M_P, M_Q}^t(A) = GH^t )</td>
<td>( \Delta_{M_P, M_Q}^t(Y_P A) = (Y_P G)^t )</td>
</tr>
</tbody>
</table>

**Lemma 22.** Let \( \mathcal{L} \) be a displacement operator associated with \( (P, Q) \). Then:

- If \( \mathcal{L} \) is a Sylvester operator, we can take
  \[
  \mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, \beta) \leq \mathcal{C}_{\text{mul}}(\nabla_{M_P, M_Q}, \alpha, \beta) + O((\alpha + \beta) m(p)),
  \]
  \[
  \mathcal{C}_{\text{solve}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{solve}}(\nabla_{M_P, M_Q}, \alpha) + O(\alpha m(p)),
  \]
  \[
  \mathcal{C}_{\text{inv}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{inv}}(\nabla_{M_P, M_Q}, \alpha) + O(\alpha m(m));
  \]

- If \( \mathcal{L} \) is a Stein operator, we can take
  \[
  \mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, \beta) \leq \mathcal{C}_{\text{mul}}(\Delta_{M_P, M_Q}, \alpha, \beta) + O((\alpha + \beta) m(p)),
  \]
  \[
  \mathcal{C}_{\text{solve}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{solve}}(\Delta_{M_P, M_Q}, \alpha) + O(\alpha m(p)),
  \]
  \[
  \mathcal{C}_{\text{inv}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{inv}}(\Delta_{M_P, M_Q}, \alpha) + O(\alpha m(m)).
  \]

**Proof.** We give the proof for the Sylvester operator \( \mathcal{L} = \nabla_{M_P, M_Q} \), which appears in the third row of Table 4; the other five cases in that table can be handled similarly.

Suppose first that, given an \( \mathcal{L} \)-generator \((G, H)\) for \( A \in \mathbb{F}^{n \times n} \) as well as a matrix \( B \in \mathbb{F}^{n \times \beta} \), we want to compute \( A B \). We begin by computing a \( \nabla_{M_P, M_Q} \) (\( A' \))-generator \((Y_P G, Y_Q H)\) for \( A' = Y_P A Y_Q \) (cf. the third row of Table 4). Lemma 9 implies that this takes time \( O(\alpha m(p)) \). Then, we evaluate \( A B = Y_P^{-1} A' Y_Q^{-1} B \) from right to left. The products by \( Y_P^{-1} \) and \( Y_Q^{-1} \) take time \( O(\alpha m(p)) \), and the product by \( A' \) takes time \( \mathcal{C}_{\text{mul}}(\nabla_{M_P, M_Q}, \alpha, \beta) \); thus, the first claim is proved.
Suppose now that we are given a vector \( \mathbf{b} \in \mathbb{K}^m \) in addition to the matrix \( \mathbf{A} \). In order to solve the system \( \mathbf{A}\mathbf{x} = \mathbf{b} \), we solve \( \mathbf{A}'\mathbf{x}' = \mathbf{b}' \), with \( \mathbf{A}' \) as defined above and \( \mathbf{b}' = \mathbb{Y}_\mathbf{P}\mathbf{b} \). The latter system admits a solution if and only if the former one does; if \( \mathbf{x}' \) is a solution of \( \mathbf{A}'\mathbf{x}' = \mathbf{b}' \), then \( \mathbf{x} = \mathbb{Y}_\mathbf{Q}\mathbf{x}' \) is a solution of \( \mathbf{A}\mathbf{x} = \mathbf{b} \). Hence, as before, we set up an \( \nabla_{\mathbf{M}_p,\mathbf{M}_q} \)-generator \( (\mathbb{Y}_\mathbf{P}\mathbf{G}, \mathbb{Y}_\mathbf{Q}\mathbf{H}) \) for \( \mathbf{A}' \), using \( O(\alpha\mathcal{M}(p)) \) operations in \( \mathbb{F} \), and compute \( \mathbf{b}' \) in time \( O(\mathcal{M}(m)) \). Then, in time \( \mathcal{C}_{\text{solve}}(\nabla_{\mathbf{M}_p,\mathbf{M}_q}, \alpha) \) we either assert that the system \( \mathbf{A}'\mathbf{x}' = \mathbf{b}' \) has no solution, or find such a solution \( \mathbf{x}' \). Finally, we recover \( \mathbf{x} \) in time \( O(\mathcal{M}(n)) \). This proves the second claim.

Finally, assume that \( m = n \) and consider the question of inverting \( \mathbf{A} \). This matrix is invertible if and only if the matrix \( \mathbf{A}' \) defined above is invertible. Again, we set up a \( \nabla_{\mathbf{M}_p,\mathbf{M}_q} \)-generator \( (\mathbb{Y}_\mathbf{P}\mathbf{G}, \mathbb{Y}_\mathbf{Q}\mathbf{H}) \) for \( \mathbf{A}' \), using \( O(\alpha\mathcal{M}(m)) \) operations in \( \mathbb{F} \). Then, in time \( \mathcal{C}_{\text{inv}}(\nabla_{\mathbf{M}_p,\mathbf{M}_q}, \alpha) \) we either assert that \( \mathbf{A}' \) is not invertible or deduce a \( \nabla_{\mathbf{M}_q,\mathbf{M}_p} \)-generator for \( \mathbf{A}'^{-1} \), say \( (\mathbb{G}_{\text{inv}}, \mathbb{H}_{\text{inv}}) \). Finally, if \( \mathbf{A}' \) is invertible then, using \( \mathbb{M}_p = \mathbb{Y}_{\mathbf{P}}^{-1} \mathbf{M}_p \mathbb{Y}_{\mathbf{P}} \) and \( \mathbf{M}_q = \mathbb{Y}_{\mathbf{Q}} \mathbb{M}_q' \mathbb{Y}_{\mathbf{Q}}^{-1} \), we obtain a \( \nabla_{\mathbf{M}_p,\mathbf{M}_q} \)-generator \( (\mathbb{Y}_\mathbf{Q}\mathbb{G}_{\text{inv}}, \mathbb{Y}_\mathbf{P}\mathbb{H}_{\text{inv}}) \) for \( \mathbf{A}^{-1} \) in time \( O(\alpha\mathcal{M}(m)) \). This proves the last claim.

### 4.2. Reduction to the Hankel case

Our second reduction is less straightforward: we use Pan’s idea of multiplicative transformation of operators [30] to reduce basic operators to an operator of Hankel type. There is some flexibility in the choice of the target operator, here the Sylvester operator \( \nabla_{z_{m,0},z_{1,n}} \); the only (natural) requirement is that this target operator remains invertible.

The following proposition summarizes the transformation process. Although the formulas are long, they describe simple processes: for an operation such as multiplication, inversion or system solving, this amounts to e.g. the analogous operation for an operator of Hankel type, several products with simple matrices derived from \( \mathbf{P} \) and \( \mathbf{Q} \), and \( O(1) \) matrix-vector products with the input matrix or its transpose.

**Proposition 23.** Let \( \mathcal{L} \in \{ \nabla_{\mathbf{M}_p,\mathbf{M}_q}, \Delta_{\mathbf{M}_p,\mathbf{M}_q} \} \), and suppose that \( \mathcal{H}_{\mathbf{P}} \) and \( \mathcal{H}_{\mathbf{Q}} \) hold. Then

\[
\begin{align*}
(5) \quad & \mathcal{C}_{\text{mul}}(\mathcal{L}, \alpha, \beta) \leq \mathcal{C}_{\text{mul}}(\nabla_{z_{m,0},z_{1,n}}, \alpha + 2, \beta) + O(\mathcal{D}(\mathbf{P}, \mathbf{Q}) + (\alpha + \beta)\mathcal{C}(\mathbf{P}, \mathbf{Q})), \\
(6) \quad & \mathcal{C}_{\text{solve}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{solve}}(\nabla_{z_{m,0},z_{1,n}}, \alpha + 2) + O(\mathcal{D}(\mathbf{P}, \mathbf{Q}) + \alpha\mathcal{C}(\mathbf{P}, \mathbf{Q})), \\
(7) \quad & \mathcal{C}_{\text{inv}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{inv}}(\nabla_{z_{m,0},z_{1,n}}, \alpha + 2) + O(\mathcal{D}(\mathbf{P}, \mathbf{Q}) + \alpha\mathcal{C}(\mathbf{P}, \mathbf{Q}) + \alpha^{(\omega-1)}m).
\end{align*}
\]

The proof of Proposition 23 will occupy the rest of this subsection. Before that, though, we point out that Theorem 21 follows directly from this proposition and Lemma 22. In particular, since \( p \leq \mathcal{M}(p) \leq \mathcal{M}(m) + \mathcal{M}(n) \leq \mathcal{O}(\mathbf{P}, \mathbf{Q}) \) for \( p = \max(m, n) \), overheads such as \( O(\alpha\mathcal{C}(m)) \) or \( O(\alpha\mathcal{C}(p)) \) that appear in that lemma are absorbed into terms such as \( O(\alpha\mathcal{C}(\mathbf{P}, \mathbf{Q})) \) that appear in the proposition.

**Preliminaries.** To establish each of the claims in the proposition above, it will be useful to have simple matrices \( \mathbf{L} \) and \( \mathbf{R} \) for pre-/post-multiplying \( \mathbf{A} \) and whose displacement rank with respect to \( \nabla_{z_{m,0},\mathbf{M}_p} \) and \( \nabla_{\mathbf{M}_q, z_{1,n}} \), respectively, is small. Lemma 24 below shows that a possible choice, leading to displacement ranks at most 1, is

\[
\mathbf{L} = \mathbb{J}_m \mathbb{W}_p^t \mathbb{Y}_{\mathbf{P}}^{-1} \quad \text{and} \quad \mathbf{R} = \mathbb{Y}_{\mathbf{Q}}^{-1} \mathbb{W}_q \mathbb{J}_n.
\]

In order to define generators for such matrices, we first rewrite the products \( \mathbf{P} = P_1 \cdots P_d \) and \( \mathbf{Q} = Q_1 \cdots Q_e \) as \( \mathbf{P} = p_0 + \cdots + p_{m-1}x^{m-1} + x^m \) and \( \mathbf{Q} = q_0 + \cdots + q_{n-1}x^{n-1} + x^n \), and let \( \mathbf{m} = [p_0 \cdots p_{m-1}]^t \) and \( \mathbf{n} = [q_0 \cdots q_{n-1}]^t \) be the coefficient
vectors of the polynomials \( P - x^n \) and \( Q - x^n \). Then, we let

\[
\begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{F}^m, \quad u = \mathbb{V}_P^{-1} \mathbb{W}_P m \in \mathbb{F}^m, \quad s = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix} \in \mathbb{F}^n, \quad r = -\mathbb{V}_Q^{-1} \mathbb{W}_Q (n+s) \in \mathbb{F}^n.
\]

**Lemma 24.** The relations \( \nabla_{z_m,0,\mathbb{M}_P}(L) = tu^t \) and \( \nabla_{\mathbb{M}_Q, z_{m,1}}(R) = rs^t \) hold.

**Proof.** According to the second part of Lemma 11, \( \mathbb{V}_P^{-1} \mathbb{W}_P \) is equal to the Krylov matrix \( \mathbb{K}((\mathbb{M}_P, w, m)) \), so that the columns of \( L^t = \mathbb{V}_P^{-1} \mathbb{W}_P J_m \) are \((\mathbb{M}_P)^{m-1}w, \ldots, \mathbb{M}_P w, w\). Hence only the first column of \( \mathbb{M}_P L^t - L^t Z_{m,0}^t \) is nonzero, and it is equal to \( \tilde{u} := (\mathbb{M}_P)^m w \). After transposition, this leads to \( \nabla_{z_m,0,\mathbb{M}_P}(L) = -t \tilde{u}^t \). We can now check that \( \tilde{u} = -u \) as follows. First, from Lemma 10 and since \( \mathbb{V}_P \) is invertible, we see that \( \tilde{u} = \mathbb{V}_P^{-1} \mathbb{M}_P \mathbb{W}_P w \). Then, the shape of \( w \) implies that \( \mathbb{W}_P w \) is the vector \( v \) defined in the first part of Lemma 11, so that \( \tilde{u} = \mathbb{V}_P^{-1} \mathbb{M}_P v \). Now, the special shape of \( v \) implies that \( \mathbb{M}_P v \) is the vector whose \( i \)th subvector of length \( m_i \), contains the coefficients of \( x^m \mod P_i = -(P - x^n) \mod P_i \). In other words, \( \mathbb{M}_P v = -\mathbb{W}_P m \).

This shows that \( \tilde{u} = -\mathbb{V}_P^{-1} \mathbb{W}_P m = -u \), which concludes the proof of the first relation.

For the second relation, the proof is the same, taking into account that we are now considering the operator \( \nabla_{\mathbb{M}_Q, z_{m,1}} \) and that \( Z_{m,1}^t = Z_{m,0}^t + J_m s s^t \).

**Proof of (5) for \( \mathcal{L} = \nabla_{\mathbb{M}_P,\mathbb{M}_Q} \).** Let \( A \) be in \( \mathbb{F}^{m \times n} \) and let \( (G, H) \) be a \( \nabla_{\mathbb{M}_P,\mathbb{M}_Q} \)-generator for \( A \). With \( L, R, s, t, u \) as in the previous paragraph, define further

\[
G' = \begin{bmatrix}
t \\
L \\
G \\
L A r
\end{bmatrix} \quad \text{and} \quad H' = \begin{bmatrix}
R^t A^t u & R^t H & s
\end{bmatrix}.
\]

**Lemma 25.** The matrix \( A' = L A R \) satisfies \( \nabla_{z_m,0,\mathbb{M}_P}(A') = G'H'^t \).

**Proof.** Applying the general formula

\[
\nabla_{M,N}(ABC) = \nabla_{M,Q}(A)BC + A\nabla_{Q,R}(B)C + AB\nabla_{R,N}(C)
\]

(which follows directly from [33, Theorem 1.5.4]) and then using Lemma 24, we obtain

\[
\nabla_{z_m,0,\mathbb{M}_P}(A) = \nabla_{z_m,0,\mathbb{M}_P}(L) A R + L \nabla_{\mathbb{M}_P,\mathbb{M}_Q}(A) R + L A \nabla_{\mathbb{M}_Q, z_{m,1}}(R)
\]

\[
= tu^t A R + L G H^t R + L A rs^t,
\]

which is the announced equality.

To compute a product of the form \( AB \) with \( B \in \mathbb{F}^{n \times \beta} \), we first compute the matrices \( G' \) and \( H' \) described above. To obtain \( G' \), it suffices to set up the vectors \( r \) and \( Ar \) and to compute \( \alpha + 1 \) matrix-vector products by \( L \). Given \( (G, H) \) and \( r \), Corollary 14 implies that \( Ar \) is obtained in time

\[
O(\mathcal{D}(P, Q) + \alpha\mathcal{E}(P, Q)).
\]

On the other hand, it follows from Lemmas 4 and 9 that the vector \( r \) is obtained in time \( O(\mathcal{E}(Q) + \mathcal{D}(Q)) \) and, after some precomputation of time \( O(\mathcal{E}(P) + \mathcal{D}(P)) \), that the \( \alpha + 1 \) products by \( L \) are obtained in time \( O(\alpha\mathcal{E}(P)) \). Thus, overall, \( G' \) is obtained in time \( O(\mathcal{D}(P, Q) + \alpha\mathcal{E}(P, Q)) \).
We proceed similarly for $H'$. The only differences are that we have to do matrix-vector products involving $R'$ and $A'$ instead of $L$ and $A$. For the former, Lemmas 4 and 9 show that after a precomputation of cost $O(\mathcal{E}(Q)+\mathcal{D}(Q))$, the cost of one such product is $O(\mathcal{E}(Q))$. For the latter, recall that, as pointed out in the introduction, from the given $\nabla_{M_{p},M_{Q}}$-generator of $A$, we can deduce in negligible time a $\nabla_{M_{Q},M_{p}}$-generator of $A'$ of the same length $\alpha$. This allows us to do matrix-vector products with $A'$ with the same asymptotic cost

$$O(\mathcal{D}(Q,P)+\alpha\mathcal{E}(Q,P)) = O(\mathcal{D}(P,Q)+\alpha\mathcal{E}(P,Q))$$

as for $A$. Thus, the overall cost for computing $H'$ is asymptotically the same as for $G'$.

Let us now bound the cost of deducing the product $AB$ from $G', H', B$. Note first that under the coprimality assumptions $\mathcal{H}_{P}$ and $\mathcal{H}_{Q}$ the matrices $W_{P}$ and $W_{Q}$ are invertible, and so are $L$ and $R$. Consequently, $AB = L^{-1}A'R^{-1}B$ and it suffices to bound the cost of each of the three products $B' := R^{-1}B$, $B'' := A'B'$, and $L^{-1}B''$. By reusing the same precomputation as for $H'$ and applying again Lemmas 4 and 9, we obtain $B'$ for an additional cost of $O(\mathcal{E}(Q))$, via $\beta$ matrix-vector products by $R^{-1}$.

Then, Lemma 25 says that $A'$ is a Hankel-like matrix for which a $\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}}$-generator of length $\alpha + 2$ is $(G', H')$. Hence the cost for deducing $B''$ from $G', H', B'$ is at most $\mathcal{E}(\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}}, \alpha + 2, \beta)$. Finally, $L^{-1}B''$ is obtained for an additional cost of $O(\mathcal{E}(P))$, by reusing the same precomputation as for $G'$ and by performing $\beta$ matrix-vector products by $L^{-1}$.

To summarize, we have shown that $(G', H')$ can be obtained in time $O(\mathcal{D}(P,Q)+\alpha\mathcal{E}(P,Q))$ and that $AB$ can be deduced from $G', H', B$ in time $\mathcal{E}(\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}}, \alpha + 2, \beta) + O(\mathcal{E}(P,Q))$. Adding these two costs thus proves the bound (5) in Proposition 23 for $L = \nabla_{M_{p},M_{Q}}$.

Proof of (6) for $L = \nabla_{M_{p},M_{Q}}$. For $A \in \mathbb{F}^{m \times n}$ given by some $\nabla_{M_{p},M_{Q}}$-generator $(G, H)$ of length $\alpha$ and given $b$ in $\mathbb{F}^{m}$, we now want to find a (nontrivial) solution of $Ax = b$, or determine that no solution exists.

Define $b' = Lb$. Because $L$ and $R$ are invertible matrices, solving the system $A'x' = b'$ is equivalent to solving $Ax = b$, with then $x = Rx'$. As in the previous paragraph, we can compute a generator $(G', H')$ for the operator $\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}}$ in time $O(\mathcal{D}(P,Q)+\alpha\mathcal{E}(P,Q))$. The cost of computing $b'$ from $b$ (and $x$ from $x'$) fits into the same bound, and solving the new system $A'x' = b'$ takes time $\mathcal{E}(\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}})$.

Summing these costs, we prove the second item in the proposition.

Proof of (7) for $L = \nabla_{M_{p},M_{Q}}$. Assume now that $m = n$ and that $A \in \mathbb{F}^{m \times m}$ is given by a $\nabla_{M_{p},M_{Q}}$-generator $(G, H)$ of length $\alpha$. As before, $L$ and $R$ are invertible by assumption, so that $A$ is invertible if and only if $A' = LAR$ is invertible. By Lemma 25 this matrix $A'$ has displacement rank at most $\alpha + 2$ for $\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}}$. Thus, as explained in the introduction, if $A'$ is invertible then its inverse has displacement rank at most $\alpha + 2$ for $\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}}$. The next lemma shows that if $(G_{\text{inv}}, H_{\text{inv}})$ is a $\nabla_{\mathcal{L}_{m},\mathcal{L}_{n}}$-generator for the inverse of $A'$, then a $\nabla_{M_{Q},M_{p}}$-generator for the inverse of $A$ is given by the matrices

$$G_{\text{inv}} = [r | RC_{\text{inv}} | RA']^{-1} t] \quad \text{and} \quad H_{\text{inv}} = [L'^{-1} t] L'^{-1} H_{\text{inv}}' [u].$$

Lemma 26. The matrix $A^{-1}$ satisfies $\nabla_{M_{Q},M_{p}}(A^{-1}) = G_{\text{inv}}H_{\text{inv}}'$.
Proof. As for Lemma 25 the proof follows from [33, Theorem 1.5.4] and Lemma 24:
\[
\nabla_{M_Q^{\top}M_P}(RA^{-1}L) = \nabla_{M_Q^{\top}Z_{m,1}^{\top}}(R)A^{-1}L + R \nabla_{Z_{m,1}^{\top}Z_{m,0}}(A^{-1})L \\
+ RA^{-1} \nabla_{Z_{m,0}M_P}(L)
\]

=\[ rs^t A^{-1} L + R G_{\text{inv}}' (H_{\text{inv}}')^t L + RA^{-1} tu'. \]

To conclude, we remark that \( A^{-1} = RA^{-1}L \).

The bound in (7) can now be established as follows. We begin by computing \((G', H')\), which by Lemma 25 is a \( \nabla_{Z_{m,0}Z_{m,1}^{\top}}\) -generator of length \( \alpha + 2 \) of \( A' \); as shown in the previous paragraph, this is done in time \( O(\mathcal{D}(P, Q) + \alpha c'(P, Q)) \). Then, in time \( \mathcal{E}_{\text{inv}}(\nabla_{Z_{m,0}Z_{m,1}^{\top}}, \alpha + 2) \) we either conclude that \( A' \) is singular, or produce a \( \nabla_{Z_{m,1}^{\top}Z_{m,0}}\) -generator \((G'_{\text{inv}}, H'_{\text{inv}})\) of length \( \alpha + 2 \) for the inverse of \( A' \). Finally, if \( A' \) is invertible we proceed in two steps: First, using the same amount of time as for \( G' \) and \( H' \), we set up the matrices \( G_{\text{inv}} \) and \( H_{\text{inv}} \) introduced before Lemma 26. Then we reduce each of these two matrices to arrive at a generator of length \( \alpha \); this generator compression step can be done in time \( O(\omega^{-1}n) \), in view of [33, Remark 4.6.7]. Overall, these costs add up to the result reported in (7).

Proof of (5) - (7) for \( L = \Delta_{M_P, M_Q} \). We only sketch the proof in these cases. This time, we rely on the (easily verified) general formula
\[
\Delta_{M,N}(ABC) = -\nabla_{M,P}(A)BQC + A\Delta_{P,Q}(B)C + MAB\nabla_{Q,N}(C).
\]

We use it to write
\[
\Delta_{Z_{m,0}Z_{m,1}^{\top}}(LAR) = -\nabla_{Z_{m,0}M_P}(L)AM_Q^{\top}R + L \Delta_{M_P, M_Q}(A)R + Z_{m,0}L A \nabla_{M_Q^{\top}Z_{m,1}^{\top}}(R);
\]
this allows us to reduce questions (multiplication, linear system solving, inversion) related to \( A \) to the same questions for \( A' = LAR \), where \( A' \) is given through a \( \Delta_{Z_{m,0}Z_{m,1}^{\top}} \) -generator of length \( \alpha + 2 \). Then, the relations \( Z_{n,1}^t \mathbb{J}_n = \mathbb{J}_n Z_{n,1} \) and \( Z_{n,1}^{t-1} = Z_{n,1}^{-1} \) imply
\[
\nabla_{Z_{m,0}Z_{m,1}^{\top}}(A' \mathbb{J}_n) = -\nabla_{Z_{m,0}Z_{m,1}^{\top}}(A')Z_{n,1} \mathbb{J}_n;
\]
this allows us to reduce our problems to computations with the matrix \( A' \mathbb{J}_n \) given by means of a \( \nabla_{Z_{m,0}Z_{m,1}^{\top}} \) -generator of length \( \alpha + 2 \).

For inversion (where \( m = n \)), inverting \( A' \mathbb{J}_n \) leads to a \( \nabla_{Z_{m,1}^{\top}Z_{m,0}} \) -generator of \((A' \mathbb{J}_m)^{-1} = \mathbb{J}_m A'^{-1}\). Then, using the relations on \( Z_{m,1} \) given above, we obtain
\[
\Delta_{Z_{m,1}^{\top}Z_{m,0}}(A'^{-1}) = Z_{m,1} \mathbb{J}_m \nabla_{Z_{m,1}^{\top}Z_{m,0}}(\mathbb{J}_m A'^{-1})
\]
and thus a \( \Delta_{Z_{m,1}^{\top}Z_{m,0}} \) -generator of \( A'^{-1} \). The general formula above further leads to
\[
\Delta_{M_Q^{\top}M_P}(RA'^{-1}L) = -\nabla_{M_Q^{\top}Z_{m,1}^{\top}}(R)A'^{-1}Z_{m,0}L + R \Delta_{Z_{m,1}^{\top}Z_{m,0}}(A'^{-1})L \\
+ M_Q^{\top}RA'^{-1} \nabla_{Z_{m,0}M_P}(L);
\]
since \( RA'^{-1}L = A^{-1} \), this gives a \( \Delta_{M_Q^{\top}M_P} \) -generator of \( A^{-1} \) whose length \( \alpha + 2 \) is finally reduced to \( \alpha \).

In all cases Lemma 24 can be reused, and the requested complexity bounds are then derived in the same way as for the three cases above, up to a minor difference: we also need to take into account the cost of multiplication by \( M_Q \) or its transpose with a vector. However, due to the sparse nature of this matrix, this cost is easily seen to be \( O(n) \), so it does not affect the asymptotic estimate.
5. Multiplication algorithms. In this section, we prove bounds on the cost of the product \( AB \), where \( A \) is a structured matrix in \( \mathbb{F}^{m \times n} \) and \( B \) is an arbitrary matrix in \( \mathbb{F}^{n \times \beta} \); this will prove the claims in Theorems 1 and 2 regarding multiplication.

Theorem 27. For any invertible operator \( \mathcal{L} \) associated with \((P, Q)\), we can take

\[
\mathcal{C}_{\text{mat}}(\mathcal{L}, \alpha, \beta) = O \left( \frac{\beta'}{\alpha'} \mathcal{M}'_{\text{mat}} \left( \frac{p}{\alpha'}, \alpha' \right) + \mathcal{D}(P, Q) + (\alpha + \beta)\mathcal{C}(P, Q) \right),
\]

with \( p = \max(m, n) \), \( \alpha' = \min(\alpha, \beta) \), and \( \beta' = \max(\alpha, \beta) \).

Using Lemma 22, it will be sufficient to consider multiplication for the basic operators associated with \((P, Q)\). Thus, throughout this section we let \( \mathcal{L} : \mathbb{F}^{m \times n} \to \mathbb{F}^{m \times n} \) be one of the two operators \( \nabla_{M_p, M'_p} \) and \( \Delta_{M_p, M'_p} \) and, given \((G, H) \in \mathbb{F}^{m \times \alpha} \times \mathbb{F}^{n \times \alpha}\) and \( B \in \mathbb{F}^{n \times \beta} \), we show how to compute the product \( AB \in \mathbb{F}^{m \times \beta} \) with \( A \) the unique matrix in \( \mathbb{F}^{m \times \beta} \) such that \( \mathcal{L}(A) = GH^t \).

In Subsection 5.1 we deal with the cases covered by Theorem 13; a key step of the proof (corresponding to the case \( Q = x^n \)) is deferred to Subsection 5.2 due to its length. We then extend our results to all remaining cases in Subsection 5.3.

In view of Theorem 21, it would actually be sufficient to assume that \( \mathcal{L} \) is the Hankel operator \( \nabla_{\mathbb{Z}_{m,\beta}, \mathbb{Z}_{n,1}} \). This would allow us to bypass most of the derivation in Subsection 5.3; however, such a restriction does not seem to lead to a better cost estimate than our direct approach, which we include for completeness.

5.1. Applying Theorem 13. Let us first assume that \( \mathcal{L} = \nabla_{M_p, M'_p} \). Given \( P, Q \) and the generator \((G, H)\), and a matrix \( B \in \mathbb{F}^{n \times \beta} \), Theorem 13 shows that \( AB \) can be computed as follows:

1. compute the polynomials \( P, Q, \gamma_k, \eta_k, Q^{-1} \) mod \( P_i \) for \( k \leq \alpha \) and \( i \leq d \);
2. compute the \( n \times \beta \) matrix \( B' = X_Q Y_Q B \);
3. compute the \( m \times \beta \) matrix \( C \) given by

\[
C = \sum_{k \leq \alpha} M_{\gamma_k, P, n} M_{\eta_k, Q} B';
\]

4. return the \( m \times \beta \) matrix \( V_P Q W_P C \).

Proceeding as in the proof of Corollary 14, we see that Steps 1, 2, 4 can be completed in time \( O(\mathcal{D}(P, Q) + (\alpha + \beta)\mathcal{C}(P, Q)) \). We are thus left with analyzing Step 3.

Let \( b_1, \ldots, b_\beta \) be the columns of \( B' \), and for \( i = 1, \ldots, \beta \) let \( B_i = \text{pol}(b_i) \in \mathbb{F}[x]_n \) be the polynomial whose coefficients are the entries of \( b_i \). In polynomial terms, given \( B_1, \ldots, B_\beta \in \mathbb{F}[x]_n \), we want to compute \( C_1, \ldots, C_\beta \in \mathbb{F}[x]_m \) such that

\[
C_i = \sum_{k \leq \alpha} \gamma_k(\eta_k B_i \mod Q) \mod P
\]

for \( i \leq \beta \); then, the \( m \) coefficients of \( C_i \) will make up the \( i \)th column of the matrix \( C \).

To compute \( C_i \), we can compute the sum first, and then reduce it modulo \( P \). The core problem is thus to compute

\[
R_i = \sum_{k \leq \alpha} \gamma_k(\eta_k B_i \mod Q)
\]

in \( \mathbb{F}[x]_{m+n-1} \) for all \( i \leq \beta \); the cost is given in Theorem 31 of Subsection 5.3 below: writing \( \alpha' = \min(\alpha, \beta) \) and \( \beta' = \max(\alpha, \beta) \), one can compute \( R_1, \ldots, R_\beta \) in time

\[
O \left( \frac{\beta'}{\alpha'} \mathcal{M}'_{\text{mat}} \left( \frac{p}{\alpha'}, \alpha' \right) \right).
\]
Finally, since $R_i$ has degree less than $m + n - 1$ and since $P$ has degree $m$, computing each $C_i = R_i \mod P$ takes time $O(\mathcal{M}(m) + \mathcal{M}(n)) \subset O(\mathcal{M}(p))$, so we can deduce $C_1, \ldots, C_\beta$ from $R_1, \ldots, R_\beta$ for a negligible total cost of $O(\alpha \mathcal{M}(p))$.

In the case $L = \Delta_{\mathcal{M}^\alpha,\mathcal{M}^\beta}$, the approach is almost the same. A minor difference is that we replace $\forall_p Q$ by $\forall_p Q$: this has no influence on the cost. The other difference is the matrix $J_n$ appearing in the inversion formula for $\Delta_{\mathcal{M}^\alpha,\mathcal{M}^\beta}$ (second part of Theorem 13); in polynomial terms, this now leads us to compute the sums

$$\sum_{k \leq \alpha} \gamma_k \text{rev}(n_k B_i \mod Q, n - 1)$$

for $i = 1, \ldots, \beta$, and then to reduce each of them modulo $P$.

This problem is actually an instance of the question treated above, for we have

$$\text{rev}(R'_i, m + n - 2) = \sum_{k \leq \alpha} \text{rev}(\gamma_k, m - 1)(n_k B_i \mod Q).$$

Since knowing $\text{rev}(R'_i, m + n - 2)$ gives us $R'_i$ for free, we can appeal here as well to Theorem 31 to compute $R'_i$, using $\text{rev}(\gamma_k, m - 1)$ instead of $\gamma_k$. The cost estimate is the same as before, namely, (9), thus leading to Theorem 27 regarding a product of the form $AB$ for the operator $L = \Delta_{\mathcal{M}^\alpha,\mathcal{M}^\beta}$.

5.2. Computing the $R_i$’s when $Q = x^n$. The previous subsection has shown that for both Sylvester’s and Stein’s displacement operators, computing the product $AB$ essentially reduces to the following basic problem: given as input

- a monic polynomial $Q$ of degree $n$,
- polynomials $U_1, \ldots, U_\alpha$ in $\mathbb{F}[x]_m$ and $V_1, \ldots, V_\alpha, W_1, \ldots, W_\beta$ in $\mathbb{F}[x]_n$,

compute

$$R_i = \sum_{k \leq \alpha} U_k(V_k W_i \mod Q) \quad \text{for } i = 1, \ldots, \beta.$$ 

The naive algorithm computes all sums independently; writing $p = \max(m, n)$, its cost is $O(\alpha \beta \mathcal{M}(p))$. In this subsection we establish the following improved complexity estimate in the special case where $Q = x^n$. (This result will be further extended to the case of a general $Q$ of degree $n$ in Subsection 5.3.)

**Theorem 28.** Assume $Q = x^n$ and $\alpha \leq n$, and let $p = \max(m, n)$, $\alpha' = \min(\alpha, \beta)$, and $\beta' = \max(\alpha, \beta)$. Then one can compute the polynomials $R_1, \ldots, R_\beta$ defined above in time

$$O\left(\frac{\beta'}{\alpha'} \mathcal{M}_{\text{mat}} \left(\frac{p}{\alpha'}, \alpha'\right)\right).$$

To prove Theorem 28, we first rephrase our problem in polynomial matrix terms. Let

$$U \in \mathbb{F}[x]_{mn}^{1 \times \alpha}, \quad V \in \mathbb{F}[x]_{mn}^{1 \times \beta}, \quad W \in \mathbb{F}[x]_{n}^{\beta \times 1}$$

be the polynomial vectors with respective entries $(U_i)$, $(V_i)$ and $(W_i)$. Then, our problem amounts to computing the polynomial row vector $R \in \mathbb{F}[x]_{mn+n-1}^{1 \times \beta}$ such that

$$R = U'(VW^t \mod x^n).$$

We first solve that problem in the special case where $\alpha = \beta$ (this is where most of the difficulty takes place); then, we reduce the other cases of arbitrary $\alpha, \beta$ to this case.
Case $\alpha = \beta$. The following lemma is the basis of our algorithm in this case; it is taken from the proof of [4, Lemma 12].

**Lemma 29.** Let $\alpha, \gamma, \nu$ be in $\mathbb{N}_{>0}$ with $\nu$ even. Let $V, W$ be in $\mathbb{F}[x]^{\alpha \times \gamma}$ and define

$$V_0 = V \text{ mod } x^{\nu/2}, \quad V_1 = V \text{ div } x^{\nu/2},$$
$$W_0 = W \text{ mod } x^{\nu/2}, \quad W_1 = W \text{ div } x^{\nu/2}. $$

Then the matrices $[V_0 \ V_1]$ and $[W_1 \ W_0]$ are in $\mathbb{F}[x]^{\alpha \times 2\gamma}$, and we have

$$VW^t \text{ mod } x^{\nu} = V_0W_0^t + x^{\nu/2}([V_0 \ V_1][W_1 \ W_0]^t \text{ mod } x^{\nu/2}).$$

We will want to apply this lemma recursively, starting from $\nu = n$ and $\gamma = 1$. It will be convenient to have both $n$ and $\alpha$ be powers of two.

- If $n$ is not a power of two, we define $\pi = 2^{\lceil \log n \rceil}$ and $\delta = \pi - n$. One may then check that $a \text{ mod } b = x^{-\delta}((x^\delta a) \text{ mod } (x^\delta b))$ for any $a$ and nonzero $b$ in $\mathbb{F}[x]$; applying this identity componentwise to the definition of $R$ gives

$$R = x^{-\delta} U V (x^\delta W)^t \text{ mod } x^{\pi},$$

where $V$ and $x^\delta W$ have degree less than $\pi$.

- If $\alpha$ is not a power of two, we define $\pi = 2^{\lceil \log \alpha \rceil}$ and $\mu = \pi - \alpha$. Then, we can introduce $\mu$ dummy polynomials $(U_i), (V_i)$ and $(W_i)$, all equal to zero, without affecting the value of $R_1, \ldots, R_\alpha$.

The resulting algorithm is given in Figure 1, with a top-level procedure mul that handles the cases when $n$ or $\alpha$ are not powers of two by defining $\pi$ and $\pi$ as above, and a main recursive procedure mul_rec. We initially set $\nu = \pi$ and $\gamma = 1$; through each recursive call, the width $\gamma$ of the matrices $V$ and $W$ is doubled, while their degree $\nu$ is divided by two, so that the invariant $\gamma \nu = \pi$ is maintained.

**Lemma 30.** Let $p = \max(m, n)$. Algorithm mul of Figure 1 works correctly in time

$$O \left( \mathcal{M}_{\text{mat}}(\frac{p}{\alpha}, \alpha) \right).$$

**Proof.** Correctness is a direct consequence of Lemma 29 and the discussion that followed it. For the cost analysis, we let $C(k)$ denote the cost of mul_rec called upon parameters $\pi$ and $\gamma$ such that $\pi = 2^k \gamma$. Note that the total cost of mul will then be at most $C(\kappa)$, with $\kappa = \lceil \log \alpha \rceil$. In particular, below, we always have $k \leq \kappa$. Another useful remark is that we always have $\nu \leq 2p/\gamma$, since $\nu = \pi/\gamma$ and $\pi \leq 2n \leq 2p$.

If $k = 0$, we have $\gamma = \pi$, so we are in the base case of the algorithm, where $V$ and $W$ are in $\mathbb{F}[x]^{\pi \times \pi}$. We first compute $R' = VW^t \text{ mod } x^{\nu}$ in time $\mathcal{M}_{\text{mat}}(\nu, \pi)$. Then, given $U$ in $\mathbb{F}[x]^{\pi \times 1}$ and $R'$ in $\mathbb{F}[x]^{\pi \times \pi}$, we obtain $R = U'R'$ in two steps as follows: rewriting $U'$ in the form $U' = [1 \ x^c \ x^{2c} \ \cdots \ x^{(\pi - 1)c}]U'$ with $c = \lceil m/\pi \rceil$ and $U' \in \mathbb{F}[x]^{\pi \times \pi}$, we compute first $Q = U'R'$ in time $\mathcal{M}_{\text{mat}}(\max\{c, \nu\}, \pi)$, and then deduce $R$ from $Q$ using at most $\pi^2(c + \nu - 1)$ additions in $\mathbb{F}$. In summary,

$$C(0) \leq \mathcal{M}_{\text{mat}}(\nu, \pi) + \mathcal{M}_{\text{mat}}(\max\{c, \nu\}, \pi) + \pi^2(c + \nu - 1)$$

$$\leq 2\mathcal{M}_{\text{mat}}\left(\frac{2p}{\alpha}, \pi\right) + 3\pi p,$$

using $c \leq m/\pi \leq p/\pi$ and $\nu = \pi/\gamma \leq 2p/\pi$. Therefore, there is a constant $c_0$ with

$$C(0) \leq c_0 \cdot \mathcal{M}_{\text{mat}}\left(\frac{p}{\alpha}, \pi\right).$$
Algorithm \texttt{mul\_rec}(U, V, W, m, \nu, \pi, \gamma)

\textbf{Input:} U \in \mathbb{F}[x]|_{\pi-1}, V, W \in \mathbb{F}[x]|_{\nu+\gamma}

\textbf{Assumptions:} \pi, \gamma and \nu are powers of two and \gamma \leq \pi

\textbf{Output:} R \in \mathbb{F}[x]|_{m+\nu-1} such that R = U^t(WV^t \mod x^\nu).

\begin{algorithmic}
\State \If {\gamma = \pi} \Then
\State \textbf{R}':= \textbf{VW}^t \mod x^\nu
\State \textbf{R}:= \textbf{U}^t\textbf{R}'
\EndIf
\Else
\State \nu':= \nu/2; \gamma'= 2\gamma
\State \textbf{V}_0 := \textbf{V} \mod x^\nu'; \textbf{V}_1 := \textbf{V} \div x^\nu'; \textbf{V}' := [\textbf{V}_0 \textbf{V}_1]
\State \textbf{W}_0 := \textbf{W} \mod x^\nu'; \textbf{W}_1 := \textbf{W} \mod x^\nu'; \textbf{W}' := [\textbf{W}_1 \textbf{W}_0]
\State \textbf{R}':= \texttt{mul\_rec}(U, \textbf{V}', W', \nu', \pi, \gamma')
\State \textbf{R}:= \textbf{U}^t\textbf{V}_0\textbf{W}_0^t + x^{\nu'}\textbf{R}'
\EndIf
\Return \textbf{R}.
\end{algorithmic}

Algorithm \texttt{mul}(U, V, W, m, n, \alpha)

\textbf{Input:} U \in \mathbb{F}[x]|_{\alpha\times1}, V, W \in \mathbb{F}[x]|_{\alpha\times1}

\textbf{Assumption:} \alpha \leq n

\textbf{Output:} R \in \mathbb{F}[x]|_{m+n-1} such that R = U^t(VW^t \mod x^n).

\begin{algorithmic}
\State \pi:= 2^\lfloor \log(n) \rfloor; \delta := \pi - n
\State \pi:= 2^\lfloor \log(\alpha) \rfloor; \mu := \pi - \alpha
\State \textbf{U} := \textbf{U} augmented with \mu zero rows
\State \textbf{V} := \textbf{V} augmented with \mu zero rows
\State \textbf{W} := x^\delta \textbf{W} augmented with \mu zero rows
\State \textbf{R} := \texttt{mul\_rec}(U, \textbf{V}, \textbf{W}, m, \pi, \pi, 1)
\State \textbf{R}:= x^{-\delta}\textbf{R}
\Return the first \alpha entries of \textbf{R}.
\end{algorithmic}

Fig. 1. Algorithms \texttt{mul} and \texttt{mul\_rec}.

Let us now bound \(C(k)\) when \(k \geq 1\). Given \(V, W \in \mathbb{F}[x]|_{\pi\times\gamma}\), we can compute \(V_0, V_1, W_0, W_1\) for free. Then \(R'\) is computed recursively in time \(C(k-1)\), and it remains to bound the cost of producing the result as \(R = Q + x^\nu R'\), with \(Q = U^tV_0W_0^t\).

For now let us write \(D(k)\) for the cost of computing \(Q\). Given \(R'\) in \(\mathbb{F}[x]|_{m+\nu-1}\) with \(\nu' = \nu/2\) and \(Q\) in \(\mathbb{F}[x]|_{m+\nu-1}\), we can add them together using at most \(\pi(m + \nu' - 2)\) additions in \(\mathbb{F}\). Since \(\nu' = \pi/2\gamma \leq n/\gamma \leq n\), we deduce that for \(k \geq 1\),

\begin{equation}
C(k) \leq C(k-1) + D(k) + 2\pi p.
\end{equation}

In order to bound \(D(k)\) let us rewrite as before \(U'\) as \(U' = [1 x^c x^{2c} \ldots x^{(\gamma-1)c}]U'\) with \(c = \lfloor m/\gamma \rfloor\) and \(U' \in \mathbb{F}[x]|_{\nu\times\pi}\); we compute \(Q = [1, x^c, x^{2c}, \ldots, x^{(\gamma-1)c}]U^tV_0W_0^t\). The product \(U^tV_0W_0^t\) involves three polynomial matrices of respective dimensions \(\gamma \times \pi, \pi \times \gamma, \pi \times \pi\), with entries of degree less than \(\max\{c, \nu'\}\). Furthermore, since \(c \leq m/\gamma\) and, as seen above, \(\nu' \leq n/\gamma\), we have \(\max\{c, \nu'\} \leq p/\gamma\). Since \(\gamma \leq \pi\), we can proceed as in the second case considered in the proof of [4, Lemma 7] to show that \(U^tV_0W_0^t\) can be evaluated as \((U^tV_0)W_0^t\) in time

\[
\frac{\pi}{\gamma} \cdot \mathcal{M}_{\text{mat}} \left( \frac{p}{\gamma}, \gamma \right) + 2\pi p + \frac{\pi}{\gamma} \cdot \mathcal{M}_{\text{mat}} \left( \frac{2p}{\gamma}, \gamma \right).
\]
Since $\mathbf{U}\mathbf{V}_0\mathbf{W}_0^t$ has dimensions $\gamma \times \overline{\pi}$ and degree less than $3p/\gamma$, reconstructing $\mathbf{Q}$ from that product requires at most $\gamma\overline{\pi} \cdot 3p/\gamma = 3\overline{\pi}p$ additions in $\mathbb{F}$. Thus, using $\overline{\pi} = 2^{k\gamma}$,
\[
D(k) \leq 2^k \left( \mathcal{M}_{\mathsf{mat}} \left( \frac{2^kp}{\overline{\pi}}, \frac{\overline{\pi}}{2^k} \right) + \mathcal{M}_{\mathsf{mat}} \left( \frac{2^{k+1}p}{\overline{\pi}}, \frac{\overline{\pi}}{2^k} \right) \right) + 5\overline{\pi}p.
\]
Combining this bound with (12) and the fact that $\mathcal{M}_{\mathsf{mat}}(2d, n) = O(\mathcal{M}_{\mathsf{mat}}(d, n))$, we deduce that there exists a constant $c_1$ such that for all $k \geq 1$,
\[
C(k) \leq C(k - 1) + c_1 \cdot 2^k \mathcal{M}_{\mathsf{mat}} \left( \frac{2^kp}{\overline{\pi}}, \frac{\overline{\pi}}{2^k} \right).
\]
Taking all $k = 0, \ldots, \kappa$ into account, we deduce from (11) and (13) that the total time of $\mathsf{mul}$ is bounded as
\[
C(\kappa) \leq \max\{c_0, c_1\} \cdot \sum_{k=0}^{\kappa} 2^k \mathcal{M}_{\mathsf{mat}} \left( \frac{2^kp}{\overline{\pi}}, \frac{\overline{\pi}}{2^k} \right) \in O \left( \mathcal{M}_{\mathsf{mat}} \left( \frac{p}{\overline{\pi}}, \overline{\pi} \right) \right).
\]
The conclusion follows from the facts that $p/\overline{\pi} \leq p/\alpha$ and that $\overline{\pi} < 2\alpha$.

Case $\alpha < \beta$. In this situation, we split the vector $\mathbf{W}$ into vectors $\mathbf{W}_1, \ldots, \mathbf{W}_\kappa$, with each $\mathbf{W}_i$ in $\mathbb{F}[x]_{\alpha}^{\alpha \times 1}$ and $c = \lfloor \beta/\alpha \rfloor$ (so $\mathbf{W}_\kappa$ may be padded with zeros). Then, algorithm $\mathsf{mul}$ is applied $c$ times (namely, to the $(\mathbf{U}, \mathbf{V}, \mathbf{W}_i)$) and by Lemma 30 we obtain $\mathbf{R}_1, \ldots, \mathbf{R}_\beta$ in time
\[
O \left( \frac{\beta}{\alpha} \mathcal{M}_{\mathsf{mat}} \left( \frac{p}{\alpha}, \alpha \right) \right).
\]

Case $\beta < \alpha$. In this case, we split the vectors $\mathbf{U}$ and $\mathbf{V}$ into $\mathbf{U}_1, \ldots, \mathbf{U}_\kappa$ and $\mathbf{V}_1, \ldots, \mathbf{V}_\kappa$, with each $\mathbf{U}_i$ and $\mathbf{V}_i$ in $\mathbb{F}[x]_{\beta}^{\beta \times 1}$ and $c = \lfloor \alpha/\beta \rfloor$. As before, algorithm $\mathsf{mul}$ is applied $c$ times, but now to the $(\mathbf{U}_i, \mathbf{V}_i, \mathbf{W})$, for a cost of
\[
O \left( \frac{\alpha}{\beta} \mathcal{M}_{\mathsf{mat}} \left( \frac{p}{\beta}, \beta \right) \right);
\]
the $c$ results thus produced are then added, for a negligible cost of $O(\alpha p)$.

In the next subsection, we denote by $\mathsf{mul}(\mathbf{U}, \mathbf{V}, \mathbf{W}, m, n, \alpha, \beta)$ the algorithm that handles all possible cases for $\alpha \leq n$, following the discussion in the above paragraphs.

5.3. Computing the $\mathbf{R}_i$'s in the general case. We now address the case of an arbitrary $\mathbf{Q}$. Given such a $\mathbf{Q}$ of degree $n$ in $\mathbb{F}[x]$, as well as $U_1, \ldots, U_\alpha$ in $\mathbb{F}[x]_m$, $V_1, \ldots, V_\alpha$ in $\mathbb{F}[x]_n$ and $W_1, \ldots, W_\beta$ in $\mathbb{F}[x]_n$, we recall that our goal is to compute
\[
\mathbf{R}_i = \sum_{k \leq \alpha} U_k (V_k W_i \mod Q), \quad i = 1, \ldots, \beta.
\]

**Theorem 31.** Assume $\alpha \leq n$, and let $p = \max(m, n)$, $\alpha' = \min(\alpha, \beta)$, and $\beta' = \max(\alpha, \beta)$. Then one can compute the polynomials $\mathbf{R}_1, \ldots, \mathbf{R}_\beta$ in time
\[
O \left( \frac{\beta'}{\alpha} \mathcal{M}_{\mathsf{mat}} \left( \frac{p}{\alpha'}, \alpha' \right) \right).
To prove Theorem 31, the idea is to use the well-known fact that Euclidean division reduces to power series inversion and multiplication; in this way, the proof of Theorem 31 will reduce to that of Theorem 28.

The first step is to replace remainders by quotients. By applying the Euclidean division equality $V_k W_i = (V_k W_i \text{ div } Q)Q + (V_k W_i \text{ mod } Q)$ and defining

$$S_i = \sum_{k \leq \alpha} U_k (V_k W_i \text{ div } Q) \quad \text{for } i \leq \beta \quad \text{and} \quad T = \sum_{k \leq \alpha} U_k V_k,$$

we easily deduce the following lemma.

**Lemma 32.** $R_i = TW_i - QS_i$ for $i \leq \beta$.

The main issue in our algorithm will be the computation of $S_1, \ldots, S_\beta$; we will actually compute their reverse polynomials. Observe that $U_i$ has degree at most $m-1$, $V_k W_i \text{ div } Q$ has degree at most $n-2$, and $S_i$ has degree at most $m+n-3$. We thus introduce the polynomials $\bar{S}_i = \text{rev}(S_i, m+n-3)$; knowing those, we can recover the polynomials $S_i$ for free. For $k \leq \alpha$ and $i \leq \beta$, let us also define

$$\bar{U}_k = \text{rev}(U_k, m-1), \quad \bar{V}_k = \frac{\text{rev}(V_k, n-1)}{\text{rev}(Q, n)} \mod x^{n-1}, \quad \bar{W}_i = \text{rev}(W_i, n-1) \mod x^{n-1}.$$

All these polynomials are related by the following formula.

**Lemma 33.** $\bar{S}_i = \sum_{k \leq \alpha} \bar{U}_k (\bar{V}_k \bar{W}_i) \mod x^{n-1}$ for $i \leq \beta$.

**Proof.** Using that $\text{rev}(ab, r+s) = \text{rev}(a, r)\text{rev}(b, s)$ for any polynomials $a, b \in \mathbb{F}[x]$ of respective degrees $r$ and $s$, we deduce from the definitions of $S_i$ and $\bar{S}_i$ that

$$\bar{S}_i = \sum_{k \leq \alpha} \bar{U}_k \text{rev}(V_k W_i \text{ div } Q, n-2).$$

Following [12, p. 258], we conclude with the equalities

$$\text{rev}(V_k W_i \text{ div } Q, n-2) = \frac{\text{rev}(V_k W_i, 2n-2)}{\text{rev}(Q, n)} \mod x^{n-1} = \frac{\text{rev}(V_k, n-1) \text{rev}(W_i, n-1)}{\text{rev}(Q, n)} \mod x^{n-1} = \bar{V}_k \bar{W}_i \mod x^{n-1}.$$  \hfill \Box

Figure 2 details the algorithm we just sketched. To prove Theorem 31, it suffices to observe that the cost boils down to one call to $\text{mul}$ plus $O((\alpha + \beta)M(p))$ for all other operations, and then to apply Theorem 28.

**6. Algorithms for inversion and system solving.** We conclude in this section by establishing the cost bounds announced in Theorem 1 for structured inversion and structured system solving. We rely on Theorem 21 from Section 4 to reduce our task to the case of the Hankel operator $\nabla_{\mathbb{Z}_m,0,\mathbb{Z}_n,1}$, then use the fast multiplication algorithm of Section 5 to speed up the Morf / Bitmead-Anderson (MBA) approach.

**Theorem 34.** For any invertible operator $\mathcal{L}$ associated with $(\mathcal{P}, \mathcal{Q})$, we can take

$$\mathcal{C}_{\text{inv}}(\mathcal{L}, \alpha) = O\left(M''_{\text{mat}} \left( \frac{m}{\alpha}, \alpha \right) \right)$$

and

$$\mathcal{C}_{\text{solv}}(\mathcal{L}, \alpha) = O\left(M''_{\text{mat}} \left( \frac{p}{\alpha}, \alpha \right) \right), \quad p = \max(m, n).$$
Algorithm \text{mulQ}(U, V, W, m, n, \alpha, \beta, Q)

\textbf{Input:} \ U \in \mathbb{F}[x]_{n \times 1}, \ V \in \mathbb{F}[x]_{n \times 1}, \ W \in \mathbb{F}[x]_{3 \times 1}
\ Q \text{ monic of degree } n \text{ in } \mathbb{F}[x]
\text{Assumption: } \alpha \leq n
\text{Output:} \ R \in \mathbb{F}[x]_{1 \times m \times n - 1} \text{ such that } R = U^t( VW^t \mod Q).
\begin{align*}
\mathcal{U} &:= [\text{rev}(U_k, m - 1), k = 1, \ldots, \alpha] \\
\mathcal{V} &:= [\text{rev}(V_k, n - 1)/\text{rev}(Q, n) \mod x^{n-1}, k = 1, \ldots, \alpha] \\
\mathcal{W} &:= [\text{rev}(W_i^k, n - 1) \mod x^{n-1}, i = 1, \ldots, \beta] \\
\mathcal{S} &:= \text{mul}(U, \mathcal{V}, W, m, n - 1, \alpha, \beta) \\
T &:= \sum_{k=1}^{\alpha} U_k V_k \\
R &:= [TW_i - Q \text{rev}(S_i, m + n - 3), i = 1, \ldots, \beta] \\
\text{return } R.
\end{align*}

Fig. 2. Algorithm \text{mulQ}.

Recall that Theorem 21 in Section 4 proves that we can take
\begin{align*}
\mathcal{C}_{\text{inv}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{inv}}(\nabla_{z_m,0,z_{m-1}}, \alpha + 2) + O(\mathcal{D}(P, Q) + \alpha \mathcal{C}(P, Q) + \alpha \omega^{-1} m)
\end{align*}
and
\begin{align*}
\mathcal{C}_{\text{solve}}(\mathcal{L}, \alpha) \leq \mathcal{C}_{\text{solve}}(\nabla_{z_m,0,z_{m-1}}, \alpha + 2) + O(\mathcal{D}(P, Q) + \alpha \mathcal{C}(P, Q)),
\end{align*}
so we are left with estimating the cost of inversion and system solving for \(\nabla_{z_m,0,z_{m-1}}\).

For this, we shall use the MBA approach with preconditioning introduced in [20] together with the “compression-free” formulas from [16] for generating the matrix inverse. Such formulas being expressed with products of the form (structured matrix) \times (unstructured matrix), this provides a way to exploit our results for fast structured matrix multiplication from Section 5. Specifically, starting from a \(\nabla_{z_m,0,z_{m-1}}\)-generator \((G, H)\) of length \(\alpha\) of \(A \in \mathbb{F}^{m \times n}\), we proceed in three steps as follows.

Preconditioning. From \((G, H)\) we begin by deducing a generator of the preconditioned matrix
\[
\tilde{A} = \U(v_1) A U(v_2)^t,
\]
where each \(\U(v_i)\) is a unit upper triangular Toeplitz matrix defined by some random vector \(v_i\); as shown in [21], such a preconditioning ensures that, with high probability, \(\tilde{A}\) has generic rank profile, that is, denoting by \(\tilde{A}_k\) the leading principal submatrix of \(\tilde{A}\) of dimensions \(k \times k\),
\[
\text{det}(\tilde{A}_k) \neq 0 \quad \text{for } k = 1, \ldots, \text{rank}(\tilde{A}).
\]

In our case, preconditioning will be done in such a way that the generator of \(\tilde{A}\) corresponds not to \(\nabla_{z_m,0,z_{m-1}}\) but to another Hankel operator, namely \(\nabla_{z_m,0,z_{m-1}}\) (algorithm \text{precond}, Figure 3). The latter operator being singular but still partly regular [33, §4.5], such a generator will in fact be a triple \((\tilde{G}, \tilde{H}, \tilde{u})\), with \((\tilde{G}, \tilde{H})\) of length \(O(\alpha)\) and \(\tilde{u}\) carrying the last row of \(\tilde{A}\). Also, we will guarantee that the matrices \(\tilde{G}\) and \(\tilde{H}\) have the following special shape: their first \(\alpha\) columns are precisely \(\U(v_1)G\) and \(\U(v_2)H\). These two requirements will be key to exploit the “compression-free” inversion scheme of [16, §4.3] and then to move back from, say, \(\tilde{A}^{-1}\) to \(A^{-1}\).
Computation of the leading principal inverse. Assuming that \( \tilde{A} \) has generic rank profile and given \((\tilde{G}, \tilde{H}, \tilde{u})\), we now consider computing a compact representation of the inverse of its largest nonsingular leading principal submatrix, that is, of \( \tilde{A}^{-1} \) with

\[
\rho = \text{rank}(\tilde{A}) = \text{rank}(A).
\]

Since \( \tilde{A} \) is structured with respect to \( \nabla_{Z_{r,o},Z_{t,o}} \), its inverse is structured with respect to \( \nabla_{Z_{r,o},Z_{t,o}} \) and, as recalled in (1),

\[
\text{rank} \left( \nabla_{Z_{r,o},Z_{t,o}} (\tilde{A}^{-1}) \right) = \text{rank} \left( \nabla_{Z_{r,o},Z_{t,o}} (\tilde{A}) \right) =: \rho.
\]

Therefore, our second step (detailed in Section 6.2) will be to compute a \( \nabla_{Z_{t,o},Z_{r,o}} \)-generator of \( \tilde{A}^{-1} \) of length \( \rho \).

In fact, following [33, §5], we give an algorithm (lp_inv, Figure (6)) that does not assume \( \tilde{A} \) has generic rank profile but discovers whether this is the case or not. It calls first an auxiliary routine, called largest, which returns the size \( \ell \) of the largest leading principal submatrix \( \tilde{A}_\ell \) having generic rank profile together with a generator of the inverse \( \tilde{A}_\ell^{-1} \). Then, from such a generator, one can check efficiently whether \( \ell \) equals \( \text{rank}(\tilde{A}) \), which is a condition equivalent to \( \tilde{A} \) having generic rank profile. Thus, overall, algorithm lp_inv generates \( \tilde{A}_\ell^{-1} \) if and only if \( \tilde{A} \) has generic rank profile (and reports 'failure' otherwise, since this provides a way of certifying whether preconditioning \( A \) was successful or not).

Algorithm largest calls a core recursive routine largest_rec, which can be seen as a combination of Kaltofen’s algorithm Leading Principal Inverse [20] and [16, algorithm GenInvHL], which thus relies on products of the form \((\text{structured matrix}) \times (\text{unstructured matrix})\). Also, the generating matrices \( \tilde{Y}_\ell \) and \( \tilde{Z}_\ell \) produced by algorithm largest are specified to have the following shape:

\[
\tilde{Y}_\ell = -\tilde{A}_\ell^{-1} \tilde{G}_\ell, \quad \tilde{Z}_\ell = \tilde{A}_\ell^{-1} \tilde{H}_\ell,
\]

where \( \tilde{G}_\ell \) is made from the first \( \ell \) rows of \( \tilde{G} \), and similarly for \( \tilde{H}_\ell \). When \( \ell = r \), the same specification is inherited by the generator \((Y_r, Z_r, \tilde{v})\) produced by algorithm lp_inv, whose matrices satisfy

\[
\tilde{Y}_r = -\tilde{A}_r^{-1} \tilde{G}_r, \quad \tilde{Z}_r = \tilde{A}_r^{-1} \tilde{H}_r,
\]

where \( \tilde{G}_r \) and \( \tilde{H}_r \) are the first \( r \) rows of \( \tilde{G} \) and \( \tilde{H} \), and \( \tilde{v}^t \) is the first row of \( \tilde{A}_r^{-1} \).

Generating inverses and solving linear systems. Given the rank \( r \) of \( \tilde{A} \) and the \( \nabla_{Z_{t,o},Z_{r,o}} \)-generator \((\tilde{Y}_r, \tilde{Z}_r, \tilde{v})\) of \( \tilde{A}_r^{-1} \) as above, it is immediate to decide whether \( \tilde{A} \) and \( A \) are invertible and, if so, to deduce the \( \nabla_{Z_{t,o},Z_{m,o}} \)-generator of \( A^{-1} \) given by

\[
Y = -A^{-1}G, \quad Z = A^{-1}H.
\]

This corresponds to algorithm inv in Figure 7. Now, given an additional vector \( b \in \mathbb{F}^m \), we reduce the study of \( Ax = b \) to that of the equivalent linear system \( \tilde{A}x = \tilde{b} \), where \( \tilde{b} = U(\tilde{v}_1)b \) and for which an algorithm can be derived directly from the one in [21, §4], with the additional guarantee that if \( b = 0 \) and the column rank of \( A \) is not full, then a nonzero solution \( x \) is obtained. This corresponds to algorithm solve in
Figure 8. (Clearly, both \texttt{inv} and \texttt{solve} are Las Vegas algorithms—"always correct, probably fast", thanks to the specification of algorithm \texttt{lp\_inv}.)

The next three sections provide detailed descriptions of the algorithms mentioned above, namely \texttt{precond}, \texttt{largest\_rec}, \texttt{largest}, \texttt{lp\_inv}, \text{inv}, \texttt{solve}, together with their correctness and complexity proofs, thereby establishing Theorem 34.

6.1. Preconditioning. We precondition our structured matrix $A$ as shown in Figure 3 below. Here and hereafter, $e_{n,i}$ denotes the $i$th unit vector in $\mathbb{F}^n$ and, for any given $m \times n$ matrix $M$ such that $n \geq \alpha$, we write $M^{\alpha}$ for the $m \times \alpha$ matrix obtained by keeping only the first $\alpha$ columns of $M$.

\begin{algorithm}
\caption{precond($G, H, v_1, v_2$)}
\begin{itemize}
\item \textbf{Input}: ($G, H$) $\in \mathbb{F}^{m \times \alpha} \times \mathbb{F}^{n \times \alpha}$ such that $\nabla Z_{m,0,Z_{n,0}}^{t} (A) = GH^t$,
\item $v_1 \in \mathbb{F}^m$ and $v_2 \in \mathbb{F}^n$.
\item \textbf{Output}: ($\tilde{G}, \tilde{H}$) $\in \mathbb{F}^{m \times (\alpha+4)} \times \mathbb{F}^{n \times (\alpha+4)}$ and $\tilde{u} \in \mathbb{F}^n$ such that
\begin{itemize}
\item $\nabla Z_{m,0,Z_{n,0}}^{t} (A) = \tilde{G}H^t$ for $\tilde{A} = U(v_1)A \cup (v_2)^t$;
\item $\tilde{u}$ is the last row of $\tilde{A}$;
\item $\tilde{G}^{\alpha} = U(v_1)G$ and $\tilde{H}^{\alpha} = U(v_2)H$.
\end{itemize}
\end{itemize}
\end{algorithm}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{algorithm_precond.pdf}
\caption{Algorithm precond.}
\end{figure}

\textbf{Lemma 35.} Algorithm \texttt{precond} works correctly in time $O(\alpha M(p))$. Furthermore, if the vectors $v_1 \in \mathbb{F}^m$ and $v_2 \in \mathbb{F}^n$ have their first entry equal to 1 and their remaining $m+n-2$ entries chosen uniformly at random from a finite subset $S \subset \mathbb{F}$, then the matrix $A = U(v_1)A \cup (v_2)^t$ has generic rank profile with probability at least

$$1 - r(r+1)/|S|,$$

where $r = \text{rank}(\tilde{A}) = \text{rank}(A)$ and $|S|$ is the cardinality of $S$.

\textbf{Proof.} We start by checking $\nabla Z_{m,0,Z_{n,0}}^{t} (A) = \tilde{G}H^t$, from which correctness follows. Writing $L_1 = \nabla Z_{m,0,Z_{n,0}}^{t} (U(v_1))$ and $L_2 = \nabla Z_{m,0,Z_{n,0}}^{t} (U(v_2)^t)$ and applying (8) gives

$$\nabla Z_{m,0,Z_{n,0}}^{t} (\tilde{A}) = L_1 A \cup (v_2)^t + U(v_1)G \cup (v_2)^t + U(v_1)A L_2,$$

and it remains to check that $L_1 = G_1 H_1^t$ and $L_2 = G_2 H_2^t$. Since $U(v_1)$ is upper triangular Toeplitz, the matrix $L_1 = Z_{m,0} U(v_1) - U(v_1) Z_{m,0}$ is zero everywhere except on its last column, which is equal to $Z_{m,0} v_1$, and on its first row, which is equal to $-v_1^t Z_{m,0}$. Hence $L_1 = Z_{m,0} U(v_1) e_{m,m} - e_{m,1} (Z_{n,m} v_1)^t = G_1 H_1^t$. For $L_2$, we proceed similarly, by noting that $L_2 = Z_{n,1} (v_2)^t - U(v_2)^t Z_{n,0}^t$ is zero everywhere but on its first column and last row, equal to $Z_{n,1} v_2$ and $-Z_{n,0} v_2$, respectively.
Let us now bound the cost of deducing \( \bar{G}, \bar{H}, \bar{u} \) from \( G, H, v_1, v_2 \). First, we set up the \( m \times 2 \) matrices \( G_1 \) and \( H_1 \) and the \( n \times 2 \) matrices \( G_2 \) and \( H_2 \) in time \( O(p) \). Then, since \( A \) satisfies \( \nabla x_n, z_n, z_n, \alpha \) is \( AG, A^t H, \) and \( A^t v_1 )^t \alpha \) in time \( O(\alpha M(p)) \). Finally, since \( G \) and \( H \) have \( \alpha \) columns each, it remains to multiply \( O(\alpha) \) vectors by the triangular Toeplitz matrices \( U(v_1) \) and \( U(v_2) \), and this can be done in time \( O(\alpha M(p)) \). Overall, the cost of the algorithm is thus bounded by \( O(\alpha M(p)) \).

The probability analysis is due to Kaltofen and Saunders [21, Theorem 2].

### 6.2. Computation of the leading principal inverse

In order to generate the inverse of the largest nonsingular leading principal submatrix of \( A \), we start with the generation of the largest leading principal submatrix having generic rank profile. This is done by algorithms \texttt{largest\_rec} and \texttt{largest} displayed in Figures 4 and 5. In algorithm \texttt{largest\_rec} the matrices \( A_{ij}, G, H \) for 1 \( \leq i, j \leq 2 \) have dimensions \( m_i \times m_j, m_i \times \alpha, m_j \times \alpha \), respectively, and correspond to the block partitions

\[
A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad G = \begin{bmatrix} G_1 \\ G_2 \end{bmatrix}, \quad H = \begin{bmatrix} H_1 \\ H_2 \end{bmatrix}.
\]

Similarly, \( u^t_{ij} \) denotes the last row of \( A_{ij} \).

**Lemma 36.** Algorithm \texttt{largest\_rec} is correct and if \( m = n \) is an integer power of two, then its cost is

\[
O\left( M^{\mu}_{\text{mat}} \left( \frac{m}{\alpha} \right) \right).
\]

**Proof.** Correctness follows directly from combining the analysis in [20, pp. 801–803] with the formulas for \( G_s, H_s, u_s, Y, Z, w \) given in [16, p. 287].

Assuming \( m = n \) is a power of two, let \( C(m, \alpha) \) denote the cost of algorithm \texttt{largest\_rec}. We begin by showing that we can take

\[
C(m, \alpha) = O(\alpha^\omega) \quad \text{if} \quad \alpha \leq m < 2\alpha.
\]

Given \( G \) and \( H \) we compute the product \( GH^t \) in time \( O(\alpha^\omega) \). Then, starting from the last row of \( A \) and using the fact that for \( i, j > 1 \) the \( (i, j) \) entry of \( GH^t \) equals \( a_{i-1, j} - a_{i, j-1} \), we deduce all the entries of \( A \) in time \( O(\alpha^2) \).

Let us now bound the cost when \( m \geq 2\alpha \). Proceeding as in the proof of [16, Lemma 5], it is easily seen that one can compute some generators of length at most \( \alpha + 2 \) for the matrices \( A_{21}, A_{12}^t, A_{12}, A_{22}^t A_{21} \) as well as the vectors \( u_{11}, u_{21}, u_{22}, u_5 \) for a total time in \( O(\alpha M(m)) \). The number of additions is also in \( O(\alpha M(m)) \), and we also have to perform the four matrix products \( A_{21} Y_{11}, A_{12}^t Z_{11}, (A_{12}^{-1}) A_{12} Y_5, \) and \( (A_{12}^{-1}) A_{12}^t Z_5 \). For example, \( A_{12} \) has displacement rank at most \( \alpha + 2 \) with respect to the operator \( \nabla z_{m/2, 0, x_{m/2, 2}} \), so that using a decomposition of the form \( A_{12} = A_{12}^t + A_{12}^t, \) the displacement ranks at most \( \alpha + 2 \), respectively, we can evaluate the product \( A_{21} Y_{11} \) in time \( C_{\text{mul}}(\nabla z_{m/2, 0, x_{m/2, 2}}, \alpha, \alpha) + O(\alpha M(m)) \); by Theorem 2, this is in \( O(\frac{m}{2\alpha}, M^{\mu}_{\text{mat}}(\frac{m}{2\alpha}, \alpha)) \). Adding up all these costs thus leads to

\[
C(m, \alpha) = 2 C(\frac{m}{2}, \alpha) + O\left( M^{\mu}_{\text{mat}} \left( \frac{m}{2\alpha} \right) \right) \quad \text{if} \quad m \geq 2\alpha.
\]

Hence, for some constant \( c_0 \),

\[
C(m, \alpha) \leq c_0 \left( \sum_{i=0}^{i_0-1} 2^i M^{\mu}_{\text{mat}} \left( \frac{m}{2i+1}, \alpha \right) + 2^{i_0} \alpha^\omega \right)
\]
Algorithm $\text{largest\_rec}(G, H, u)$

**Input:** $(G, H, u) \in \mathbb{F}^{m \times n} \times \mathbb{F}^{n \times n} \times \mathbb{F}^n$ such that $\alpha \leq \min(m, n)$ and $\nabla_{Z_{m,n}^{\alpha}}(A) = GH^\ell$ and $u^i = e_{m,m}^\ell A$ (the last row of $A$).

**Output:** $(\ell, Y, Z, v) \in \mathbb{N} \times \mathbb{F}^{\ell \times \alpha} \times \mathbb{F}^{\ell \times \alpha} \times \mathbb{F}^\ell$ such that $\ell$ is the order of the largest leading principal submatrix $A_\ell$ of $A$ having generic rank profile, $Y = -A_\ell^{-1}G_\ell$, $Z = A_\ell^{-1}H_\ell$ and $v = A_\ell^{-1}e_{\ell,1}$ (the first row of $A_\ell^{-1}$).

if $\min(m, n) < 2\alpha$ then
  compute $A$ explicitly and then deduce $\ell, Y, Z, v$.
else
  $m_1 := \lfloor m/2 \rfloor$; $m_2 := \lfloor m/2 \rfloor$; $n_1 := \lfloor n/2 \rfloor$; $n_2 := \lceil n/2 \rceil$
  $(\ell_1, \ell_1, Z_{11}, Y_{11}, v_{11}) := \text{largest\_rec}(G_1, H_1, u_{11})$
  if $\ell_1 < \min(m_1, n_1)$ then
    $(\ell, Y, Z, v) := (\ell_1, Y_{11}, Z_{11}, v_{11})$
  else
    $G_5 := G_2 + A_{21}Y_{11}$; $H_5 := H_2 - A_{12}^T Z_{11}$
    $u_5 := u_{22} - A_{21}^T A_{12}^T u_{21}$
    if the $(1, 1)$ element of $S$ is zero then
      $(\ell, Y, Z, v) := (\ell_1, Y_{11}, Z_{11}, v_{11})$
    else
      $(\ell_5, Y_5, Z_5, u_5) := \text{largest\_rec}(G_5, H_5, u_5)$
      $\ell := \ell_1 + \ell_5$
      $Y := \begin{bmatrix} Y_{11} & (A_1^{-1} A_{12}) Y_5 \\ Y_5 \end{bmatrix}$, $Z := \begin{bmatrix} Z_{11} & (A_1^{-T} A_{21}^T) Z_5 \\ Z_5 \end{bmatrix}$
      $w := -S^{-T} A_{12}^T v_{11}$; $v := \begin{bmatrix} v_{11} - A_{11}^{-T} A_{21}^T w \\ w \end{bmatrix}$
  return $(\ell, Y, Z, v)$.

**Fig. 4.** Algorithm $\text{largest\_rec}$. Here $A_\ell \in \mathbb{F}^{\ell \times \ell}$ denotes the largest leading principal submatrix of $A$ whose rank profile is generic, and $G_\ell$ and $H_\ell$ are the $\ell \times \alpha$ submatrices consisting of the first $\ell$ rows of $G$ and $H$, respectively.

with $i_0 \in \mathbb{N}$ such that $\alpha \leq m/2^{i_0} < 2\alpha$, that is, $i_0 = \lfloor \log(m/\alpha) \rfloor$. Defining $\overline{\alpha} = 2^{\lceil \log(\alpha) \rceil}$, we have $\alpha \in (\overline{\alpha}/2, \overline{\alpha})$, which implies $m/\alpha \in [m/\overline{\alpha}, 2m/\overline{\alpha}]$ and thus, since $m$ is an integer power of two,

$$2^{i_0} = m/\overline{\alpha}.$$  

Besides, $m/(2^{i_0+1}) < m/(2\overline{\alpha})$, which by assumption on $M'_{\text{mat}}$ implies

$$M'_{\text{mat}} \left( \frac{m}{2^{i_0 + 1}}, \alpha \right) = O\left( M'_{\text{mat}} \left( \frac{m}{2\overline{\alpha}}, \alpha \right) \right).$$

Third, $\alpha^\omega = O(M'_{\text{mat}}(1, \alpha))$. Consequently, for some constant $c_1$,

$$C(m, \alpha) \leq c_1 \cdot \sum_{i=0}^{\log(m/\overline{\alpha})} 2^i M'_{\text{mat}} \left( \frac{m}{2^{i+1}}, \alpha \right).$$

Now, $\alpha \leq \overline{\alpha}$ implies $m/\overline{\alpha} \leq m/\alpha \leq m/\overline{\alpha}$, where $m/\overline{\alpha}$ denotes the smallest integer power of two greater than or equal to $m/\alpha$. Hence $\log(m/\overline{\alpha}) \leq \log(m/\alpha)$ and $M'_{\text{mat}} \left( 2^{-i_m/\overline{\alpha}} \right) = O(M'_{\text{mat}} \left( 2^{-i_m/\alpha} \right))$ by assumption on $M'_{\text{mat}}$, so that the sum in the above bound on $C(m, \alpha)$ is in $O(M''_{\text{mat}}(m/\alpha, \alpha))$, as announced. □
Algorithm largest$(G, H, u)$

**Input:** $(G, H, u) \in \mathbb{F}^{m \times \alpha} \times \mathbb{F}^{n \times \alpha} \times \mathbb{F}^n$ such that $\alpha \leq \min(m, n)$ and $\nabla_{Z_{m,0} \times Z_{n,0}}(A) = GH^t$ and $u^t = e_{m,m}^t A$ (the last row of $A$).

**Output:** $(\ell, Y, Z, v) \in \mathbb{N} \times \mathbb{F}^{\ell \times \alpha} \times \mathbb{F}^{\ell \times \alpha} \times \mathbb{F}^\ell$ such that $\ell$ is the order of the largest leading principal submatrix $A_\ell$ of $A$ having generic rank profile, $Y = -A_\ell^{-1} G_\ell$, $Z = A_\ell^{-1} H_\ell$ and $v = A_\ell^{-1} e_{\ell,1}$ (the first row of $A_\ell^{-1}$).

$
\overline{p} := 2^{\left\lceil \log_2(\max(m, n)) \right\rceil}
$

compute $\overline{\pi} \in \mathbb{N}$, $\overline{G}, \overline{H} \in \mathbb{F}^{p \times \overline{\pi}}$, and $\overline{\pi} \in \mathbb{F}^p$ such that:

- $(\overline{G}, \overline{H}, \overline{\pi})$ is a $\nabla_{Z_{p,0} \times Z_{p,0}}$-generator of length $\overline{\pi}$ of $\overline{A} = [A 0] \in \mathbb{F}^{p \times \overline{\pi}}$;
- $\alpha \leq \overline{\pi} \leq \min(\alpha + 2, \overline{p})$;
- $\overline{G} = [G *]$ and $\overline{H} = [H *]$;
- $\overline{\pi}^t$ is the last row of $\overline{A}$.

$(\ell, \nabla, Z, v) := \text{largest-rec}(\overline{G}, \overline{H}, \overline{\pi})$

$Y := \nabla^{\alpha, \alpha}$; $Z := Z^{\alpha, \alpha}$.

return $(\ell, Y, Z, v)$.

**Fig. 5.** Algorithm largest. Here $A_\ell \in \mathbb{F}^{\ell \times \ell}$ denotes the largest leading principal submatrix of $A$ whose rank profile is generic, and $G_\ell$ and $H_\ell$ are the $\ell \times \alpha$ submatrices consisting of the first $\ell$ rows of $G$ and $H$, respectively.

**Lemma 37.** Let $p = \max(m, n)$. Algorithm largest works correctly in time $O \left( \mathcal{O}_{\text{mat}} \left( \frac{p}{\alpha}, \alpha \right) \right)$.

**Proof.** Let us show first how to generate the augmented matrix $\overline{A}$. If $p = m = n$, then $\overline{A} = A$ and it suffices to take $\overline{\pi} = \alpha$, $\overline{G} = G$, and $\overline{H} = H$. If $p = n > m$ then $\nabla_{Z_{p,0} \times Z_{n,0}}(A) = GH^t$ leads to the following generator of length $\overline{\pi} := \alpha + 1$:

$$
\nabla_{Z_{\overline{p},0} \times Z_{\overline{p},0}}(A) = \overline{G} \overline{H}^t, \quad \overline{G} = \begin{bmatrix} G & e_{\overline{p}-m,1} \end{bmatrix}, \quad \overline{H} = \begin{bmatrix} H & u \end{bmatrix};
$$

the range constraint on $\overline{\pi}$ is satisfied, since $\alpha \leq \min(m, n) = m < n = \overline{p}$, and, on the other hand, the upper left corners of $\overline{G}$ and $\overline{H}$ are $G$ and $H$, respectively. Proceeding similarly when $p = m > n$, we take

$$
\overline{\pi} = \alpha + 1, \quad \overline{G} = \begin{bmatrix} G & -u' \end{bmatrix}, \quad \overline{H} = \begin{bmatrix} H & e_{\overline{p}-n,1} \end{bmatrix},
$$

where $u'$ is the last column of $A$ and can be obtained in time $O(\alpha M(\overline{p}))$. It remains to handle the case $\overline{p} > \max(m, n)$, where $A$ is bordered by both some zero rows and some zero columns. In this case, we deduce from $\nabla_{Z_{p,0} \times Z_{n,0}}(A) = GH^t$ that a $\nabla_{Z_{\overline{p},0} \times Z_{\overline{p},0}}$-generator of length $\alpha + 2$ of $\overline{A}$ is given by

$$
\overline{G} = \begin{bmatrix} G & e_{\overline{p}-m,1} & -u' \end{bmatrix}, \quad \overline{H} = \begin{bmatrix} H & u & e_{\overline{p}-n,1} \end{bmatrix}.
$$

Again, it is clear that the upper left corners of $\overline{G}$ and $\overline{H}$ are $G$ and $H$, respectively. Furthermore, if $\overline{p} \geq \alpha + 2$, we can take $\overline{\pi} = \alpha + 2$; otherwise, since $\overline{p} > \max(m, n) \geq$
min(m,n) ≥ α, we are in the situation where \( \bar{p} = \alpha + 1 \) and \( m = n = \alpha \). In this case we shall proceed as follows to reduce the generator length from \( \alpha + 2 \) to \( \alpha + 1 \) while ensuring that \( G \) and \( H \) are in the upper left corners of the new generator matrices: the matrices \( \mathcal{G} \) and \( \mathcal{H} \) defined above have dimensions \( (\alpha + 1) \times (\alpha + 2) \) and are given by

\[
\mathcal{G} = \begin{bmatrix} G & -u' \\ 1 & 0 \end{bmatrix} \quad \text{and} \quad \mathcal{H} = \begin{bmatrix} H' \\ u' \\ 1 \end{bmatrix};
\]

since \( G \) is \( \alpha \times \alpha \), we can deduce from \( G \) and \( u' \) a vector \( u'' \in \mathbb{F}^\alpha \) such that \( Gu'' = u' \) in time \( O(\alpha \omega) \); then, using the fact that \( E = \begin{bmatrix} I_{\alpha} & u'' \\ 1 & 1 \end{bmatrix} \Rightarrow GE = \begin{bmatrix} G & 0 \\ 0 & 0 \end{bmatrix} \) and \( E^{-1}H' = \begin{bmatrix} H' \\ u' \\ -u'' \\ 1 \end{bmatrix} \), we conclude that a suitable \( \nabla_{2,\mathcal{G},u''}^{\alpha} \)-generator of \( \mathcal{A} \) is obtained by taking the first \( \alpha + 1 =: \alpha \) columns of \( GE \) and \( HE^{-1} \). Finally, obtaining the vector \( u \) is free, since the last row of \( \mathcal{A} \) is either the last row of \( A \) (which is part of the input) or the zero row. To summarize, we can always find a suitable generator \( (G, H, u) \) of the augmented matrix \( \mathcal{A} \) in time \( O(\alpha M(\bar{p}) + \alpha^\omega) \), that is, since \( \bar{p} < 2p \) and \( \alpha \leq p \),

\[
O(\alpha M(p) + \alpha^\omega - 1 p).
\]

Since \( \bar{p} \leq p \) and \( p \) is a power of two, Lemma 36 implies that the output \( (\ell, Y, Z, v) \) of \( \text{largest\_rec} \) is obtained in time

\[
O(\mathcal{M}_{\text{max}}^\alpha(\bar{p}/p, p/\alpha))
\]

and satisfies the following: \( \ell \) is the size of the largest leading principal submatrix of \( A \) having generic rank profile; furthermore, denoting this matrix by \( A_\ell \), we have \( v' \) equal to the first row of \( A_\ell^{-1} \) and \( Y = -A_\ell^{-1}G_\ell \) and \( Z = -A_\ell^{-1}H_\ell \) with \( G_\ell \) and \( H_\ell \) the \( \ell \times \bar{p} \) submatrices consisting of the first \( \ell \) rows of \( G \) and \( H \). Since \( G \in \mathbb{F}^{m \times \alpha} \) and \( H \in \mathbb{F}^{n \times \alpha} \) are in the upper left corners of \( G \) and \( H \) and since \( \ell \leq \min(m,n) \), we deduce that

\[
\mathcal{G}_\ell = [G_\ell \ast] \quad \text{and} \quad \mathcal{H}_\ell = [H_\ell \ast].
\]

Consequently, by keeping only the first \( \alpha \) columns of each of \( \mathcal{Y} \) and \( \mathcal{Z} \), we obtain the matrix pair \( (Y, Z) \) such that

\[
Y = -A_\ell^{-1}G \quad \text{and} \quad Z = -A_\ell^{-1}H_\ell.
\]

This concludes the proof of correctness. For the cost, note that the smallest integer power of two greater than or equal to \( \bar{p}/\alpha \) is less than \( 4p/\alpha \) and, on the other hand, and that \( \bar{p} = O(\alpha) \). Hence \( \mathcal{M}_{\text{mat}}(\bar{p}/\alpha, \alpha) = O(\mathcal{M}_{\text{mat}}(p/\alpha, \alpha)) \), and the latter expression dominates over the term in \( O(\alpha M(p) + \alpha^\omega - 1 p) \).

**Lemma 38.** Let \( p = \max(m,n) \). Algorithm \( \text{lp\_inv} \) works correctly in time

\[
O \left( \mathcal{M}_{\text{mat}} \left( \frac{p}{\alpha}, \alpha \right) \right).
\]
Algorithm lp_inv(G, H, u)

Input: (G, H) ∈ ℙm×n × ℙn×α such that α ≤ min(m, n) and \( \nabla_{z_{m,0},z_{0}}(A) = GH^t \);
\( u ∈ ℙ^n \) such that \( u^t = e_{m,0}^t A \) (the last row of A).
Output: \( (r, Y, Z, v) \) such that \( r = \text{rank}(A) \), \( (Y, Z) = (-A_r^{-1} G_r, A_r^{-1} H_r) \), and \( v = A_r^{-1} e_{r,1} \) (the first row of \( A_r^{-1} \)) if \( A \) has generic rank profile, and \( r = "failure" \) otherwise.

\[
(ℓ, Y_ℓ, Z_ℓ, ν_ℓ) := \text{largest}(G, H, u), \quad G_ℓ := G_{22} + A_{21} Y_ℓ; \quad H_ℓ := H_2 - A_{12}^t Z_ℓ
\]
\( u_ℓ := u_{22} - A_{12}^t A_r^{-1} u_{21} \)
\( r_0 := \text{rank}([G_ℓ e_{m-ℓ,1}][H_ℓ u_ℓ]^t) \)
if \( r_0 = 0 \) then
\( (r, Y, Z, v) := (ℓ, Y_ℓ, Z_ℓ, ν_ℓ) \)
else
\( (r, Y, Z, v) := ("failure", *, *, *) \)
return \( (r, Y, Z, v) \).

Fig. 6. Algorithm lp_inv. Here \( r \) denotes the (unknown) rank of \( A \), and \( A_r \) is the \( r \times r \) matrix consisting of the first \( r \) rows and columns of \( A \). Similarly, \( G_r \) and \( H_r \) are the \( r \times α \) matrices consisting of the first \( r \) rows of \( G \) and \( H \), respectively.

Proof. By Lemma 37, the call to largest yields \( (ℓ, Y_ℓ, Z_ℓ, ν_ℓ) \) such that \( ℓ \) is the order of the largest leading principal submatrix of \( A \) having generic rank profile, \( Y_ℓ = -A_r^{-1} G_ℓ, Z_ℓ = A_r^{-1} H_ℓ \), and \( ν_ℓ = A_r^{-1} e_{r,1} \). Thanks to the special shape of the matrices \( Y_ℓ \) and \( Z_ℓ \), we can check as in [16] that the expressions for \( G_ℓ, H_ℓ, u_ℓ \) lead to a \( \nabla_{z_{m-ℓ,1},z_{n-ℓ,0}} \)-generator of length \( α + 1 \) of the Schur complement \( S = A_{22} - A_{21} A_r^{-1} A_{12} \):

\[
\nabla_{z_{m-ℓ,1},z_{n-ℓ,0}}(S) = [G_ℓ e_{m-ℓ,1}][H_ℓ u_ℓ]^t.
\]

Now, since both \( \nabla_{z_{m-ℓ,1},z_{n-ℓ,0}} \) and \( A_ℓ \) are invertible,

\[
r_0 := \text{rank}(\nabla_{z_{m-ℓ,1},z_{n-ℓ,0}}(S)) = 0 \iff S = 0 \iff ℓ = \text{rank}(A).
\]

Correctness then follows, since \( ℓ = \text{rank}(A) \) if and only if \( A \) has generic rank profile.

To bound the cost, recall first from Lemma 37 that \( ℓ, Y_ℓ, Z_ℓ, ν_ℓ \) are computed in time \( O(\mathcal{M}_{\text{mat}}(p/α, α)) \). Then we can obtain \( G_ℓ \) in time \( O(\mathcal{M}_{\text{mat}}(p/α, α)) \) by evaluating the product \( A_{21} Y_ℓ \) as follows. Defining \( \overline{A}_{21} = [0_{n,m}] ∈ ℙ_{n×m} \) and \( \overline{Y}_ℓ = [\nu_ℓ] ∈ ℙ_{n×α} \), we can deduce from \( G, H, u \) a \( \nabla_{z_{m,1},z_{n,0}} \)-generator \( (\overline{G}_{21}, \overline{H}_{21}) \) of length \( α + 2 \) of \( \overline{A}_{21} \) in time \( O(α M(p)) \). Writing \( \overline{A}_{21} = \overline{A}_{21}^t + \overline{A}_{21}^t \) with \( \overline{A}_{21} \) of displacement rank \( α ≤ \min(m, n) \) and \( \overline{A}_{21}^t \) of displacement rank \( 2 \), we can evaluate \( \overline{A}_{21} \overline{Y}_ℓ \) in time \( O(\mathcal{M}_{\text{mat}}(z_{m,1}, z_{n,0}, α, α) + O(α M(p))) \), which by Theorem 2 is in \( O(\mathcal{M}_{\text{mat}}(p/α, α) + α M(p)) \). It remains to extract \( A_{21} Y_ℓ \) from \( \overline{A}_{21} \overline{Y}_ℓ = [A_{21}^t Y_ℓ] \) and to add it to \( G_2 \), for an overhead of \( O(α p) \). Since \( α M(p) = O(\mathcal{M}_{\text{mat}}(p/α, α)) \), we have thus obtained \( G_ℓ \) in time \( O(\mathcal{M}_{\text{mat}}(p/α, α)) \). The same cost bound can be derived for the matrix \( H_ℓ \) and, on the other hand, the cost bound \( O(α M(p)) \) applies to the computation of \( u_ℓ \) and follows from computing a generator of length \( O(α) \) of \( A_{12}^t A_r^{-t} \) and then multiplying by and subtracting from a vector. Finally, given \( G_ℓ \), \( H_ℓ \), \( u_ℓ \), the rank \( r_0 \) can be deduced in time \( O(α^{α-1}p) \). The conclusion for the cost then follows from the fact that \( α^{α-1}p \) and \( \mathcal{M}_{\text{mat}}(p/α, α) \) are both in \( O(\mathcal{M}_{\text{mat}}(p/α, α)) \).
6.3. Generating inverses and solving linear systems. We conclude by showing how to apply algorithm \texttt{lp inv} from the previous section to our initial problems \texttt{inv(L, \alpha)} and \texttt{solve(L, \alpha)}. This corresponds to algorithms \texttt{inv} and \texttt{solve} given in Figures 7 and 8.

<table>
<thead>
<tr>
<th>Algorithm \texttt{inv}(G, H, S)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> ((G, H) \in \mathbb{F}^{m \times \alpha} \times \mathbb{F}^{m \times \alpha}) such that (\alpha \leq m) and (\nabla_{Z_{m,0},Z_{m,1}}(A) = GH^t), and a finite subset (S \subset \mathbb{F}).</td>
</tr>
<tr>
<td><strong>Output:</strong> if not “failure”, then ((Y, Z) = (-A^{-1}G, A^{-1}H)) or “A is singular”.</td>
</tr>
</tbody>
</table>

Choose the entries of \(r_1, r_2 \in \mathbb{F}^{m-1}\) uniformly at random from \(S\),

\[v_1 := [1 \mid r_1]^t, \quad v_2 := [1 \mid r_2]^t\]

\((G, H, \tilde{u}) := \text{precond}(G, H, v_1, v_2)\)

\((r, \tilde{Y}, \tilde{Z}, \ast) := \text{lp inv}(G, H, \tilde{u})\)

If \(r \not\in \{0, 1, \ldots, m\}\) then \(\text{return “failure”}\)

Else

If \(r = m\) then

\[Y := U(v_2)^t \tilde{Y}^{+\alpha}; \quad Z := U(v_1)^t \tilde{Z}^{+\alpha}\]

return \((Y, Z)\)

Else

return “A is singular”

| Fig. 7. Algorithm \texttt{inv}. |

**Theorem 39.** Algorithm \texttt{inv} works correctly in time \(O\left(\mathcal{M}'_{\text{mat}} \left(\frac{m}{\alpha}, \alpha\right)\right)\). It makes \(2m - 2\) random choices in \(\mathbb{F}\) and fails with probability less than \(1/2\) if \(|S| \geq 2m(m+1)\).

**Proof.** By applying Lemma 35 to the case \(m = n\), we see that \(\tilde{u}^{t}\) is the last row of \(\tilde{A} = U(v_1)AU(v_2)^t\) and that \(\tilde{G}\) and \(\tilde{H}\) are \(m \times (\alpha + 4)\) matrices such that

\[Z_{m,0} \tilde{A} - \tilde{A} Z_{m,0} = \tilde{G}H^t, \quad \tilde{G}^{+\alpha} = U(v_1)G, \quad \tilde{H}^{+\alpha} = U(v_2)H.\]

If \(r \not\in \{0, 1, \ldots, m\}\) then \(r = “failure”, and this is what we return. Assume now that \(r \in \{0, 1, \ldots, m\}\). In this case, preconditioning has ensured that \(\hat{A}\) has generic rank profile. The number \(r\) produced by \texttt{lp inv} thus satisfies \(r = \text{rank}(\hat{A}) = \text{rank}(A)\), and \(A\) is singular if and only if \(r \neq m\). When \(r = m\), we have \(\hat{A} = A_r\), so the matrices \(\tilde{Y}\) and \(\tilde{Z}\) produced by \texttt{lp inv} satisfy \(\tilde{Y} = -\hat{A}^{-1}\tilde{G}\) and \(\tilde{Z} = \hat{A}^{-1}\tilde{H}\). Using the special shape of the first \(\alpha\) columns of \(\tilde{G}\) and \(\tilde{H}\), we conclude that the returned matrices \(Y\) and \(Z\) are \(-A^{-1}G\) and \(A^{-1}H\), as wanted. (Note that although it is produced by \texttt{lp inv}, the first row of the inverse of \(A_r\) is not needed here and denoted by \(\ast\); we will need it, however, when solving linear systems at the end of this section.)

Applying Lemmas 35 and 38 with \(p = m\) shows that the cost of calling \texttt{precond} and \texttt{lp inv} is \(O(\alpha \mathcal{M}(m) + \mathcal{M}'_{\text{mat}}(m/\alpha, \alpha))\); on the other hand, the Toeplitz structure of \(U(v_1)\) and \(U(v_2)\) implies that \(Y\) and \(Z\) can be deduced in time \(O(\alpha \mathcal{M}(m))\) from \(v_1, v_2, \tilde{Y}, \text{ and } \tilde{Z}\). Writing \(\overline{\alpha}\) and \(m/\alpha\) for the smallest integer powers of two greater than or equal to \(\alpha\) and \(m/\alpha\), we have \(\mathcal{M}'_{\text{mat}}(m/\alpha, \alpha) \geq \mathcal{M}'_{\text{mat}}(m/\alpha, \alpha) \geq \pi \mathcal{M}(\overline{\alpha}, \overline{m/\alpha}, 1) = \pi \mathcal{M}(\overline{\alpha} \cdot m/\alpha) \geq \alpha \mathcal{M}(m)\), from which the claimed cost bound follows.
Finally, by Lemma 35, the preconditioned matrix $\tilde{A}$ has generic rank profile with probability $P \geq 1 - \text{rank}(A) \cdot (\text{rank}(A) + 1)/|S|$. Since $\text{rank}(A) \leq m$, we have $P \geq 1 - m(m + 1)/|S|$, so that $|S| \geq 2m(m + 1)$ implies $P \geq 1/2$.

For solving $Ax = b$, we work on the equivalent (preconditioned) system $\tilde{A}\tilde{x} = \tilde{b}$ such that $\tilde{A} = \mathbb{U}(v_1)\mathbb{A}\mathbb{U}(v_2)^t$ and $\tilde{b} = \mathbb{U}(v_1)b$, for which any solution $\tilde{x}$ yields a solution $x = \mathbb{U}(v_2)^t\tilde{x}$. Algorithm $\text{solve}$ in Figure 8 uses the following notation: writing as before $r$ for the rank of $A$, we partition $\tilde{A}$ and $\tilde{b}$ into blocks as

$$\tilde{A} = \begin{bmatrix} \tilde{A}_{r, r} & \tilde{A}_{1, r} \\ \tilde{A}_{2, r} & \tilde{A}_{21} \tilde{A}_{12} \end{bmatrix}, \quad \tilde{b} = \begin{bmatrix} \tilde{b}_1 \\ \tilde{b}_2 \end{bmatrix}$$

with $\tilde{A}_{12} \in \mathbb{F}^{r \times (n-r)}$, $\tilde{A}_{21} \in \mathbb{F}^{(m-r) \times r}$, $\tilde{b}_1 \in \mathbb{F}^r$ and $\tilde{b}_2 \in \mathbb{F}^{m-r}$.

Algorithm $\text{solve}(G, H, b, S)$

$\text{Input:}$ $(G, H) \in \mathbb{F}^{m \times n} \times \mathbb{F}^{m \times m}$ such that $\alpha \leq \min(m, n)$ and $\nabla_{\eta_0, \alpha}(A) = GH$, $b \in \mathbb{F}^m$, and a finite subset $S \subseteq \mathbb{F}$.

$\text{Output:}$ if not “failure”, then a nontrivial solution $x \in \mathbb{F}^n$ to $Ax = b$ or “no solution exists.”

choose the entries of $r_1 \in \mathbb{F}^{m-1}$ and $r_2 \in \mathbb{F}^{n-1}$ uniformly at random from $S$

$v_1 := [1 | r_1]^t$; $v_2 := [1 | r_2]^t$

$(\tilde{G}, \tilde{H}, \tilde{u}) := \text{precond}(G, H, v_1, v_2)$

$(r, \tilde{Y}, \tilde{Z}, \tilde{v}) := \text{lp}_{\text{inv}}(\tilde{G}, \tilde{H}, \tilde{u})$

if $r \notin \{0, 1, \ldots, m\}$ then

return “failure”

else

$$\begin{bmatrix} \tilde{b}_1 \\ \tilde{b}_2 \end{bmatrix} := \mathbb{U}(v_1)b$$

$$\tilde{x}_1 := \tilde{A}_{12}^{-1}\tilde{b}_1$$

if $\tilde{A}_{21}\tilde{x}_1 = \tilde{b}_2$ then

$$\tilde{x} := \begin{bmatrix} \tilde{x}_1 + \tilde{A}_{12}^{-1}\tilde{A}_{12} \tilde{e}_{n-r,1} \\ \tilde{e}_{n-r,1} \end{bmatrix}$$

$$x := \mathbb{U}(v_2)^t\tilde{x}$$

return $x$

else

return “no solution exists”

Figure 8. Algorithm $\text{solve}$.

Theorem 40. Algorithm $\text{solve}$ works correctly in time $O(\mathcal{M}_{\text{mat}}(\mathbb{F}, \alpha))$ with $p = \max(m, n)$. It makes $m + n - 2$ random choices in $\mathbb{F}$ and fails with probability less than $1/2$ if $|S| \geq 2q(q+1)$ with $q = \min(m, n)$.

Proof. Recalling that $Ax = b$ is equivalent to $\tilde{A}\tilde{x} = \tilde{b}$ with $\tilde{A} = \mathbb{U}(v_1)\mathbb{A}\mathbb{U}(v_2)^t$, $\tilde{x} = \mathbb{U}(v_2)^t \tilde{x}$ and $\tilde{b} = \mathbb{U}(v_1)b$, we see that the algorithm begins by generating the matrix $\tilde{A}$. If $r \in \{0, 1, \ldots, m\}$, then $\tilde{A}$ has generic rank profile and thus $r = \text{rank}(\tilde{A}) = \text{rank}(A)$. This implies $\tilde{A}_{22} - \tilde{A}_{21}\tilde{A}_{12}^{-1}\tilde{A}_{12} = 0$ and, partitioning $\tilde{b}$ conformally with $\tilde{A}$,
we deduce that the linear system $\tilde{A}\tilde{x} = \tilde{b}$ is equivalent to

$$
\begin{bmatrix}
\tilde{A}_r & \tilde{A}_{12} \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
\tilde{x} \\
0
\end{bmatrix} =
\begin{bmatrix}
I_r & 0 \\
-\tilde{A}_{21}\tilde{A}_r^{-1} & I_{m-r}
\end{bmatrix}
\begin{bmatrix}
b_1 \\
b_2
\end{bmatrix}.
$$

If $b_2$ is such that $-\tilde{A}_{21}\tilde{x}_1 + b_2 \neq 0$ for $\tilde{x}_1 = \tilde{A}_r^{-1}b_1$, then no solution exists. Else, it is easily checked that any vector of the form

$$
\tilde{x}(v) = \begin{bmatrix} \tilde{x}_1 + \tilde{A}_r^{-1}\tilde{A}_{12}v \\ -v \end{bmatrix}
$$

with $v \in \mathbb{F}^{n-r}$ is a solution to $\tilde{A}\tilde{x} = \tilde{b}$; furthermore, taking $v = e_{n-r,1} \neq 0$ when $n - r > 0$ ensures that this solution is nontrivial. Pre-multiplying this solution by $U(v_2)^{\dagger}$ then yields a nontrivial solution to the original system, so correctness follows.

By Lemmas 35 and 38, calling precondition and $\text{precond}$ and $\text{lp}\_\text{inv}$ uses $O(\alpha M(p) + M\_\text{mat}(p/\alpha, \alpha))$ operations in $\mathbb{F}$. Then, since $U(v_1)$ and $U(v_2)$ are Toeplitz matrices, we can deduce $b = U(v_1)b$ and $x = U(v_2)^{\dagger}x$ from $v_1$, $v_2$, $b$, $x$ in time $O(\alpha M(p))$. Finally, given the generators $(G, H, \tilde{v})$ and $(Y, Z, \tilde{v})$ of $\mathcal{A}$ and $\mathcal{A}_r^{-1}$, we can generate the submatrices $\tilde{A}_{12}$ and $\tilde{A}_{21}$ and perform the matrix-vector products $\tilde{A}_r^{-1}b_1$, $\tilde{A}_{21}\tilde{x}_1$, and $\tilde{A}_r^{-1}\tilde{A}_{12}e_{n-r,1}$ in time $O(\alpha M(p))$. Recalling that $\alpha M(p) \leq M\_\text{mat}(p/\alpha, \alpha)$, we conclude that the total cost is thus in $O(M\_\text{mat}(p/\alpha, \alpha))$.

The probability analysis is the same as for inversion. \hfill \qed

Remark. If one wants to sample uniformly the solution manifold of $A x = b$, then it suffices to replace the unit vector $e_{n-r,1}$ in algorithm solve by a vector $r_3 \in \mathbb{F}^{n-r}$ whose entries are selected uniformly at random from the subset $S$. This way of constructing $x$ corresponds to the technique introduced by Kaltofen and Saunders in [21, Theorem 4], but requires only $n - r$ additional random choices instead of $n$.
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Appendix A. Proof that $L(A)$ and $L'(A^{-1})$ have the same rank for $L$ and $L'$ as in (1). Consider first the Sylvester case, where $L(A) = MA - AN$ and $L'(A^{-1}) = NA^{-1} - A^{-1}M$. If $L(A) = GH^t$, then pre- and post-multiplying both sides of this equality by $A^{-1}$ gives $A^{-1}M - NA^{-1} = A^{-1}GH^tA^{-1}$, so that $L'(A^{-1})$ equals $-A^{-1}G(A^{-1}H)^t$ and thus has the same rank as $L(A)$.

Consider now the Stein case, where $L(A) = A - MAN$ and $L'(A^{-1}) = A^{-1} - NA^{-1}M$. Defining the matrix

$$B = \begin{bmatrix} A & M \\ N & A^{-1} \end{bmatrix},$$

we have

$$\begin{bmatrix} I & -MA \\ I & -AN \end{bmatrix} B \begin{bmatrix} I & -A^{-1}M \\ I & -NA^{-1} \end{bmatrix} = \text{diag} (A - MAN, A^{-1})$$

and

$$\begin{bmatrix} I & -NA^{-1} \\ I & -AN^{-1} \end{bmatrix} B \begin{bmatrix} I & -A^{-1}M \\ I & -NA^{-1} \end{bmatrix} = \text{diag} (A, A^{-1} - NA^{-1}M).$$

Since the four matrices applied to $B$ are invertible, we deduce that

$$\text{rank}(B) = \text{rank}(A - MAN) + \text{rank}(A^{-1}) = \text{rank}(A) + \text{rank}(A^{-1} - NA^{-1}M).$$

Using $\text{rank}(A) = \text{rank}(A^{-1})$, we see again that $L(A)$ and $L'(A^{-1})$ have the same rank.

Appendix B. Proof of Lemma 18. Fix $i$ and $j$. For all $\ell \geq 1$, [35, Theorem 4.7] gives

$$A'_{i,j} - M^\ell_{P_i} A'_{i,j} (M^\ell_{Q_j})^t = \sum_{k \leq \alpha} K(M_{P_i}, g_{i,k}, \ell) K(M_{Q_j}, h_{j,k}, \ell)^t$$

with $K(M_{P_i}, g_{i,k}, \ell)$ and $K(M_{Q_j}, h_{j,k}, \ell)$ as in the proof of Lemma 15. Writing $Q_j = q_{j,0} + \ldots + q_{j,n_j} a^{n_j}$, and multiplying the former equality on the left by $q_j \ell M^\ell_{P_i}$, we get, for $1 \leq \ell \leq n_j$,

$$q_j \ell M^\ell_{P_i} A'_{i,j} - q_j \ell M^\ell_{P_i} A'_{i,j} (M^\ell_{Q_j})^t$$

$$= \sum_{k \leq \alpha} M^\ell_{P_i} q_j \ell K(M_{P_i}, g_{i,k}, \ell) q_j \ell M^\ell_{Q_j} h_{j,k} \ell K(M_{Q_j}, h_{j,k}, n_j)^t$$

$$= \sum_{k \leq \alpha} K(M_{P_i}, g_{i,k}, n_j) J_{n_j} q_j \ell \mathbb{J}_{\ell,n_j} K(M_{Q_j}, h_{j,k}, n_j)^t,$$

since the last $\ell$ columns of $K(M_{P_i}, g_{i,k}, n_j)$ are precisely $M^\ell_{P_i} q_j \ell K(M_{P_i}, g_{i,k}, \ell)$; note that the equality also holds for $\ell = 0$. Summing over all $\ell = 0, \ldots, n_j$, and using the fact that $Q_j(M^\ell_{Q_j}) = 0$, we deduce

$$\tilde{Q}_j (M_{P_i}) A'_{i,j} = \sum_{k \leq \alpha} K(M_{P_i}, g_{i,k}, n_j) J_{n_j} \mathbb{J}_{Q_j} K(M_{Q_j}, h_{j,k}, n_j)^t.$$

The rest of the proof now follows exactly that of Lemma 15.