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Abstract—There are numerous many-objective real-world problems in various application domains for which it is difficult or time-consuming to derive Pareto optimal solutions. In an evolutionary algorithm, variation operators such as recombination and mutation are extremely important to obtain an effective solution search. In this paper, we study a machine learning-enhanced recombination that incorporates an intelligent variable selection method. The method is based on the importance of variables with respect to convergence to the Pareto front. We verify the performance of the enhanced recombination on benchmark test problems with three or more objectives using the many-objective evolutionary algorithm AeSeH as a baseline algorithm. Results show that variable importance can enhance the performance of many-objective evolutionary algorithms.

I. INTRODUCTION

Multi-objective optimization evolutionary algorithms (MOEAs), such as NSGA-II [1], SPEA2 [2] and NCGA [3], can derive a good approximation of the set of Pareto optimal solutions (POS) on two or three objective optimization problems. However, it is difficult for MOEAs to derive an approximation of the set of POS on many-objective optimization problems (MaOPs). Recently, several many-objective optimization evolutionary algorithms (MaOEAs) have been developed, such as MOEA/D [4], NSGA-III [5] and AeSeH [6]. MaOEAs have shown better convergence of the approximation of the set of POS on many-objective test problems. Thus, it is expected that MaOEAs will contribute to solve real world problems with four and more objectives. It can be made the case that in industrial applications not all objectives have the same priority. Sometimes it is critical to find good compromises (in terms of Pareto efficiency) between a specific subset of all possible objectives. In those situations, the decision maker will be interested in speeding up the convergence towards those objectives.

In this work, our aim is to improve further the solution search ability of MaOEAs. In an evolutionary algorithm, variation operators such as recombination and mutation are extremely important for effective solution search in order to solve complex optimization problems. In ordinary MOEAs, variables that undergo recombination or mutation are usually selected randomly with respect to some user-defined probability. Thus, variables are not explicitly selected based on their contribution to improve the rank of solutions.

In [7], a machine learning-enhanced method to select variables for recombination and applied it to two-objective problems is proposed. This method uses random forest to derive variable importance (VI) according to the Pareto rank of solutions. During recombination, the values of VI are used to select the variables that should be recombined, aiming to find better solutions in the direction that improves their ranking towards the Pareto optimal front. The idea of learning about the problem while optimising it, in order to improve the solution search, is not specific to multi-objective optimisation. Instead, it belongs to the more general conceptual framework of “intelligent optimisation”. Potentially, the proposed method could be fruitful in any evolutionary scenario where solutions can be ranked according to a score, from which important search directions can be derived. Thus, we expect that MaOEAs that adopt such intelligent optimization methods could be applied to MaOPs with increased effectiveness to find solutions with good convergence.

In this work, we apply the machine learning-enhanced method proposed in [7] to optimization problems with up to six objectives optimization problems. This method uses Pareto ranking to score solutions. In many-objective problems it is well known that the number of non-dominated solutions increases exponentially with the number of objectives. Thus, in these problems it is expected a low variety of rankings in the population, which could affect the estimation of variable importance. We are interested on assessing the scalability of Pareto ranking as a score to derive variable importance on many-objective problems, and verify whether we can improve the performance of MaOEAs. We use the multi- and many-objective optimizer AeSeH as baseline algorithm. We include the proposed method into AeSeH and compare its performance with the baseline algorithm and an ideal algorithm, which knows in advance the variables related to convergence and select from them for recombination.

In the reminder, we describe variable importance in Section II, we introduce the considered algorithms in Section III, we give our experimental setup in Section IV, we report our experimental analysis in Section V, and we conclude in Section VI.

II. METHOD

We identify variables that affect Pareto improvement based on the value of variable importance. Random forest, a machine learning-based technique, is used to estimate the importance of variables in a heterogeneous data set.
learning method, can calculate the relative importance of variables in predicting the score of solutions. In this work, we use the Pareto ranking induced by non-dominated sorting [8] as the score. Then, we apply crossover to variables which are identified to affect Pareto improvements.

A. Extraction of Variable Importance

In this work, to extract variable importance, we use the random forest [9][10] implementation in R [11]. Let us define the number of trees as \( nt \) and an index of a tree as \( t_i(t = 1, 2, \ldots, nt) \). Also, let us define the combined population of parents and offspring at a given generation as the original data \( P \). To grow each tree of the forest and compute the variable importance in the tree we apply the following procedure.

1) Split randomly the original data \( P \) into learning (70\%) and testing (30\%) data. Determine the training data set for growing a tree randomly sampling from the learning data allowing duplication until picking a set with the same size as original data \( P \).

2) Grow the tree by splitting the nodes. The most discriminative variable among \( m \) randomly selected candidate variables is used to split a node.

3) Calculate the accuracy of the estimation using the testing data. We submit the variable values (input value) of the solutions in the testing data set to the tree and obtain the predicted class (Pareto rank). The learning error of the tree, denoted as \( LE^t \), is calculated by finding the mean squared error (MSE) between the predicted class and original class in the testing data set.

4) Calculate the prediction error. For each variable \( x_i, (i = 1, 2, \ldots, n) \), we permute the value of \( x_i \) among solutions in the testing data set, while keeping the other variables \( x_j, (i \neq j) \) fixed. The solutions with the permuted values of \( x_i \) are submitted to the tree to get their predicted class. Then, we measure the MSE between the predicted class and original class in the testing data set. Let us define the MSE as \( EE^t \).

5) Compute variable importance in the tree. Variable importance for each variable \( VI_i \) of a tree is calculated by the difference between learning error and prediction error of each variable.

\[
VI_i = (EE^t - LE^t).
\]

To get the overall variable importance on the forest for each variable \( VI_i \), we calculate the average of the variable importance for each variable on all trees [10][12].

\[
VI_i = \frac{1}{nt} \sum_{t=1}^{nt} VI_{i,t}.
\]

This is called mean decrease in accuracy (MDA) or permutation importance.

B. How to Guide Recombination

In general, a recombination operator selects at random some variables to recombine two parent individuals based on a probability set in advance. In this work, we select variables for recombination based on importance towards Pareto improvement. Using the result of deriving variable importance from random forest, we bias the probability to apply recombination of the variables that have larger variable importance. We consider two ways of variable selection for recombination, probabilistic and deterministic. The deterministic approach sorts the variables in the order of importance and selects the \( P_{cv} \times n \) most important ones. On the other hand, the probabilistic approach selects variables based on a probability that depends on the value of variable importance given by

\[
P_{cv} = \frac{VI_i}{\sum_{j=1}^{VI_j}},
\]

where \( P_{cv} \) is the crossover probability of the \( i \)-th variable, \( P_{cv} \) is the overall crossover probability per variable, \( VI_i \) is the estimated importance of the \( i \)-th variable, and \( n \) is the total number of variables. In this work, we adopt the deterministic approach.

III. Algorithms

The concept described in the previous section could be adopted to any EMO algorithm. In this work, we compare the performance of three algorithms as follows.

A. Baseline Algorithm (orig)

We use the Adaptive \( \epsilon \)-Sampling and \( \epsilon \)-Hood (AcSeH) [6][13] as a baseline EMO algorithm. AcSeH is a population-based multi- and many-objective elitist evolutionary algorithm. It has two important features, \( \epsilon \)-Hood method used to select parents for recombination and \( \epsilon \)- Sampling method used for survival selection. We use SBX [14] crossover as recombination operator applied with a rate \( p_c \) per individual and \( p_c \) per variable. The performance of AcSeH is similar or better than NSGA-II on different MOPs [13], and it shows good performance for many-objective optimization [6].

B. Recombination applied to Convergence-Related Variables (ideal)

Let us assume that the algorithm knows which variables are related to convergence. We modify the baseline algorithm in order to take advantage of this information, and apply recombination to the variables that determine the distance to the Pareto front. This corresponds to a cheating algorithm having a perfect knowledge of the variables that are important to get closer to the Pareto front. This algorithm is expected to show the best search ability in terms of convergence. This approach, denoted ideal, will allow us to appreciate the convergence that can be achieved with a given recombination operator that perfectly learns variable importance.

Let \( n \) be the number of variables of the problem under consideration, \( n_d \) the number of distance-related variables, \( n_p \) the number of position-related variables, and \( P_{cv} \) the probability of crossover per variable. If \( P_{cv} \times n \leq n_d \), \( P_{cv} \times n \) variables are selected randomly from the subset of distance-related variables. On the other hands, if \( P_{cv} \times n > n_d \), all distance-related variables are selected for crossover and the remaining \( P_{cv} \times n - n_d \) are selected at random from the subset of \( n_p \) position-related variables.
C. Recombination based on Variable Importance (VI)

We include the method that guides recombination into the baseline algorithm AeSeH. As described in section II-B, we obtain the estimated variable importance for Pareto improvement from the random forest statistical model and we select the variables which have high importance for recombination.

IV. EXPERIMENTAL SETTING

We use the DTLZ2 and DTLZ3 test problems [15]. Objective functions in DTLZ3 are separable and multi-modal, whereas those of DTLZ2 are separable and uni-modal. Both have a concave geometry on the optimal Pareto front. DTLZ problems have \( M - 1 \) position-related variables and \( n - (M - 1) \) distance-related variables. We set the number of objectives to \( M = 3, 4, 5, 6 \) and the total number of variables to \( n = (M - 1) + 9 \). The combination of the number of position-related variables \( n_p \) and distance-related variables \( n_d \) are set to \( (n_p, n_d) = (M - 1, 9) \).

The DTLZ2 problem can be described as follows.

\[
\begin{align*}
\text{minimize} & \quad f_1(x) = 0.5 \times g(x_M), \\
\text{minimize} & \quad f_2(x) = g(x_M) \cos (x_1 + \pi/2), \\
& \vdots \\
\text{minimize} & \quad f_M(x) = g(x_M) \cos (x_1 - \pi/2), \\
\end{align*}
\]

\(0 \leq x_1 \leq 1, \text{for } i = 1, 2, \cdots, n\)

where \( g(x_M) = \sum_{x_i \in x_M} (x_i - 0.5)^2 \).

In DTLZ2 it is not difficult to find solutions with good convergence because of its \( g \) function. In this problem, even random solutions are very close to the true POS. In this work, in addition to the conventional DTLZ2, we use a modified version of by modifying function \( g \) as follows

\[
g'(x_M) = 1000 \times \sum_{x_i \in x_M} (x_i - 0.5)^2.
\]

We denote this problem as Modified-DTLZ2. In this problem non-optimal solutions are further apart in objective space than in the original DTLZ2. The problem, however, remains separable and uni-modal.

The number of generations in the algorithms is set to 2000, and the population size is set to 100 individuals. The distribution exponents are set to \( \eta_c = 15 \) for SBX and \( \eta_m = 20 \) for polynomial mutation operator. The crossover probability per individual is set to \( P_c = 1.0 \) and the crossover probability for each variable is \( P_{cv} = 0.5 \). The mutation probability is set to \( P_m = 1/n \). We report results collected from 30 independent runs.

In the random forest procedure, we set some parameters based on the recommended value [10]. The number of trees to grow is set to 500 and the number of variables randomly sampled as candidates at each split is set to \( n/3 \). We calculate the raw mean of value decrease in accuracy for variable importance.

To evaluate the search ability of the algorithms we use an an archive that keeps all non-dominated solutions found through the generations. We calculate Generational Distance (GD) [16] to evaluate convergence of the population and Inverted Generational Distance (IGD) [17] to evaluate diversity of the population. For IGD, we use a reference set of 100,000 solutions in each problem.

V. SIMULATION RESULTS

We applied the three algorithms described in Section III to DTLZ3, DTLZ2 and Modified-DTLZ2 using 3, 4, 5 and 6 objective functions. Figure 1 shows GD (on top) and IGD (at the bottom) values obtained by the three algorithms on DTLZ3.

In the top of the graphs we indicate the number of objectives, number of variables, and the combination of position- and distance-related variables described above. The algorithms are shown in red, green and blue lines and are labeled ideal, orig and VI, respectively. Looking at Figure 1, it can be seen that ideal achieves the best GD-values through generations in all objectives. This is expected because ideal represents an algorithm with a perfect model for variables related to convergence. We can see that the method VI, which learns online what variables are important to improve convergence and emphasizes their recombination, has better GD-values than the baseline algorithm orig after 500 generations. At the 2000 generation, VI obtains significantly better GD than the orig algorithm. It also can be seen that orig has slightly better or nearly equal IGD-values than VI in all objectives.

Figure 2 shows boxplots of VI-values of the variables by VI at various generations. Results are shown for 5-objectives DTLZ3 problem. We pick snapshots after 10, 100, 500, 1000, 15000, 2000 generations. The number of generations is shown on the top of each boxplot graph. From generations 10 and 100, note that no clear difference can be seen on the values of VI between distance-related variables \( x_1 \sim x_{13} \) and position-related variables \( x_1 \sim x_4 \) at the beginning of the search. However after 500 generations, distance-related variables have larger variable importance than position-related variables. This shows that the regression model in random forest is able to correctly distinguish between distance- and position-related variables. In the evolution process of VI algorithm, the variables with a larger VI-values get a higher chance to recombine. Therefore, we can find solutions which have better convergence in objective space by giving high recombination opportunity to distance-related variables.

Figure 3 shows the size of the first front and the number of fronts in the combined population of parents and offspring. This combined population is the one submitted to random forest and used for estimation of variable importance. From these figures note that the size of the first front in VI and ideal are similar and smaller than orig after 500 generations. Likewise, the number of fronts in VI and ideal are similar and larger than orig. So VI has at least 7 fronts after 500 generation in all cases.

Figure 4 shows the GD- and IGD-values obtained by the three algorithms on DTLZ2. We can see that VI has worse or same GD- and IGD-values than orig, but ideal obtained significantly better GD-values. Figure 5 shows boxplots of VI-values for each variable by VI. Note that there is no difference
in VI-values between position- and distance-variables through all generations. This means that VI could not be learned in this problem and therefore we could not increase the chance to apply recombination to distance-variables. Looking at Figure 6, we can see that the size of the first front by VI is above 150 and greater than orig since early generations. Likewise, the number of fronts in the combined population is around 5 in three objectives and around 2 in 6 objectives, similar or smaller than orig. On the other hand, the size of front 1 in ideal is just above 100 and the number of fronts is significantly larger. We can see that the population submitted to random forest has few fronts and therefore the different ranks were too few to accurately estimate variable importance towards the Pareto optimal front.

We applied the same algorithms to Modified-DTLZ2 described in Section IV. Figure 7 shows the GD- and IGD-values obtained by the three algorithms. We can see that VI has better GD-values than orig after 500 generations on all number of objectives and approaches ideal as evolution advances on 3-, 4- and 5-objectives problems. On 6-objectives, GD-values by VI are better than orig but do not approach ideal.

Figure 8 shows boxplots of VI-value for each variable by VI on 5-objectives Modified-DTLZ2 problem. Note that after 500 generations VI of distance-related variables $x_5 \sim x_{13}$ is higher than position-related variables $x_1 \sim x_4$. Therefore, similar to DTLZ3, in this problem distance-related variables get the chance to recombine more often and convergence improves.

Figure 9 shows the size of the first front and the number of fronts in the combined population. Looking at Figure 9, we can see that the size of front 1 by VI is around 120 and similar to ideal. Note also that the number of fronts by VI on Modified-DTLZ2 is larger than in DTLZ2.

In Modified-DTLZ2 there is a more clear separation between local fronts than in DTLZ2 and the population contains solutions with a larger variety of rankings. In this case, random forest could estimate properly VI and identify distance related variables for recombination.

**VI. Conclusions**

In this work, we investigated the ability of a machine learning-enhanced method to learn variables that favor Pareto
improvements on many-objective optimization problems. This method uses random forest to perform a regression of the Pareto ranking over decision variables in order to estimate variable importance at each iteration. We compared the convergence ability of a baseline algorithm AcSeH, a version enhanced with the method that estimates variable importance, as well as an ideal version with a perfect knowledge of the variables that are important for convergence on 3, 4, 5 and 6 objective DTLZ2 and DTLZ3 test problems. In addition to DTLZ2, we also use Modified-DTLZ2 to show clearly the ability of the method. We showed that the machine learning-enhanced algorithm achieves a significantly better convergence using GD and IGD metric on DTLZ3 and modified-DTLZ2. We verified that the regression model is able to distinguish correctly between distance- and position-related variables throughout the generations based on the estimated variable importance on many-objective problems, except in the problem where it is easy to converge towards the Pareto front. Our results revealed that, in order to correctly distinguish between distance- and position-related variables, we should pay attention to the population that is submitted to random forest. If the number of ranks in the population is too small, the importance of the variable for the rank cannot be predicted accurately.

In the future, we plan to apply the machine learning-enhanced algorithm to problems with many variables, and extend the guiding method for convergence in order to guide mutation in addition to recombination. The proposed method is based on Pareto ranking. We would like also to look into alternative ways to rank the population. Moreover we need to apply the method to other algorithm because this method can be applied easily to any evolutionary algorithm.
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Fig. 7: GD(top) and IGD(bottom) on modified DTLZ2.

Fig. 8: VI on modified DTLZ2, 5 objectives.

Fig. 9: Size of Front 1 (top) and number of fronts (bottom) on modified DTLZ2.


