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1. Introduction

Let $\mathbb{F}$ be the set of floating point numbers for a fixed precision and a fixed exponent range. We will denote $\mathbb{F}_{\geq} = \{ x \in \mathbb{F} : x \geq 0 \}$. Consider an $n \times n$ matrix $M \in \mathbb{F}[^n][^n]$ with complex floating entries. The numeric eigenproblem associated to $M$ is to compute a transformation matrix $T \in \mathbb{F}[^n][^n]$ and a diagonal matrix $D \in \mathbb{F}[^n][^n]$ such that

$$D \approx T^{-1}MT.$$  

The entries of $D$ are the approximate eigenvalues and the columns of $T$ are the approximate eigenvectors of $M$. In addition, we might require that $T$ is normalized. For instance, each of the columns might have unit norm. Alternatively, the norm of the $i$-th column may be required to be the same as the norm of the $i$-th row of $T^{-1}$, for each $i$. There are several well-known algorithms for solving the numeric eigenproblem [4].

Unfortunately, (1) is only an approximate equality. It is sometimes important to have rigorous bounds for the distance between the approximate eigenvalues and/or eigenvectors and the genuine ones. More precisely, we may ask for a diagonal matrix $D_r \in (\mathbb{F}_{\geq})[^n][^n]$ and a matrix $T_r \in (\mathbb{F}_{\geq})[^n][^n]$ of radii such that there exists a matrix $T' \in \mathbb{C}[^n][^n]$ for which

$$D' = (T')^{-1}MT$$

is diagonal and

$$|D'_{i,i} - D_{i,i}| \leq (D_r)_{i,i},$$

$$|T'_{i,j} - T_{i,j}| \leq (T_r)_{i,j}$$
for all $i, j$. This task will be called the certification problem of the numeric solution $(D, T)$ to the eigenproblem for $M$.

It will be convenient to rely on ball arithmetic [6, 8], which is a systematic technique for bound computations. When computing with complex numbers, ball arithmetic is more accurate than more classical interval arithmetic [11, 1, 12, 7, 9, 15], especially in multiple precision contexts. We will write $\mathbb{B} = \mathcal{B}(\mathbb{F}[i], \mathbb{F}^\geq)$ for the set of balls $z = \mathcal{B}(z_c, z_r) = \{z \in \mathbb{C} : |z - z_c| \leq z_r\}$ with centers $z_c$ in $\mathbb{F}[i]$ and radii $z_r$ in $\mathbb{F}^\geq$. In a similar way, we may consider matricial balls $M = \mathcal{B}(M_c, M_r) \in \mathcal{B}(\mathbb{F}[i]^{n \times n}, (\mathbb{F}^\geq)^{n \times n})$: given a center matrix $M_c \in \mathbb{F}[i]^{n \times n}$ and a radius matrix $M_r \in (\mathbb{F}^\geq)^{n \times n}$, we have

$$M = \mathcal{B}(M_c, M_r) = \{M \in \mathbb{C}^{n \times n} : \forall i, j, |(M_c)_{i,j} - M_{i,j}| \leq (M_r)_{i,j}\}.$$ 

Alternatively, we may regard $\mathcal{B}(M_c, M_r)$ as the set of matrices in $\mathbb{B}^{n \times n}$ with ball coefficients:

$$\mathcal{B}(M_c, M_r)_{i,j} = \mathcal{B}((M_c)_{i,j}, (M_r)_{i,j}).$$

Standard arithmetic operations on balls are carried out in a reliable way. For instance, if $\mathbf{u}, \mathbf{v} \in \mathbb{B}$, then the computation of the product $\mathbf{u} \mathbf{v} = \mathbf{uv}$ using ball arithmetic has the property that $\mathbf{u} \mathbf{v} \in \mathbf{w}$ for any $\mathbf{u} \in \mathbb{B}$ and $\mathbf{v} \in \mathbb{B}$. Given a ball $z \in \mathbb{B}$, it will finally be convenient to write $[z] \in \mathbb{F}^\geq$ and $[z] \in \mathbb{F}^\geq$ for certified lower and upper bounds of $|z|$ in $\mathbb{F}^\geq$.

In the language of ball arithmetic, it is natural to allow for small errors in the input and replace the numeric input $M \in \mathbb{F}[i]^{n \times n}$ by a ball input $\mathcal{B}(M_c, M_r) \in \mathbb{B}^{n \times n}$. Then we may still compute a numeric solution

$$D_c \approx T_c^{-1} M_c T_c,$$  

for the eigenproblem associated to the center $M_c$. Assume that the matrices in $\mathcal{B}(M_c, M_r)$ are all diagonalizable. The generalized certification problem now consists of the computation of a diagonal matrix $D_c \in (\mathbb{F}^\geq)^{n \times n}$ and a matrix $T_c \in \mathbb{F}[i]^{n \times n}$ such that, for every $M \in \mathcal{B}(M_c, M_r)$, there exist $D \in \mathcal{B}(D_c, D_r)$ and $T \in \mathcal{B}(T_c, T_r)$ with

$$D = T^{-1} M T.$$ 

In absence of multiple eigenvalues, known algorithms for solving this problem such as [17, 14] proceed by the individual certification of each eigenvector, which results in an $O(n^3)$ running time.

Extensions to a cluster of eigenvalues and the corresponding eigenvectors have been considered in [3, 16], with similar $O(n^3)$ complexity bounds. Fixed points theorem based on interval arithmetic are used to prove the existence of a matrix with a given Jordan block in the matrix interval domain. Such an approach has been exploited for the analysis of multiple roots in [5, 13]. A test that provides an enclosing of all the eigenvalues has been proposed in [10]. Its certification relies on interval and ball arithmetics. The complexity of the test is in $O(n^3)$ but no iteration converging to the solution of the eigenproblem is described.

In this paper, we present a new algorithm of time complexity $O(n^3)$ for certifying and enclosing clusters of eigenvectors and eigenvalues in a single step. We also provide an iterative procedure that converges geometrically to clusters of solutions. This convergence is quadratic in the case of single eigenvalues. Our algorithm extends a previous algorithm from [6] to the case of multiple eigenvalues. This yields an efficient test for approximate eigenvalues in the sense of the $\alpha$-theory [2].
We recall that it is very unlikely that the numeric matrix $M_n \in \mathbb{C}^{n \times n}$ with complex floating point coefficients has multiple eigenvalues. Indeed, small perturbations of matrices with multiple eigenvalues, as induced by rounding errors, generically only have simple eigenvalues. Consequently, we may assume without loss of generality that the numeric eigenproblem (2) has a reasonably accurate solution (if necessary, we may slightly perturb $M_n$ and increase $M_r$ accordingly). Using ball arithmetic, it is straightforward to compute the matricial ball

$$B(N_c, N_r) = B(T_c, 0)^{-1} B(M_c, M_r) B(T_c, 0).$$

If our numerical algorithm is accurate, then the non-diagonal entries of $B(N_c, N_r)$ tend to be small, whence $B(N_c, N_r)$ can be considered as a small perturbation of a diagonal matrix. If we can estimate how far eigenvalues and eigenvectors of diagonal matrices can drift away under small perturbations, we thus obtain a solution to the original certification problem.

Section 2 introduces notations. In Section 3, we perform a detailed study of the eigenproblem for small perturbations $M$ of diagonal matrices. We exhibit a Newton iteration for finding the solutions. This iteration has quadratic convergence in the absence of multiple eigenvalues and is also an efficient tool for doubling the precision of a solution. However, in the case of multiple eigenvalues, the eigenproblem is ill-posed. Indeed, by a well-known observation, any vector occurs as the eigenvector of a small perturbation of the $2 \times 2$ identity matrix. The best we can hope for is to group eigenvectors with close eigenvalues together in “clusters” (see also [16]) and only require $T^{-1}MT$ to be block diagonal. For this reason, we present our Newton iteration in a sufficiently general setting which encompasses block matrices. We will show that the iteration still admits geometric convergence for sufficiently small perturbations and that the blockwise certification is still sufficient for the computation of rigorous error bounds for the eigenvalues. In Section 4, we will present explicit algorithms for clustering and the overall certification problem.

### 2. Notations

#### 2.1. Matrix norms

Throughout this paper, we will use the max norm for vectors and the corresponding matrix norm. More precisely, given a vector $v \in \mathbb{C}^n$ and an $n \times n$ matrix $M \in \mathbb{C}^{n \times n}$, we set

$$\|v\| = \max \{|v_1|, \ldots, |v_n|\}$$

$$\|M\| = \max_{\|v\|=1} \|Mv\|.$$ 

For a second matrix $N \in \mathbb{C}^{n \times n}$, we clearly have

$$\|M + N\| \leq \|M\| + \|N\|$$

$$\|MN\| \leq \|M\| \|N\|.$$ 

Explicit machine computation of the matrix norm is easy using the formula

$$\|M\| = \max \{|M_{i,1}| + \cdots + |M_{i,n}|; 1 \leq i \leq n\}. \quad (3)$$

In particular, when changing certain entries of a matrix $M$ to zero, its matrix norm $\|M\|$ can only decrease.

#### 2.2. Clustering

Assume that we are given a partition

$$\{1, \ldots, n\} = I_1 \amalg \cdots \amalg I_p.$$ 

(4)
Such a partition will also be called a clustering and denoted by \( I \). Two indices \( i, j \) are said to belong to the same cluster if there exists a \( k \) with \( \{i, j\} \subseteq I_k \) and we will write \( i \sim j \).

Two entries \( M_{i,j} \) and \( M_{i',j'} \) of a matrix \( M \in \mathbb{C}^{n \times n} \) are said to belong to the same block if \( i \sim j \) and \( i' \sim j' \). We thus regard \( M \) as a generalized block matrix, for which the rows and columns of the blocks are not necessarily contiguous inside \( M \).

A matrix \( M \in \mathbb{C}^{n \times n} \) is said to be block diagonal (relative to the clustering) if \( M_{i,j} = 0 \) whenever \( i \not\sim j \). Similarly, we say that \( M \) is off block diagonal if \( M_{i,j} = 0 \) whenever \( i \sim j \).

For a general \( M \in \mathbb{C}^{n \times n} \), we define its block diagonal and off block diagonal projections \( \Delta(M) = \Delta^I(M) \) and \( \Omega(M) = \Omega^I(M) \) by

\[
\Delta(M)_{i,j} = \begin{cases} M_{i,j} & \text{if } i \sim j \\ 0 & \text{otherwise} \end{cases} \quad \Omega(M)_{i,j} = \begin{cases} 0 & \text{if } i \sim j \\ M_{i,j} & \text{otherwise} \end{cases}
\]

By our observation at the end of section 2.1, we have

\[
\|\Delta(M)\| \leq \|M\| \quad \|\Omega(M)\| \leq \|M\|.
\]

For the trivial clustering \( I_k = \{k\} \), the matrices \( \Delta(M) \) and \( \Omega(M) \) are simply the diagonal and off diagonal projections of \( M \). In that case we will also write \( \Delta^* = \Delta \) and \( \Omega^* = \Omega \).

### 2.3. Diagonal matrices

Below, we will study eigenproblems for perturbations of a given diagonal matrix

\[
D = \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_n \end{pmatrix}.
\]

It follows from (3) that the matrix norm \( \mu = \|D\| \) of a diagonal matrix \( D \) is given by

\[
\mu = \max \{|\lambda_1|, \ldots, |\lambda_n|\}.
\]

It will also be useful to define the separation number \( \sigma^* = \sigma^*(D) \) by

\[
\sigma^* = \min \{|\lambda_i - \lambda_j|: i \neq j\}.
\]

More generally, given a clustering as in the previous subsection, we also define the block separation number \( \sigma = \sigma(D) = \sigma^I(D) \) by

\[
\sigma = \min \{|\lambda_i - \lambda_j|: i \not\sim j\}
\]

This number \( \sigma \) remains high if the clustering is chosen in such a way that the indices \( i, j \) of any two “close” eigenvalues \( \lambda_i \) and \( \lambda_j \) belong to the same cluster. In particular, if \( \sigma > 0 \), then \( \lambda_i = \lambda_j \) implies \( i \sim j \).

### 3. Eigenproblems for perturbed diagonal matrices

#### 3.1. The linearized equation

Let \( D \) be a diagonal matrix (5). Given a small perturbation

\[
M = D + H
\]
of $D$, where $H$ is an off diagonal matrix, the aim of this section is to find a small matrix $E \in \mathbb{C}^{n \times n}$ for which

$$M' = (1 + E)^{-1} M (1 + E)$$

is block diagonal. In other words, we need to solve the equation

$$\Omega((1 + E)^{-1} (D + H)(1 + E)) = 0.$$ 

When linearizing this equation in $E$ and $H$, we obtain

$$\Omega([D, E] + H) = 0.$$ 

If $E$ is strongly off diagonal, then so is $[D, E]$, and the equation further reduces to

$$[D, E] = -\Omega(H).$$

This equation can be solved using the following lemma:

**Lemma 1.** Given a matrix $A \in \mathbb{C}^{n \times n}$ and a diagonal matrix $D$ with entries $\lambda_1, \ldots, \lambda_n$, let $B = \Phi(D, A) \in \mathbb{C}^{n \times n}$ be the strongly off diagonal matrix with

$$B_{i,j} = \begin{cases} 0 & \text{if } i \sim j \\ \frac{A_{i,j}}{\lambda_j - \lambda_i} & \text{otherwise} \end{cases}$$

Then $\|B\| \leq \sigma^{-1} \|A\|$ and

$$[D, B] = -\Omega(A). \quad (6)$$

**Proof.** The inequality follows from (3) and the definition of $\sigma$. One may check (6) using a straightforward computation.

3.2. The fundamental iteration

In view of the lemma, we now consider the iteration

$$(D, H) \mapsto (D', H'),$$

where

$$E = \Phi(D, H)$$

$$M' = (1 + E)^{-1} (D + H)(1 + E)$$

$$D' = \Delta'(M')$$

$$H' = \Omega'(M')$$

In order to study the convergence of this iteration, we introduce the quantities

$$\mu = \|D\| \quad \mu' = \|D'\|$$

$$\sigma = \sigma(D) \quad \sigma' = \sigma(D')$$

$$\eta_1 = \|\Delta(H)\| \quad \eta_1' = \|\Delta(H')\|$$

$$\eta_2 = \|\Omega(H)\| \quad \eta_2' = \|\Omega(H')\|$$

$$\alpha = \min\left\{ \frac{\sigma}{6\mu}, \frac{1}{4} \right\}.$$
Lemma 2. For $\delta \in (0, 1]$, assume that
\[
\eta_1 + \eta_2 \leq \alpha \delta \mu \\
\eta_2 \leq \alpha \delta \sigma.
\]
Then $\|D' - D\| \leq \delta \eta_2$ and
\[
\mu' \leq \mu + \delta \eta_2 \\
\sigma' \geq \sigma - 2 \delta \eta_2 \\
\eta_1' \leq \eta_1 + \delta \eta_2 \\
\eta_2' \leq \delta \eta_2.
\]

Proof. We have
\[
M' - D = H + [D, E] + R = \Delta(H) + R,
\]
where
\[
R = E^2 (1 + E)^{-1} (D + H) (1 + E) - E (D + H) - [H, E].
\]
Setting $\varepsilon = \|E\| \leq \sigma^{-1} \eta_2 \leq \alpha \delta \leq \frac{1}{4}$, the remainder $R$ is bounded by
\[
\|R\| \leq \varepsilon^2 \frac{1}{1 - \varepsilon} (1 + \alpha \delta) \mu (1 + \varepsilon) + \varepsilon (1 + \alpha \delta) \mu \varepsilon + 2 (\eta_1 + \eta_2) \varepsilon \\
= \frac{2 \varepsilon^2}{1 - \varepsilon} (1 + \alpha \delta) \mu + 2 (\eta_1 + \eta_2) \varepsilon \\
\leq (4 \varepsilon \mu + 2 \alpha \delta \mu) \varepsilon \\
\leq 6 \alpha \delta \mu \sigma^{-1} \eta_2 \\
\leq \delta \eta_2.
\]
Consequently,
\[
\|D' - D\| = \|\Delta^s(M' - D)\| = \|\Delta^s(R)\| \\
\leq \|R\| \leq \delta \eta_2 \\
\eta_1' = \|\Delta(H')\| = \|\Omega^s(\Delta(M'))\| = \|\Omega^s(\Delta(H + R))\| \\
\leq \|H + R\| \leq \eta_1 + \delta \eta_2 \\
\eta_2' = \|\Omega(H')\| = \|\Omega(M')\| = \|\Omega(R)\| \\
\leq \delta \eta_2.
\]
The inequalities $\mu' \leq \mu + \delta \eta_2$ and $\sigma' \geq \sigma - 2 \delta \eta_2$ follow from $\|D' - D\| \leq \delta \eta_2$. \qed

3.3. Convergence of the fundamental iteration

Theorem 3. Assume that
\[
\eta_1 + \eta_2 \leq \frac{1}{8} \alpha \mu \\
\eta_2 \leq \frac{1}{8} \alpha \sigma.
\]
Then the sequence

\[(D, H), (D', H'), (D'', H''), \ldots\]

converges geometrically to a limit \((M^{(\infty)}, H^{(\infty)})\) with \(\|D^{(\infty)} - M\| \leq \eta_2\) and \(\|H^{(\infty)}\| \leq \eta_1 + \eta_2\). The matrix \(D^{(\infty)} + H^{(\infty)}\) is block diagonal and there exists a matrix \(\hat{E}\) with \(\|\hat{E}\| \leq 3\sigma^{-1}\eta_2\), such that

\[D^{(\infty)} + H^{(\infty)} = (1 + \hat{E})^{-1} (D + H) (1 + \hat{E}).\]

**Proof.** Let \((D^{(i)}, H^{(i)})\) stand for the \(i\)-th fundamental iterate of \((D, H)\) and \(E^{(i)} = \Phi(H^{(i)}, D^{(i)})\). Denote \(\mu^{(i)} = \|D^{(i)}\|\), \(\sigma^{(i)} = \sigma(D^{(i)}), \eta_1^{(i)} = \|\Delta(H^{(i)})\|\) and \(\eta_2^{(i)} = \|\Omega(H^{(i)})\|\). Let us show by induction over \(i\) that

\[
\|D^{(i)} - D\| \leq (1 - \frac{1}{2^i}) \eta_2
\]

\[
\mu^{(i)} \leq \mu + (1 - \frac{1}{2^i}) \eta_2
\]

\[
\sigma^{(i)} \geq \frac{1}{2} (1 + \frac{1}{2^i}) \sigma
\]

\[
\eta_1^{(i)} \leq \eta_1 + (1 - \frac{1}{2^i}) \eta_2
\]

\[
\eta_2^{(i)} \leq \frac{1}{2^i} \eta_2.
\]

This is clear for \(i = 0\). Assume that the induction hypothesis holds for a given \(i\) and let

\[
\alpha^{(i)} = \min \left\{ \frac{\sigma^{(i)}}{6 \mu^{(i)}}, \frac{1}{2^i} \right\}
\]

Since \((1 - \frac{1}{2^i}) \eta_2 \leq \frac{1}{32} \mu\), the induction hypothesis implies

\[
\mu^{(i)} \leq 2 \mu
\]

\[
\sigma^{(i)} \geq \frac{1}{2} \sigma
\]

\[
\alpha^{(i)} \geq \frac{1}{4} \alpha.
\]

Applying Lemma 2 for \((D^{(i)}, H^{(i)})\) and \(\delta = \frac{1}{2}\), we thus find

\[
\|D^{(i+1)} - D\| \leq \|D^{(i)} - D\| + \|D^{(i+1)} - D^{(i)}\|
\]

\[
\leq (1 - \frac{1}{2^i}) \eta_2 + \frac{1}{2^i} \eta_2 \leq (1 - \frac{1}{2^i+1}) \eta_2
\]

\[
\mu^{(i+1)} \leq \mu^{(i)} + \frac{1}{2} \eta_2^{(i)} \leq \mu + (1 - \frac{1}{2^{i+1}}) \eta_2
\]

\[
\sigma^{(i+1)} \geq \sigma^{(i)} - \frac{1}{2} \eta_2^{(i)} \geq \frac{1}{2} (1 + \frac{1}{2^i} - \frac{1}{2^{i+1}}) \sigma \geq \frac{1}{2} \sigma (1 + \frac{1}{2^i} - \frac{1}{2^{i+1}})\]

\[
\eta_1^{(i+1)} \leq \eta_1^{(i)} + \frac{1}{2} \eta_2^{(i)} \leq \eta_1 + (1 - \frac{1}{2^{i+1}}) \eta_2
\]

\[
\eta_2^{(i+1)} \leq \frac{1}{2} \eta_2^{(i)} \leq \frac{1}{2^i} \eta_2.
\]

This completes the induction.

Applying the induction to the sequence starting at \(D^{(i)}\), we have for every \(j \geq 0\),

\[
\|D^{(i+j)} - D^{(i)}\| \leq (1 - \frac{1}{2^{j+1}}) \eta_2^{(i)} \leq (1 - \frac{1}{2^{j+1}}) \frac{1}{2^{i+1}} \eta_2.
\]
This shows that $D^{(i)}$ is a Cauchy sequence that tends to a limit $D^{(\infty)}$ with $\|D^{(\infty)} - D\| \leq \eta_2$. From this inequality, we also deduce that $\|D^{(\infty)} - D^{(i)}\| \leq \frac{1}{2^i+1} \eta_2$, so $D^{(i)}$ converges geometrically to $D^{(\infty)}$.

Moreover, for each $i$, we have $e^{(i)} = \|E^{(i)}\| \leq \sigma^{-1} \eta_2^{(i)} \leq \frac{1}{2^i} \sigma^{-1} \eta_2$. Hence, the matrix $$\hat{E} = (1 + E^{(0)}) (1 + E^{(1)}) (1 + E^{(2)}) \ldots - 1$$
is well defined, and

$$\log(1 + \|\hat{E}\|) \leq \log(1 + e^{(0)}) + \log(1 + e^{(1)}) + \log(1 + e^{(2)}) + \ldots \leq 2 \sigma^{-1} \eta_2.$$ 

We deduce that $$\|\hat{E}\| \leq e^{2\sigma^{-1} \eta_2} - 1 \leq 3 \sigma^{-1} \eta_2,$$

since $\sigma^{-1} \eta_2 \leq \frac{1}{32}$.

We claim that $M^{(i)} = D^{(i)} + H^{(i)}$ converges geometrically to

$$M^{(\infty)} = (1 + \hat{E})^{-1} M^{(0)} (1 + \hat{E}).$$

For any matrix $M, E \in \mathbb{C}^{n \times n}$ with $\|E\| < \varepsilon < 1$, we have

$$\|(1 + E)^{-1} M (1 + E) - M\| = \|M E - E (1 + E)^{-1} M (1 + E)\| \leq \|M \| \varepsilon \|(1 + E)^{-1}\| \leq \varepsilon \|M\| (1 + \varepsilon) (1 - \varepsilon)^{-1} = \frac{2 \varepsilon}{1 - \varepsilon} \|M\|. \quad (7)$$

Let $\hat{E}^{(i)} = (1 + E^{(i)}) (1 + E^{(i+1)}) (1 + E^{(i+2)}) \ldots - 1$. By the same arguments as above, we have $\hat{E}_i := \|E^{(i)}\| < 3 \sigma^{-1} \eta_2^{(i)} = \frac{3}{2^i+1} \sigma^{-1} \eta_2$. Since $M^{(\infty)} = (1 + \hat{E}^{(i)})^{-1} M^{(i)} (1 + \hat{E}^{(i)})$, the inequality (7) implies

$$\|M^{(\infty)} - M^{(i)}\| \leq \frac{2 \hat{E}_i}{1 - \hat{E}_i} (\|D^{(i)}\| + \|H^{(i)}\|) \leq \frac{2 \hat{E}_i}{1 - \hat{E}_i} (\mu_i + \eta_1^{(i)} + \eta_2^{(i)}) \leq 3 \frac{\sigma^{-1} \eta_2}{2^i} (\mu + \eta_1 + \eta_2).$$

This shows that $M^{(i)}$ converges geometrically to $M^{(\infty)}$. We deduce that the sequence $H^{(i)} = M^{(i)} - D^{(i)}$ also converges geometrically to a limit $H^{(\infty)}$ with $\|H^{(\infty)}\| \leq \eta_1 + \eta_2$. Since $\lim_{i \to \infty} \eta_2^{(i)} = 0$, we finally observe that $M^{(\infty)} = D^{(\infty)} + H^{(\infty)}$ is block diagonal. \hfill \Box

**Theorem 4.** Assume $I_k = \{ k \}$ for all $k$. Then, under the assumptions of Theorem 3, the sequence $(D, H), (D', H'), (D'', H''), \ldots$ converges quadratically to $(D^{(\infty)}, 0)$.

**Proof.** The extra assumption implies that $\eta_1^{(i)} = 0$ for all $i$. Let us show by induction over $i$ that we now have

$$\eta_2^{(i)} \leq \frac{1}{2^{2^i-1}} \eta_2.$$
This is clear for $i = 0$. Assume that the result holds for a given $i$. Then we may apply Lemma 2 to $(D^{(i)}, H^{(i)})$ for $\delta = 2^{-2^{i+1}}$, and obtain
\[
\eta_2^{(i+1)} \leq \frac{1}{2^{2^i-1}} \eta_2^{(i)} \\
\leq \frac{1}{2^{2^i+1-1}}.
\]
Since $\|D^{(i+1)} - D^{(i)}\| \leq \eta_2^{(i)}$, this establishes the quadratic convergence. \qed

4. Algorithms

4.1. Clustering

Let $M = D + H$ be the perturbation of a diagonal matrix (5) as in the previous section. In order to apply theorem 3, we first have to find a suitable clustering (4). For a given threshold separation $\delta$, we will simply take the finest clustering (i.e. for which $p$ is maximal) with the property that $|\lambda_i - \lambda_j| \leq \delta \Rightarrow i \sim j$. This clustering can be computed using the algorithm Cluster below.

<table>
<thead>
<tr>
<th>Algorithm Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> eigenvalues $\lambda_1, ..., \lambda_n \in \mathbb{B}$ and $\delta \in \mathbb{F}_p^\geq$</td>
</tr>
<tr>
<td><strong>Output:</strong> the finest clustering (4) with $</td>
</tr>
</tbody>
</table>

- Let $G$ be the graph with vertices $1, ..., n$ and such that $i$ and $j$ are connected if and only if $|\lambda_i - \lambda_j| \leq \delta$.
- Let $H$ be the transitive closure of $G$.
- Let $H_1, ..., H_p$ the connected components of $H$.
- Let $I_k$ be the set of vertices of $H_k$ for each $k$.

4.2. Certification in the case of perturbed diagonal matrices

In order to apply theorem 3, it now remains to find a suitable threshold $\delta$ for which the conditions of the theorem hold. Starting with $\delta = 0$, we will simply increase $\delta$ to $\sigma(D)$ whenever the conditions are not satisfied. This will force the number $p$ of clusters to decrease by at least one at every iteration, whence the algorithm terminates. Notice that the workload of one iteration is $O(n^2)$, so the total running time remains bounded by $O(n^3)$.

<table>
<thead>
<tr>
<th>Algorithm DiagonalCertify</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> a diagonal ball matrix $D \in \mathbb{B}^{n \times n}$ with entries $\lambda_1, ..., \lambda_n$ and an off diagonal ball matrix $H \in \mathbb{B}^{n \times n}$</td>
</tr>
<tr>
<td><strong>Output:</strong> a clustering $I$ and $\hat{\varepsilon} \in \mathbb{F}$ such that, for any $M \in D$ and $H \in H$, the conditions of theorem 3 hold and $|\hat{E}| \leq \hat{\varepsilon}$</td>
</tr>
</tbody>
</table>

$\delta := 0$

Repeat
- Compute the clustering $I$ for $\lambda_1, ..., \lambda_n$ and $\delta$ using Cluster
- Let $\mu := \|D\|$, $\sigma := \sigma(I(D))$, $\eta_1 := \|\Delta^I(D)\|$ and $\eta_2 := \|\Omega^I(H)\|$
- Let $\alpha := \min \left\{ \frac{\sigma}{6\mu}, \frac{1}{4} \right\}$
- If $[\eta_1 + \eta_2] \leq \left[ \frac{\alpha \mu}{8} \right]$ and $[\eta_2] \leq \left[ \frac{\alpha \sigma}{16} \right]$, then return $(I, \left[ \frac{3\eta_2}{\sigma} \right])$
- Set $\delta := \left[ \alpha \right]$
4.3. Certification of approximate eigenvectors and eigenvalues

Let us now return to the original problem of certifying a numerical solution to an eigenproblem. We will denote by $1_n$ the $n \times n$ matrix of which all entries are one.

Algorithm $\text{EigenvectorCertify}$

**Input:** $M = B(M_c, M_t) \in \mathbb{B}^{n \times n}$ and $T_c \in \mathbb{F}[i]^{n \times n}$ such that $T_c^{-1} M_c T_c$ is approximately diagonal

**Output:** a clustering $I$ and $T = B(T_c, T_t) \in \mathbb{B}^{n \times n}$ such that for any $M \in M$, there exists a $T \in T$ for which $T^{-1} M T$ is block diagonal

- Compute $D := B(T_c, 0)^{-1} M B(T_c, T_t)$
- Let $(I, \varepsilon) := \text{DiagonalCertify}(\Delta'(D), \Omega'(D))$
- Let $E := B(T_c, 0) B(0, \varepsilon) 1_n$
- Let $(T_t)_{i,j} := \lfloor E_{i,j}\rfloor$ for all $i, j$
- Return $(I, B(T_c, T_t))$

Obviously, any eigenvalue $\lambda \in \mathbb{C}$ of a matrix $M \in \mathbb{C}^{n \times n}$ satisfies $|\lambda| \leq \|M\|$. We may thus use the following modification of $\text{EigenvectorCertify}$ in order to compute enclosures for the eigenvalues of $M$.

Algorithm $\text{EigenvalueCertify}$

**Input:** $M = B(M_c, M_t) \in \mathbb{B}^{n \times n}$ and $T_c \in \mathbb{F}[i]^{n \times n}$ such that $T_c^{-1} M_c T_c$ is approximately diagonal

**Output:** ball enclosures $\lambda_1, ..., \lambda_n \in \mathbb{B}$ for the eigenvalues of $M$, with the appropriate multiplicities in cases of overlapping

- Compute $D := B(T_c, 0)^{-1} M B(T_c, T_t)$
- Let $(I, \varepsilon) := \text{DiagonalCertify}(\Delta'(D), \Omega'(D))$
- Let $\eta_1 := \|\Delta'(\Omega'(D))\|$ and $\eta_2 := \|\Omega'(\Omega'(D))\|$ for each $k \in \{1, ..., p\}$ do
  - If $I_k = \{i\}$ for some $i$, then let $\lambda_i := B((D_c)_{i,i}, \lfloor \eta_2 \rceil)$
  - Otherwise
    - Let $c$ be the barycenter of the $D_{i,i}$ with $i \in I_k$
    - Let $r$ be the maximum of $|D_{i,i} - c|$ for $i \in I_k$
    - Let $\lambda_i := c + B(0, \lfloor r + \eta_1 + 2 \eta_2 \rfloor)$ for all $i \in I_k$
- Return $(\lambda_1, ..., \lambda_n)$

5. Possible extensions

Let $M \in \mathbb{C}^{n \times n}$ be a matrix with a (numerically) multiple eigenvalue $\lambda$. We have already stressed that it is generally impossible to provide non trivial certifications for the corresponding eigenvectors. Nevertheless, two observations should be made:

- If the eigenspace $E_\lambda$ corresponding to $\lambda$ has dimension 1, then small perturbations of the matrix $M$ only induce small perturbations of $\lambda$ and $E_\lambda$.
- Let $F_\lambda$ denote the full invariant subspace associated to the eigenvalue $\lambda$ (or all eigenvalues in the cluster of $\lambda$). Then small perturbations of $M$ only induce small perturbations of $\lambda$ and $F_\lambda$.

More precisely, in these two cases, we may search for ball enclosures for orthonormal bases of the vector spaces $E_\lambda$ resp. $F_\lambda$, which do not contain the zero vector.
When considering the numeric solution (1) of the eigenproblem for $M$, the column vectors which generate $F$ are usually far from being orthogonal. Orthonormalization can only be done at the expense of making $T^{-1} MT$ only upper triangular. Moreover, the orthogonalization implies a big loss of accuracy, which requires the application of a correction method for restoring the accuracy. It seems that the fundamental Newton iteration from Section 3.2 can actually be used as a correction method. For instance, for small perturbations of the matrix

$$D = \begin{pmatrix}
\lambda_1 & 1 & 0 & 0 \\
0 & \lambda_1 & 0 & 0 \\
0 & 0 & \lambda_2 & 1 \\
0 & 0 & 0 & \lambda_2
\end{pmatrix},$$

it can be shown that the fundamental iteration still converges. However, for more general block diagonal matrices with triangular blocks, the details are quite technical and yet to be worked out.

Yet another direction for future investigations concerns the quadratic convergence. As a refinement of Lemma 1, we might replace $D$ by a block diagonal matrix with entries $\lambda_1, \ldots, \lambda_p$. Instead of taking $B_{i,j} = \frac{M_{i,j}}{\lambda_j - \lambda_i}$, we then have to solve equations of the form

$$B_{i,j} \lambda_j - \lambda_i B_{i,j} = M_{i,j}.$$

If the $\lambda_i$ are sufficiently close to $\lambda_i \text{Id}$, it might then be possible to adapt the fundamental iteration accordingly so as to achieve quadratic convergence for the strongly off-diagonal part.
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