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1. Introduction

The objective of WP2 is to produce an integrated model able to decipher the contribution of the different levels of organization that interact to produce a microorganism. To do so, WP2 is organized in four parallel tasks.

Deliverables 2.1 and 2.3 focused on the genome, the metabolic network and the population levels (those documents are available on www.evoevo.eu). Deliverable 2.5 offers to focus on a more realistic representation of the biochemistry, based on the artificial chemistry (Achem) developed in previous models, in order to produce a realistic genetic regulation network. Indeed, complex situations, such as cooperative/competitive binding of transcription factors, stochastic effects due to small enzyme or transcription factor concentrations, or competitive effects between different binding sites, have been shown to interact with the evolutionary process.

The main difficulty here is to propose a realistic enough modeling scheme and simultaneously to keep the computational complexity low enough for the model to be computable in a reasonable time.

On the basis of formalisms used in deliverables 2.1 and 2.3 (mainly the Pearls-on-a-String formalism), this model must contain at least:

- A realistic genetic regulation network (GRN),
- A model of stochasticity of gene expression (SGE),
- A coupling between the genetic network and the metabolic network to allow sensing.

This deliverable is built in three parts. The first part reminds the knowhow of Inria and University of Utrecht (UU) with regard to GRN models. In the second part, the new GRN formalism is detailed. In a third part, models of transcription noise and genetic-metabolic networks coupling are introduced.

2. Background

The GRN model presented here is strongly rooted in the knowhow of Inria and UU. Models developed by each partner are presented above.

2.1. Overview of the Pearls-on-a-String model

In the GRN model developed by UU (see Crombach & Hogeweg, 2008, for a complete description of it), the network of each individual consists of genes with interactions among them. A gene has a state of expression $s$ ($on = 1$, $off = 0$), a threshold $\theta \in \{-2, 1, 0, 1, 2\}$ and an identification tag $t \in \{0, 1, 2, \ldots, n\}$. A gene may be regulated by binding sites located directly upstream from the gene. Binding sites specify which transcription factor may bind to them via their own identification tag (i.e. if tags are equal), which is called the binding preference. They also determine the type of interaction $w$: \textit{activation} ($w = 1$) or \textit{inhibition} ($w = -1$). If there are multiple copies of a binding site present in the upstream region of a gene, there will be parallel edges in the resulting network. Symmetrically, if there are multiple copies of a gene, they all bind to a binding site (see figure 1).
On this network the gene expression dynamics are defined. Like in classical boolean networks, the genes in the network are updated in parallel. However, as it is a threshold network, the activity of the gene $i$ depends on its threshold $\theta_i$. Then, its state of expression $s_i$ at time $t+1$ is defined as:

$$s_i^{t+1} = \begin{cases} 
0, & \text{if } \sum_j w_{ij}s_j^t < \theta_i \\
 s_i^t, & \text{if } \sum_j w_{ij}s_j^t = \theta_i \\
 1, & \text{if } \sum_j w_{ij}s_j^t > \theta_i 
\end{cases}$$

The fitness of each individual is then computed depending on which genes are on or off.

Figure 1 - Overview of Pearls-on-a-String model (from Crombach & Hogeweg, 2008). (A) Simulations are run on a 150x50 lattice for $6 \times 10^5$ time steps. The lattice harbors a population of genomes, where a genome is a linear chromosome of genes with binding sites. A Boolean threshold network is built from each genome. During each time step the network may update the expression level of the genes for 11 propagation steps. (B) The impact of several gene and binding site mutations is shown. The change in the genome and network topology is signaled by a red star. In a typical simulation the parameters are (per gene, binding site): gene duplication (dup) $2 \times 10^{-4}$, deletion $3 \times 10^{-4}$, threshold $5 \times 10^{-6}$, binding site (bsite) duplication $2 \times 10^{-5}$, innovation $1 \times 10^{-5}$, deletion (del) $3 \times 10^{-5}$, preference (pref) $2 \times 10^{-5}$ and weight $2 \times 10^{-5}$. (C) Typically the environment changes over time with a probability of $\lambda = 3 \times 10^{-4}$. The two evolutionary targets A and B determine which genes should be expressed (on) or inhibited (off). The result is four categories of genes; some should be always on, some should toggle their expression state and some should never be expressed. In a typical simulation, the target expression states are, from gene 0 to 19, A: 00011 11000 00000 11111 and B: 11010 01001 01100 01011.

### 2.2. Overview of the R-Aevol model

R-Aevol (Regulation-Artificial evolution, Beslon et al., 2010b) is an extension of Aevol platform (see Knibbe et al., 2007 for a description of Aevol) that includes a model of prokaryotic regulation in the artificial chemistry. To model the interactions between transcription factors and promoters, two binding sites are defined for each promoter: Preceding the promoter, the enhancer site will allow TFs that bind to it to increase the transcriptional activity. The operator site, directly following the promoter, will on the contrary produce a down-regulation of the promoter’s activity whenever a TF binds to it.
A promoter owns a basal expression level $\beta_i$, which depends on how close its sequence is to a consensus sequence. The transcriptional activity of a promoter depends on the combined activity of the transcription factors that activate it, following:

$$A_t(t) = \sum_j c_j(t)A_{ji}$$

and of those that inhibit it, following:

$$I_t(t) = \sum_j c_j(t)I_{ji}$$

$A_{ji}$ (resp. $I_{ji}$) being the affinity of protein $j$ with the enhancer site of the promoter $i$ (resp. on its operator) and $c_j(t)$, the concentration of protein $j$ at time $t$.

The transcription rate $e_i$ over time of an RNA is then given by the Hill-like function:

$$e_i(t) = \beta_i \cdot \left(\frac{\theta^n}{I_t(t)^n + \theta^n}\right) \cdot \left(1 + \left(\frac{1}{\beta_i} - 1\right)\left(\frac{A_t(t)^n}{A_t(t)^n + \theta^n}\right)\right)$$

where $n$ and $\theta$ are constant coefficients that determine the shape of the Hill-function. Finally, given the transcription rate, one can compute the protein concentration (for simplicity, it is assumed that the protein concentration is linearly proportional to the RNA concentration) through a synthesis-degradation rule:

$$\begin{cases} 
  c_i(0) = \beta_i \\
  \frac{\partial c_i}{\partial t} = e_i(t) - \phi c_i(t)
\end{cases}$$

where $\phi$ is a temporal scaling constant representing the protein degradation rate.

Thus, when a gene is regulated, the concentration of its product is scaled up or down depending on its transcription rate.

3. Presentation of the realistic network model

In deliverables 2.1 and 2.3, individuals own genomes made of two types of pearls:

- pearls being functional genes, and coding for enzymatic reactions in the metabolic network,
- pearls being pseudogenes (non coding part of the genome).

The Pearls-on-a-String model described above is an obvious basis to develop a GRN, as exemplified in Crombach & Hogeweg (2008). Yet, the boolean network formalism lacks precision, since protein concentrations cannot vary continuously. Moreover, the regulation activity is encoded in the binding sites, independently of their position relatively to the promoter. In this sense, R-Aevol model should help us to develop a more realistic approach. Merging both formalisms allows us to
exploit the regulation scheme developed in R-Aevol, keeping the model simple enough by transposing it in the Pearls-on-a-String scheme.

3.1. Description of the genome structure

Compared to previous deliverables, the genome structure is enriched by three new types of pearl (table 1).

There are now five types of pearls:

1. Genes coding for enzymes in the metabolic network (type E). Those genes code for enzymatic reactions, described by the following Michaelis-Menten equation:

   \[
   \frac{d[p]}{dt} = \frac{k_{\text{cat}} \cdot [E] \cdot [s]}{k_m + [s]}
   \]

   where \( s \), \( p \), \( k_{\text{cat}} \) and \( k_m \) are attributes of the gene, \([s]\) and \([p]\) are the concentrations of the metabolites (see deliverable 2.1 for details on the metabolic network model), and \([E]\) is the enzymatic concentration (here, we assume that the concentration of free enzymes \([E]\) is always equal to the total concentration \([E_T]\), i.e. the concentration of combined enzymes \([ES]\) is always close enough to zero. In this case, Michaelis-Menten dynamics are slightly biased, but it strongly reduces the number of equations to solve).

2. Genes coding for transcription factors (type TF). Each transcription factor \( i \) owns an identification tag which designates a binding site \( j \), and an affinity \( A_{ij} \) for this binding site.

3. Binding sites (type BS) specify which transcription factor may bind to them via their own identification tag.

4. Promoters (type P) determine where the transcription should start. Each promoter \( i \) owns a basal expression level \( \beta_i \).

5. Pseudogenes (type NC) constitute the non coding part of the genome and drift in the attributes space. A pseudogene can be restored with some probability into one of the four active pearls.
### Table 1 - Types of pearls in the basic network model

<table>
<thead>
<tr>
<th>Type of pearl</th>
<th>Attributes</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enzyme gene (E)</td>
<td>• Source metabolite</td>
<td>E</td>
</tr>
<tr>
<td></td>
<td>• Target metabolite</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• $K_m$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• $K_{cat}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Concentration $c$</td>
<td></td>
</tr>
<tr>
<td>Transcription factor gene (TF)</td>
<td>• Binding site tag</td>
<td>TF</td>
</tr>
<tr>
<td></td>
<td>• Affinity $A$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Concentration $c$</td>
<td></td>
</tr>
<tr>
<td>Binding site (BS)</td>
<td>• Identification tag</td>
<td></td>
</tr>
<tr>
<td>Promoter (P)</td>
<td>• Basal expression level $\beta$</td>
<td>+</td>
</tr>
<tr>
<td>Pseudogene (NC)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Binding sites directly flanking a promoter regulate its transcriptional activity. The **enhancer** site directly precedes the promoter and is made of one or more contiguous binding sites. The **operator** site directly follows the promoter and is also made of one or more contiguous binding sites. TFs that bind to a binding site in the enhancer site will increase the transcriptional activity. On the opposite, TFs that bind to a binding site in the operator site down-regulate the promoter activity (see figure 2). As in R-Aevol, a promoter has a basal level activity $\beta$ and regulation sites are not mandatory, or can be present separately.

![Circular single strand genome](image)

Figure 2 – Typical structure of a functional region in the genome. It starts with a promoter, possibly flanked by an enhancer site and/or an operator site (e.g. here, the enhancer site is made of one binding site, and the operator site is made of two binding sites). All contiguous functional genes following the operator site are transcribed. The first pearl of another type interrupts the transcription (here a piece of non-coding DNA). In this case, the functional region is an operon, because several genes are controlled by one unit of regulation.
All functional genes following the operator site are transcribed, thereby allowing for operons. Downstream of the operator site, any pearl other than TF or E makes the transcription stop (figure 2). To be functional (figure 3), the promoter can be flanked by binding sites or not, but functional genes must immediately follow the regulation unit (enhancer site + promoter + operator site).

The genome undergoes mutations during replication. Point mutations affect the attributes of each pearl with a probability per pearl defined at the beginning of the simulation. Every attributes of every type of pearl can mutate, even for the pseudogenes, giving some interesting evolvability properties (since pseudogenes attributes can travel in the neutral landscape). A point mutation can transform an active type into a pseudogene (active types are TF, E, BS and P). Pseudogenes can be restored into one or another active type with some probabilities, however it is impossible to mutate directly from an active type to another (see figure 4).

The genome also undergoes chromosomal rearrangements (duplications, deletions, translocations, inversions), that can affect the structure of functional regions and the proportion of non coding DNA (see deliverable 2.1 for details).
3.2. Description of the genetic regulation network

In the previous chapter, we merged the boolean GRN formalism used in the Pearls-on-a-String model with the R-Aevol formalism. From the genetic structure described above, one can deduce the regulatory network as following:

(1) The activity $A_s(t)$ of each binding site $s$ is:

$$A_s(t) = \sum_j c_j(t)A_{js}$$

with $c_j(t)$ the concentration of the transcription factor $j$ at time $t$ and $A_{js}$ the affinity of this transcription factor for the binding site $s$.

(2) From (1), we deduce the activity of the enhancer site $E_i(t)$ and of the operator site $O_i(t)$ flanking the promoter $i$:

$$\begin{align*}
E_i(t) &= \sum_{s \in \text{enhancer}_i} A_s(t) \\
O_i(t) &= \sum_{s \in \text{operator}_i} A_s(t)
\end{align*}$$

(3) Then, the transcription rate $e_i(t)$ over time of the promoter $i$ is given by the Hill-like function:

$$e_i(t) = \beta_i \cdot \left( \frac{\theta^n}{O_i(t)^n + \theta^n} \right) \cdot \left( 1 + \left( \frac{1}{\beta_i} - 1 \right) \left( \frac{E_i(t)^n}{E_i(t)^n + \theta^n} \right) \right)$$

Figure 4 – Different mutation rates define the probability to switch from one pearl’s type to another. Active types – binding sites (BS), transcription factors (TF), enzymes (E) and promoters (P) – can only become pseudogenes (with probability $p_{\text{pseudo}}$). Sometimes, a pseudogene can be restored to one type or another depending on four mutations rates: $p_{\text{BS}}$ is the probability to become a binding site (resp. for $p_{\text{PROM}}$, $p_{\text{E}}$ and $p_{\text{TF}}$). In summary, 5 mutation rates define transitions between pearl’s types.
with $\beta_i$ the basal expression level of the promoter $i$, $n$ and $\theta$ being constant coefficients that determine the shape of the Hill function.

The transcription rate $e_i$ is applied to each functional gene being controlled by the promoter $i$, such that each protein product (enzyme or transcription factor) has its own concentration regulated through a synthesis-degradation rule, depending on $e_i$:

$$
\begin{align*}
  c_i(0) &= \beta_i \\
  \frac{\partial c_i}{\partial t} &= e_i(t) - \phi c_i(t)
\end{align*}
$$

where $\phi$ is a temporal scaling constant representing the protein degradation rate.

4. Adding transcriptional noise in the genetic regulation network

In the cellular environment, some reactant numbers, like enzymes or transcription factors, tend to be of low order (10-100). In this case, the stochastic effects due to reactant population size become predominant, as it is specially the case during gene expression (Elowitz et al. 2002). Thus, the analysis of genetic regulation networks is complicated by fluctuations associated with discrete reaction events in small-number reactant pools. Even if deterministic models are often sufficient to describe those processes, in many examples, they fail to capture essential features of the underlying stochastic system (see Kaern et al., 2005, for a review).

Several mathematical models deal with the fundamental stochastic nature of biochemical reactions, from discrete and stochastic models (SSA, Tau-leaping, CME) to continuous and stochastic ones (mainly the Chemical Langevin equation, CLE), see Gillespie et al. (2013) for a review. Unfortunately, even if discrete models are more realistic, they are computationally very costly and cannot be used in the case of an integrated model of evolution. We opted here for a continuous and stochastic model, by using stochastic differential equations (SDE). In this case, the assumption is made that the deterministic equations can be meaningfully separated from the stochastic fluctuations. The method consists in adding a random white noise term $\xi(t)$ to the deterministic equations describing protein concentrations seen above (Scott, 2006). Many experimental studies agree with the fact that stochasticity in gene expression (SGE) mainly comes from stochasticity during transcription (Newman et al. 2006). Moreover, the structure of the promoter plays a major role in the noise strength (e.g. depending on the presence of a TATA box in eukaryotes). In prokaryotes, it is also recognized that promoters play a central role, and that their noise strength is somehow encoded in their structure and sequence (e.g. in Roberts et al., 2011).

Let’s consider that the transcriptional noise is genetically encoded in the promoter. In the Pearls-on-a-String formalism, this comes down to adding a noise attribute $\eta$ to the promoter type. $\eta$ mutates as all others attributes of the pearl, allowing for evolution of the SGE. Then the evolution of the transcription rate $e_i$ in time of each promoter $i$ becomes:

$$
e_i(t) = \beta_i \cdot \left( \frac{\theta_i^n}{E_i(t)^n + \theta_i^n} \right) \cdot \left( 1 + \left( \frac{1}{\beta_i} - 1 \right) \frac{E_i(t)^n}{E_i(t)^n + \theta_i^n} \right) + \xi_i(t)
$$

with $\xi_i(t)$ a random number from the gaussian distribution $\mathcal{N}(0, \eta_i)$.
Since stochasticity is inevitable (the cell cannot escape the physical and chemical laws), a minimal noise $\eta_0$ exists such that $\eta_1 \geq \eta_0$.

5. Coupling the genetic and metabolic networks

Bacteria are able to sense their environment by detecting the presence of a particular molecule or signal, and to give an appropriate answer by updating their genes expression profile. A famous example of this behaviour is the lactose operon, described for the first time by François Jacob, Jacques Monod and André Lwoff.

The lactose operon is made of three genes ($\text{lacZ}$, $\text{lacY}$ and $\text{lacA}$), that are controlled by one promoter flanked by an operator. An other gene, $\text{lacI}$, codes for a transcription factor which inhibates the operon by binding on the operator. $\text{LacI}$ is a constituent gene, meaning that it is always expressed, but its affinity for the operator is modified in presence of lactose. Then, in absence of lactose, $\text{lacI}$ is active and down-regulates lactose operon expression by binding on the operon. If lactose is present, it represses $\text{lacI}$ activity (by binding on it). In this case, lactose operon is expressed and the cell is able to metabolize lactose (see figure 5).

![Lactose Operon Diagram](http://apps.cmsfq.edu.ec/biologyexploringlife/)

Figure 5 – (From [http://apps.cmsfq.edu.ec/biologyexploringlife/](http://apps.cmsfq.edu.ec/biologyexploringlife/)) The lactose operon is inactive in the absence of lactose (top) because a repressor blocks attachment of RNA polymerase to the promoter. With lactose present (bottom), the repressor is inactivated, and transcription of lactose-processing genes proceeds.

More generally, co-enzymes can repress or activate transcription factors activity (they are repressors or activators). This very important biological feature is introduced in the realistic network model by adding three attributes to the transcription factor type (TF):
A co-enzyme identification tag (in the metabolic space \([1, +\infty]\)),
A free activity (true or false),
A bound activity (true or false).

A metabolite \(m \in [1, +\infty]\) can bind to the TF as a co-enzyme, and be a repressor or an activator. The combination of the free activity and the bound activity gives rise to four type of behaviours, as described in table 2. A TF can be viewed as a protein which can have two conformations: one when the TF is free, and another when a co-enzyme bind to it. This behaviour is represented in table 2 by drawing a TF as a structure with two arms linked by a pivotal point. The active site of the TF is located on one arm, and its exposure depends on the equilibrium state (or conformation) of the structure. Two configurations exist: one when the TF is free, another when a co-enzyme bind to the TF thanks to anchoring points located at the end of the arms.

1. If the TF has no free activity, and has a bound activity, the co-enzyme acts as an activator,
2. If the TF has free activity, and has no bound activity, the co-enzyme acts as a repressor,
3. If the TF has no free activity neither bound activity, the co-enzyme has no effect. The TF is never active.
4. Finally, if the TF has free activity and bound activity, the TF is always active, whenever a co-enzyme bind to it or not.

<table>
<thead>
<tr>
<th>Free TF</th>
<th>Bound TF</th>
<th>Free activity</th>
<th>Bound activity</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Free TF" /></td>
<td><img src="image2" alt="Bound TF" /></td>
<td>FALSE</td>
<td>TRUE</td>
</tr>
<tr>
<td><img src="image3" alt="Free TF" /></td>
<td><img src="image4" alt="Bound TF" /></td>
<td>TRUE</td>
<td>FALSE</td>
</tr>
<tr>
<td><img src="image5" alt="Free TF" /></td>
<td><img src="image6" alt="Bound TF" /></td>
<td>FALSE</td>
<td>FALSE</td>
</tr>
<tr>
<td><img src="image7" alt="Free TF" /></td>
<td><img src="image8" alt="Bound TF" /></td>
<td>TRUE</td>
<td>TRUE</td>
</tr>
</tbody>
</table>

Table 2 – The TF is represented in black, its active site (the part which allow the TF to bind on the binding site) being represented in green. Depending on free and bound activities, the co-enzyme (in blue) acts as an activator or a repressor, and the active site is free to bind to the binding site or not.

Let’s \(c_i(t)\) be the concentration of the TF \(i\) at time \(t\) and \(coE_i(t)\) the concentration of its co-enzyme. Depending on the state of the free activity \(A^f_i\) and the bound activity \(A^b_i\), the concentration of the TF \(i\) that is active \(a_i(t)\) at time \(t\) is:

\[
a_i(t) = \begin{cases} 
\min(c_i(t), coE_i(t)), & \text{IF } (A^f_i \text{ is false AND } A^b_i \text{ is true }) \\
\max(c_i(t) - coE_i(t), 0), & \text{IF } (A^f_i \text{ is true AND } A^b_i \text{ is false }) \\
c_i(t), & \text{IF } (A^f_i \text{ is true AND } A^b_i \text{ is true }) \\
0, & \text{IF } (A^f_i \text{ is false AND } A^b_i \text{ is false })
\end{cases}
\]
6. Conclusion

The complete realistic network model, including all the features described above, merges the Pearls-on-a-String and the R-Aevol formalisms, and extends them by adding a simple model of transcriptional noise (by using stochastic differential equations), and a realistic coupling between the genetic regulation network and the metabolic network. The five types of pearls, including their attributes, are described in table 3. Promoters own a transcriptional noise $\eta$; transcription factors own a co-enzyme tag (in the metabolic space $[1, +\infty]$), a free activity $A^F$ and a bound activity $A^B$.

<table>
<thead>
<tr>
<th>Type of pearl</th>
<th>Attributes</th>
<th>Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enzyme gene (E)</td>
<td>• Source metabolite • Target metabolite • $K_m$ • $K_{cat}$ • Concentration $c$</td>
<td>E</td>
</tr>
<tr>
<td>Transcription factor gene (TF)</td>
<td>• Binding site tag • Affinity $A$ • Concentration $c$ • Co-enzyme tag • Free activity $A^F$ • Bound activity $A^B$</td>
<td>TF</td>
</tr>
<tr>
<td>Binding site (BS)</td>
<td>• Identification tag</td>
<td></td>
</tr>
<tr>
<td>Promoter (P)</td>
<td>• Basal expression level $\beta$ • Noise $\eta$</td>
<td></td>
</tr>
<tr>
<td>Pseudogene (NC)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 - Types of pearl in the complete realistic network model

To compute the evolution of the realistic genetic regulation network, one has to compute the whole set of equations described above. At this set must be added the computation of the metabolic network, for each cell in the population, as well as metabolites diffusion and degradation in the environment.

Finally, the number of equations to solve could create a serious computational load. The way the model will be implemented, optimized and tested will be of primary importance to produce a tractable framework. For this reason, we kept some features simple enough. In particular, we strongly simplified the transcriptional noise model, and the equations driving the activity of the transcription factors. Moreover, we consider here that the co-enzymes instantaneously bind to the transcription factor, independently of their concentrations. A more realistic way should be to describe them as a second order chemical reaction, or as Michaelis-Menten equations with multiple binding.
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