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ON THE HUMPHREYS CONJECTURE ON SUPPORT

VARIETIES OF TILTING MODULES

PRAMOD N. ACHAR, WILLIAM HARDESTY, AND SIMON RICHE

Abstract. Let G be a simply-connected semisimple algebraic group over an

algebraically closed field of characteristic p, assumed to be larger than the
Coxeter number. The “support variety” of a G-module M is a certain closed

subvariety of the nilpotent cone of G, defined in terms of cohomology for the

first Frobenius kernel G1. In the 1990s, Humphreys proposed a conjectural
description of the support varieties of tilting modules; this conjecture has been

proved for G = SLn in earlier work of the second author.

In this paper, we show that for any G, the support variety of a tilting mod-
ule always contains the variety predicted by Humphreys, and that they coincide

(i.e., the Humphreys conjecture is true) when p is sufficiently large. We also

prove variants of these statements involving “relative support varieties.”

1. Introduction

1.1. Support varieties. Let k be an algebraically closed field of characteristic
p > 0, and let G be a simply-connected semisimple algebraic group over k. We
assume that p > h, where h is the Coxeter number of G.

If Ġ is the Frobenius twist of G and G1 ⊂ G is the kernel of the Frobenius
morphism Fr : G → Ġ, then the algebra Ext•G1

(k,k) admits a natural action of

G, which factors through an action of Ġ, and it is well known that there exists a
Ġ-equivariant isomorphisms of algebras

Ext•G1
(k,k) ∼= O(N ),

where N is the nilpotent cone of Ġ. If M is a G-module, then the k-vector space
Ext•G1

(M,M) admits a natural action of G which factors through Ġ, and a natural
(compatible) structure of module over Ext•G1

(k,k). In this way this space defines a

Ġ-equivariant quasi-coherent sheaf onN , and the support variety VG1
(M) is defined

as the support of this sheaf (a closed Ġ-stable subvariety ofN ). In a similar way, one
can define the relative support variety VG1

(M) of M as the support of Ext•G1
(k,M).

1.2. The Humphreys conjecture. We fix a Borel subgroup B ⊂ G and a max-
imal torus T ⊂ G, denote by X the character lattice of T , and let X+ ⊂ X be
the subset of dominant weights (for the choice of positive roots such that B is the
negative Borel subgroup). Let Wf := NG(T )/T be the Weyl group of G, and let W
be the affine Weyl group (the semidirect product of Wf with the root lattice). For
λ ∈ X+, let T(λ) denote the indecomposable tilting G-module of highest weight λ.
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The Humphreys conjecture [H2] gives a conjectural description of the support
varieties VG1(T(λ)). To describe this answer, consider the set fW ⊂W of elements
w that are of minimal length in the right coset Wfw. Then the alcoves in R⊗Z X
which meet X+ are in a natural bijection with fW . (In the definition of this bijection
we use the “p-dilated dot action” ·p of W on R⊗Z X.) On the other hand, results

of Lusztig [L3] provide a bijection between the set of Ġ-orbits in N and the set of
two-sided cells in W , and results of Lusztig–Xi [LX] show that intersecting with
fW provides a bijection between the set of two-sided cells in W and the set of right
cells in W which are contained in (or equivalently which meet) fW . Combining

these results we obtain a bijection between right cells intersecting fW and Ġ-orbits
in N ; for w ∈ fW we denote by Ow the orbit corresponding to the cell containing
w. With this at hand, the Humphreys conjecture states that for all λ ∈ X+ we
have

VG1
(T(λ)) = Ow

if w ∈ fW is the element such that λ belongs to the lower closure of the alcove
corresponding to w. As of this date, this conjecture is open except in the case
G = SLn(k), where it was proved by the second author [Ha] under the assumption
that p > n+ 1.

This conjecture has a natural “relative” version, which can be stated as follows.
We denote by fW f ⊂ W the subset consisting of elements w which are minimal in
WfwWf . Then it seems natural to conjecture that for any w ∈ fW f we have

VG1(T(w ·p 0)) = Ow.

(Note that VG1(T(λ)) = ∅ if λ ∈ X+r(fW f ·p0), so that only the dominant weights
in fW f ·p 0 need to be considered for this question.) To the best of our knowledge,
this “relative” version is open in all cases.

1.3. Main results. The main results of this paper are summarized in the following
statement.

Theorem 1.1.

(1) For any λ ∈ X+ and w ∈ fW such that λ belongs to the lower closure of
the alcove corresponding to w, we have

VG1(T(λ)) ⊃ Ow.

Moreover, if w ∈ fW f we have

VG1(T(w ·p 0)) ⊃ Ow.

(2) There is an integer N > 0 (depending only on the root system of G) such
that if p > N , then the inclusions in (1) are equalities for all λ and w.

In other words, part (2) says that the Humphreys conjecture and its relative
version are true when p > N . At the moment, we do not know how to deter-
mine N explicitly (except for SLn). In view of [Ha], this result has the following
consequence.

Corollary 1.2. For any given G and k, if the Humphreys conjecture holds then its
relative version also holds. In particular, the relative version holds if G = SLn(k)
and p > n+ 1.

We also use Theorem 1.1 to check the Humphreys conjecture under some mild
(and explicit) assumptions on p in some cases when G has rank 2.
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1.4. The quantum case. Our proof of Theorem 1.1 builds on some results of
Ostrik and Bezrukavnikov obtained in the course of the proof of the quantum
analogue of the Humphreys conjecture. Namely, consider Lusztig’s quantum group
Uq associated with the root system of G, specialized at a complex primitive `-th
root of unity. (Here ` > h is odd, and prime to 3 if G has a component of type
G2.) This algebra has a subalgebra uq ⊂ Uq, called the “small quantum group,”
which plays a role analogous to G1. Moreover, the algebra Ext•uq (C,C) (where C
is the trivial module) has a natural action of the complex group GC with the same
root system as G, and is isomorphic as a GC-equivariant algebra to functions on
the nilpotent cone NC of GC.

For each λ ∈ X+, let Tq(λ) be the corresponding indecomposable tilting Uq-

module. It makes sense to consider the support varieties Vuq (Tq(λ)) and Vuq (Tq(λ)).
In this setting, there are obvious analogues of the Humphreys conjecture and its
relative version, stated in terms of the `-dilated dot action ·` of W on R⊗Z X. We
call these statements the quantum Humphreys conjecture and the relative quantum
Humphreys conjecture, respectively.

The quantum Humphreys conjecture was proved by Ostrik [O2] in type A, and
the relative version was proved by Bezrukavnikov [B1] in general. As we explain
in §8.4 (and as was probably known to experts), one can in fact deduce the quantum
Humphreys conjecture from the relative version in general.

1.5. Outline of the proof. Bezrukavnikov’s proof of the relative quantum Hum-
phreys conjecture relies on results of [ABG] to reduce the computation of Vuq (Tq(λ))
to the computation of the support of certain complexes of the form π∗L, where

π : ÑC → NC is the Springer resolution, and L is a simple object in the heart of

the exotic t-structure on DbCohGC(ÑC). Then these objects are identified with the
simple perverse coherent sheaves on N , whose support is known.

A “modular analogue” of the results of [ABG] have been obtained by the first
and third authors in [AR4]. As in the quantum case, this reduces the problem to

computing the supports of certain objects of the form π∗L, where π : Ñ → N is
the Springer resolution over k. However, L is now not in general a simple exotic

sheaf. Instead, it is an indecomposable object of DbCohG×Gm(Ñ ) that obeys certain
parity-vanishing conditions with respect to the exotic t-structure. (The principle
of replacing simple objects by “parity objects,” which has been advocated in the
work of Soergel and Juteau–Mautner–Williamson, has already proved to be very
fruitful.)

These supports are difficult to compute, but we are able to bound them below
by a “change-of-scalars” argument. In large characteristic, they can be deduced
from their characteristic-0 counterparts. This implies Theorem 1.1.

Remark 1.3. As suggested above, our proof of Theorem 1.1 relies on Bezrukavnikov’s
results in the quantum setting. But in fact our constructions yield a significant sim-
plification of his proof: namely, one can replace the “Positivity Lemma” of [B1] by
parity considerations, making the proof independent of the results of [ArkB]; see
Remark 9.2 for more details.

1.6. Weight cells. In the course of the proof of Theorem 1.1 we obtain a “mod-
ular version” of another result of Ostrik on quantum groups, which might be of
independent interest.
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Namely, define the “quantum weight preorder” on X+ by setting λ ≤qT µ if
Tq(λ) is a direct summand of Tq(µ) ⊗ M for some tilting Uq-module M . The
“modular weight preorder” ≤T is defined in the same way, but using tilting G-
modules instead of tilting Uq-modules. (Of course, these preorders depend on ` or
on p. In the quantum case this preorder was introduced in [O1]; see also [An1] for
a thorough study of these orders in both settings.) We denote by ∼qT and ∼T the
associated equivalence relations.

It is easily checked that two weights in the lower closure of the some alcove
are always equivalent, so that these preorders and equivalence relations descend
to alcoves meeting X+, i.e. to fW . The main result of [O1] states that the order
≤qT on fW coincides with the restriction of the right Kazhdan–Lusztig order on W ;
in particular, the corresponding equivalence classes are the Kazhdan–Lusztig right
cells contained in fW . Our “modular counterpart” states that the order ≤T on fW
coincides with the order defined by the same rule, replacing the Kazhdan–Lusztig
basis by the p-Kazhdan–Lusztig basis of [JW]. The equivalence classes for this
preorder are called right p-cells.

Our proof of this claim is essentially identical to Ostrik’s proof, replacing So-
ergel’s description of characters of quantum tilting modules by its modular coun-
terpart conjectured in [RW] and proved in [AMRW]. (This proof is independent of
the rest of the paper, except for the definitions given in Section 5.)

1.7. Contents. The paper is organized as follows.
Sections 2–4 form the “geometric” part of the paper. In Section 2 we develop an

analogue for derived categories of graded highest weight categories of the theory of
“parity complexes” from [JMW]. Then in Section 3 we study these objects further

in the case of the heart of Bezruakvnikov’s exotic t-structure on DbCohG×Gm(Ñ ).
In particular we provide a “Bott–Samelson type” construction of these objects,
which lets us study them via modular reduction arguments. In Section 4 we prove
some results on the support of certain objects constructed out of these parity exotic
sheaves.

Sections 5 and 6 form the “combinatorial” part of the paper. In Section 5 we
recall the theory of p-cells in the affine Hecke algebra and its antispherical module,
and in Section 6 we prove that the (usual) right cells in the antispherical module
are “finitely generated” in an appropriate sense. (A variant of this result is stated
without proof in [An1]; but as indicated in [An1] it can be deduced from results of
Xi [Xi].)

Finally, Sections 7–10 form the “representation-theoretic” part of the paper. In
Section 7 we prove the analogue of Ostrik’s theorem described in §1.6. Section 8
provides a reminder on the Humphreys conjecture, and the relation with its relative
version. In Section 9 we prove Theorem 1.1. We conclude the paper with some
examples in Section 10, providing in particular a proof of the Humphreys conjecture
for groups of type C2 (if p > 5) and G2 (if p > 7).

1.8. Acknowledgements. We thank Lars Thorge Jensen and Geordie Williamson
for helpful conversations on cells and p-cells.

2. Parity objects for graded highest weight categories

In this section, we develop a theory of “parity objects” in the derived category of
a graded highest weight abelian category. This notion is an algebraic or categorical
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analogue of the theory of parity sheaves from [JMW], in much the same way that
highest weight categories themselves are an algebraic or categorical counterpart to
perverse sheaves.

2.1. Graded highest weight categories. Let k be a field. Let A be a finite-
length k-linear abelian category, and assume that A is equipped with an automor-
phism 〈1〉 : A → A . Let Irr(A ) be the set of isomorphism classes of irreducible
objects of A , and let S = Irr(A )/Z, where n ∈ Z acts on Irr(A ) by 〈n〉. Assume
that S is equipped with a partial order ≤, and that for each s ∈ S , we have a fixed
representative simple object Lgr

s . Assume also that we are given, for any s ∈ S ,
objects ∆gr

s and ∇gr
s , and morphisms ∆gr

s → Lgr
s and Lgr

s → ∇gr
s . For T ⊂ S ,

we denote by AT the Serre subcategory of A generated by the objects Lgr
t 〈n〉 for

t ∈ T and n ∈ Z. We write A≤s for A{t∈S |t≤s}, and similarly for A<s.

Definition 2.1. The category A is said to be graded highest weight if the following
conditions hold:

(1) For any s ∈ S , the set {t ∈ S | t ≤ s} is finite.
(2) For each s ∈ S , we have

Hom(Lgr
s , L

gr
s 〈n〉) =

{
k if n = 0;

0 otherwise.

(3) For any T ⊂ S closed (for the order topology) and such that s ∈ T is
maximal, ∆gr

s → Lgr
s is a projective cover in AT and Lgr

s → ∇gr
s is an

injective envelope in AT .
(4) The kernel of ∆gr

s → Lgr
s and the cokernel of Lgr

s → ∇gr
s belong to A<s.

(5) We have Ext2(∆gr
s ,∇

gr
t 〈n〉) = 0 for all s, t ∈ S and n ∈ Z.

If A satisfies Definition 2.1, then Db(A ) is a Krull–Schmidt category by [LC,
Corollary B]. The objects ∆gr

s 〈n〉 are called standard objects, and the objects ∇gr
s 〈n〉

are called costandard objects.
For the following lemma, see [AR3, Lemma 2.2]. (See also [R3, §7.3] for more

details.)

Lemma 2.2. Let T ⊂ S be a closed subset in the order topology.

(1) The subcategory AT ⊂ A is a graded highest weight category, with standard
(resp. costandard) objects ∆gr

t (resp. ∇gr
t ) for t ∈ T . Moreover, the functor

ιT : DbAT → DbA induced by the inclusion AT ⊂ A is fully faithful.
(2) The Serre quotient A /AT is a graded highest weight category for the order

on S r T obtained by restriction from the order on S . The standard
(resp. costandard) objects are the images in the quotient of the objects ∆gr

s

(resp. ∇gr
s ) for s ∈ S r T .

(3) The natural functor Db(A )/Db(AT ) → Db(A /AT ) (where the left-hand
side is the Verdier quotient) is an equivalence. Moreover, the functors ΠT :
Db(A )→ Db(A /AT ) and ιT admit left and right adjoints, denoted ΠR

T ,
ΠL

T , ιRT , ιLT , which satisfy

(2.1) ΠL
T ◦ΠT (∆gr

s ) ∼= ∆gr
s , ΠR

T ◦ΠT (∇gr
s ) ∼= ∇gr

s

for s ∈ S r T and such that, for any M in Db(A ), the adjunction mor-
phisms induce functorial distinguished triangles

ιT ι
R
T M →M → ΠR

T ΠT M
[1]−→, ΠL

T ΠT M →M → ιT ι
L
T M

[1]−→ .
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When T = {t ∈ S | t ≤ s}, we will write ι≤s, Π≤s, etc., for the functors
introduced in this lemma, and likewise when T = {t ∈ S | t < s}.

2.2. Parity objects. We fix a graded k-linear highest weight category A with
weight poset (S ,≤). Assume we are given a function † : S → {0, 1}. Follow-
ing [JMW] we consider the following definition.

Definition 2.3. An object M in DbA will be called (!, †)-even if it satisfies

HomDbA (∆gr
s ,M〈n〉[m]) 6= 0 ⇒ m = n and n ≡ †(s) (mod 2).

It will be called (∗, †)-even if it satisfies

HomDbA (M〈n〉[m],∇gr
s ) 6= 0 ⇒ m = n and n ≡ †(s) (mod 2).

It will be called †-even if it is both (!, †)-even and (∗, †)-even. Finally, M will be
called parity if M ∼= M0 ⊕M1 where M0 and M1〈1〉[1] are even.

Lemma 2.4. Let M be (∗, †)-even and N be (!, †)-even. Then

HomDbA (M,N〈n〉[m]) = 0

unless n = m and n is even.

Proof. We prove the claim by induction on the cardinality of the smallest finite
closed subset T ⊂ S such that M belongs to the essential image of DbAT . If
T = {s}, then M is a direct sum of copies of Lgr

s 〈k〉[k] ∼= ∆gr
s 〈k〉[k] with k ≡ †(s)

(mod 2). Then the desired vanishing follows from the definitions.
Now, assume that #T ≥ 2, and let s ∈ T be maximal. Let T ′ := T r{s}. We

can consider the functors ιT and ιT ′ , and their right adjoints as in Lemma 2.2. It
follows directly from the definition that

(2.2) ιRT ′(N) is (!, †)-even.

(Here and below, in a minor abuse of notation, we write † for the restriction of this
function to T or T ′.)

Let M ′ ∈ DbAT be such that M = ιT (M ′). It is easy to see that M ′ is
(∗, †)-even. We consider the functors

ι̃T ′ : DbAT ′ → DbAT , Π̃T ′ : DbAT → Db(AT /AT ′)

and their adjoints as in Lemma 2.2, and the associated distinguished triangle

(2.3) Π̃L
T ′Π̃T ′M

′ →M ′ → ι̃T ′ ι̃
L
T ′(M

′)
[1]−→ .

We claim that

ι̃LT ′(M
′) is (∗, †)-even;(2.4)

Π̃L
T ′Π̃T ′M

′ is a direct sum of objects ∆gr
s 〈n〉[n] with n ≡ †(s) (mod 2).(2.5)

In fact, (2.4) follows directly from the definitions (as for (2.2) above). For (2.5), we
observe that the category AT /AT ′ is graded highest weight with a weight poset
consisting of one element; hence it is semisimple, with simple objects of the form
Π̃T ′(L

gr
s )〈n〉. Therefore, Π̃T ′M

′ is a direct sum of objects of the form

Π̃T ′(∆
gr
s )〈n〉[m] = Π̃T ′(∇gr

s )〈n〉[m] = Π̃T ′(L
gr
s )〈n〉[m].

Since M ′ is (∗, †)-even, using adjunction and the second isomorphism in (2.1), we

see that in fact Π̃T ′M
′ is a direct sum of objects as above with n = m and n ≡ †(s)

(mod 2). Using the first isomorphism in (2.1), we deduce (2.5).
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Now we consider the image

ιT Π̃L
T ′Π̃T ′M

′ →M → ιT ′ ι̃
L
T ′(M

′)
[1]−→

of the distinguished triangle (2.3) under ιT . Applying Hom(−, N〈n〉[m]) we deduce
an exact sequence

Hom(ιT ′ ι̃
L
T ′(M

′), N〈n〉[m])→ Hom(M,N〈n〉[m])

→ Hom(ιT Π̃L
T ′Π̃T ′M

′, N〈n〉[m]).

By induction, (2.2) and (2.4), the first term vanishes unless n = m and n is even.
By (2.5), the last term also vanishes unless n = m and n is even. We deduce the
same property for the middle term. �

Corollary 2.5. Let T ⊂ S be a closed subset in the order topology. If M and N
are †-even, then the morphism

HomDbA (M,N)→ HomDb(A /AT )(ΠT (M),ΠT (N))

induced by ΠT is surjective.

Proof. By adjunction, the morphism under consider identifies with the morphism

HomDbA (M,N)→ HomDbA (M,ΠR
T ΠT (N))

induced by the adjunction morphism N → ΠR
T ΠT (N). Consider the distinguished

triangle

ιT ι
R
T (N)→ N → ΠR

T ΠT (N)
[1]−→

from Lemma 2.2. Applying Hom(M,−) we obtain an exact sequence

Hom(M,N)→ Hom(M,ΠR
T ΠT (N))→ Hom(M, ιT ι

R
T N [1]).

Now one can easily check that ιT ι
R
T N is (!, †)-even. Hence by Lemma 2.4 we have

Hom(M, ιT ι
R
T N [1]) = 0, and the desired vanishing follows. �

2.3. Classification of parity objects. As in §2.2, we fix a graded highest weight
category A with weight poset (S ,≤).

Proposition 2.6. For any s ∈ S , there exists at most one indecomposable par-
ity object Es in DbA≤s such that Π<s(Es) ∼= Π<s(∆

gr
s ), where Π<s : DbA≤s →

Db(A≤s/A<s) is the quotient functor. Moreover, the objects

ι≤s(Es)〈n〉[n] for s ∈ S such that Es exists and n ∈ Z

form a set of representatives of the isomorphism classes of parity objets in DbA .

Proof. We start with the uniqueness of Es. Suppose that Es and E′s are two inde-
composable parity objects in DbA≤s such that Π<s(Es) ∼= Π<s(E

′
s)
∼= Π<s(∆

gr
s ).

By Corollary 2.5, the morphism

HomDbA≤s(M,N)→ HomDb(A≤s/A<s)(Π<s(M),Π<s(N))

is surjective, where M and N are either Es or E′s. Hence there exist morphisms

ϕ : Es → E′s, ψ : E′s → Es

such that Π<s(ϕ) and Π<s(ψ) are invertible. Then ϕ ◦ ψ does not belong to the
maximal ideal of the local ring End(E′s), so it is invertible. Similarly ψ ◦ ϕ is
invertible, so we conclude that ϕ and ψ are isomorphisms.
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Now, let E be an indecomposable parity object, and let T be the smallest finite
closed subset of S such that E belongs to the essential image of ιT . We denote
by E′ the object of Db(AT ) such that E ∼= ιT (E′).

We claim that T admits a unique maximal element. Indeed, if s and t are
distinct maximal elements in T , then setting T ′ := T r{s, t} we can consider the
quotient functor

ΠT ′ : Db(AT )→ Db(AT /AT ′).

By Corollary 2.5 the morphism

EndDb(AT )(E
′)→ EndDb(AT /AT ′ )

(ΠT ′(E
′))

is surjective, so that ΠT ′(E
′) is indecomposable. Now since s and t are not com-

parable, the category Db(AT /AT ′) is semisimple, so that ΠT ′(E
′) must be either

isomorphic to some ΠT ′(L
gr
s )〈n〉[m] or some ΠT ′(L

gr
s )〈n〉[m]. In any case, this

contradicts the minimality of T .
Since T admits a unique maximal element, it must be of the form {t ∈ S |

t ≤ s} for some s. Moreover, the same argument as above shows that Π<s(E
′) ∼=

Π<s(∆
gr
s )〈n〉[m] for some n,m ∈ Z. Since E′ is parity we must have n = m, and

then by uniqueness, we have that Es exists and E′ ∼= Es〈n〉[n]. �

3. Exotic parity complexes

3.1. Definitions. In this section we fix a split connected reductive group scheme
GZ over Z with simply-connected derived subgroup, a Borel subgroup BZ ⊂ GZ,
and a (split) maximal torus TZ ⊂ BZ. We also set X := X∗(TZ).

We denote by gZ and bZ the respective Lie algebras of GZ and BZ, and consider
the Springer resolution

ÑZ := GZ ×BZ (gZ/bZ)∗,

where (−)∗ means the dual Z-module. This scheme admits a natural action of
GZ × (Gm)Z, where GZ acts via left multiplication on itself and x ∈ (Gm)Z acts
by multiplication by x−2 on (gZ/bZ)∗. We will then consider the derived category

DbCohG×Gm(Ñ )Z of (G × Gm)Z-equivariant coherent sheaves on ÑZ; see [MR1,
Appendix A] for a review of equivariant coherent sheaves on such schemes. (Here
and below, we will usually indicate coefficients only once as a subscript to simplify

notations.) We denote by 〈1〉 the autoequivalence of DbCohG×Gm(Ñ )Z given by
tensoring with the tautological rank-1 (Gm)Z-module.

We will denote by Wf the Weyl group of (GZ,TZ), and by Sf ⊂ Wf the subset
of simple reflections determined by BZ. We also denote by Φ the root system of
(GZ,TZ), by Φ+ ⊂ Φ the system of positive roots defined as the TZ-weights in
gZ/bZ, and by Φs ⊂ Φ the subset of simple roots. We denote by X+ ⊂ X the
subset of dominant weights, by Y ⊂ X the root lattice, and set Y+ := Y ∩X+.
Note that our conventions make BZ the “negative” Borel subgroup.

We consider the affine Weyl group W := Wf n Y, and the extended affine Weyl
group Wext := Wf n X. There exists a natural length function ` : Wext → Z
determined by

(3.1) `(w · tλ) =
∑
α∈Φ+

w(α)∈Φ+

|〈λ, α∨〉|+
∑
α∈Φ+

w(α)∈−Φ+

|1 + 〈λ, α∨〉|
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for w ∈Wf and λ ∈ X (where tλ denotes the image of λ in Wext). Then Ω := {w ∈
Wext | `(w) = 0} is a subgroup of Wext, and we have Wext = W o Ω. Moreover,
if S = {w ∈ W | `(w) = 1}, then (W,S) is Coxeter system, with length function
again given by (3.1). Finally, the restriction of (3.1) to Wf is the length function for
the Coxeter system (Wf , Sf). We will denote by ≤ the Bruhat order on W (which
restricts to the Bruhat order on Wf).

We will denote by Bext the braid group associated with Wext, i.e. the group
generated by symbols Tw for w ∈ Wext, and with relations TvTw = Tvw if `(vw) =
`(v) + `(w). The main result of [BR] (see also [MR1, §3.3]) provides a (weak) right

action of the group Bext on DbCohG×Gm(Ñ )Z; we will denote by

Jb : DbCohG×Gm(Ñ )Z
∼−→ DbCohG×Gm(Ñ )Z

the action of an element b ∈ Bext. (This functor is well defined up to isomorphism.)
For λ ∈ X, we will denote by wλ the unique shortest element in Wftλ ⊂ Wext.

We also denote by fW ⊂ W , resp. fWext ⊂ Wext, the subset consisting of elements
w which are of minimal length in Wfw. Then fWext = {wλ : λ ∈ X} and fW =
{wλ : λ ∈ Y}. Finally, we will denote by fW f ⊂W the subset of elements w which
are of minimal length in WfwWf . Then fW f = {wλ : λ ∈ −Y+}.

We fix once and for all a weight ς ∈ X such that 〈ς, α∨〉 = 1 for any α ∈ Φs.
(Our assumptions guarantee that such a weight exists, but it might not be unique.)

3.2. Exotic standard and costandard sheaves. In [MR2, §5.2], C. Mautner
and the third author consider certain objects

∆Z(λ), ∇Z(λ)

in DbCohG×Gm(Ñ )Z, for λ ∈ X. (In [MR2] these objects are in fact considered in
a more limited setting, but these restrictions are not needed for the results we will
use in the present paper.) By [MR2, Proposition 5.4], for λ, µ ∈ X and m,n ∈ Z
we have

(3.2) HomDbCohG×Gm (Ñ )Z
(∆Z(λ),∇Z(µ)〈n〉[m]) =

{
Z if λ = µ and m = n = 0;

0 otherwise.

For any Noetherian commutative ring R of finite global dimension we can also

consider the base change GR, BR, ÑR of GZ, BZ, ÑZ to R. Let

ϕR
Z : DbCohG×Gm(Ñ )Z → DbCohG×Gm(Ñ )R

be the functor given by coherent pullback along ÑR → ÑZ. We set

∆R(λ) := ϕR
Z (∆Z(λ)), ∇R(λ) := ϕR

Z (∇Z(λ)).

From (3.2) it is not difficult to check (using e.g. the same kind of arguments as
in [MR1, Proof of Lemma 4.11]) that we have

(3.3) HomDbCohG×Gm (Ñ )R
(∆R(λ),∇R(µ)〈n〉[m]) =

{
R if λ = µ, m = n = 0;

0 otherwise.

If S is a Noetherian commutative R-algebra of finite global dimension, we also have
a functor

ϕS
R : DbCohG×Gm(Ñ )R → DbCohG×Gm(Ñ )S
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that sends ∆R(λ) and ∇R(λ) to ∆S(λ) and ∇S(λ) respectively. Moreover, the
morphism

S⊗R HomDbCohG×Gm (Ñ )R
(∆R(λ),∇R(µ)〈n〉[m])

→ HomDbCohG×Gm (Ñ )S
(∆S(λ),∇S(µ)〈n〉[m])

induced by this functor is an isomorphism for any λ, µ ∈ X and m,n ∈ Z.
In the following lemma, we say that an object X in a triangulated category D

admits a “filtration” with “subquotients” X1, . . . , Xr if X belongs to {[X1]} ∗ · · · ∗
{[Xr]} in the notation of [BBD, §1.3.9].

Lemma 3.1. Let F ,G in DbCohG×Gm(Ñ )R. Assume that F admits a “filtration”
with “subquotients” of the form ∆R(λ)〈n〉[n] with n ≡ `(wλ) (mod 2), and that G
admits a “filtration” with “subquotients” of the form ∇R(λ)〈n〉[n] with n ≡ `(wλ)
(mod 2). Then the R-module

HomDbCohG×Gm (Ñ )R
(F ,G〈n〉[m])

is free of finite rank, and vanishes unless m = n and n is even. Moreover, for any
R-algebra S as above and any n,m ∈ Z the natural morphism

S⊗R HomDbCohG×Gm (Ñ )R
(F ,G〈n〉[m])

→ HomDbCohG×Gm (Ñ )S
(ϕS

R(F), ϕS
R(G)〈n〉[m])

is an isomorphism.

Proof. We prove the lemma by induction of the sum of the shortest lengths of
“filtrations” of F and G as in the lemma. If this sum is at most 2, then either the
claim is obvious, or it follows from (3.3).

Otherwise, at least one of F and G admits no “filtration” of length less than 2.
We will treat the case where this holds for F ; the argument for G is very similar.
Choose a “filtration” of F of minimal length, and consider the first morphism

∆R(λ)〈k〉[k]→ F

in this “filtration.” (Here λ ∈ X and k ∈ Z are such that k ≡ `(wλ) (mod 2).) Let
F ′ be the cone of this morphism, so that we have a distinguished triangle

∆R(λ)〈k〉[k]→ F → F ′ [1]−→ .

Applying Hom(−,G〈n〉[m]) we obtain an exact sequence

Hom(∆R(λ)〈k〉[k],G〈n〉[m− 1])→ Hom(F ′,G〈n〉[m])→ Hom(F ,G〈n〉[m])

→ Hom(∆R(λ)〈k〉[k],G〈n〉[m])→ Hom(F ′,G〈n〉[m+ 1]).

By induction, the second and fourth terms vanish unless n = m and n is even. We
deduce the same claim for the third term. If n = m and n is even, we also deduce
that in the sequence above the first and last terms vanish, so that the second arrow
is injective and the fourth one is surjective. Since the second and fourth terms are
free of finite rank over R, this implies that the third term has the same property.
Finally, the last assertion of the lemma follows from similar considerations and the
5-lemma. �
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3.3. Some “wall-crossing” functors. For s ∈ Sf , with associated simple root
αs, we can consider the minimal standard parabolic subgroup Ps,Z ⊂ GZ associ-
ated with s, denote by ps,Z its Lie algebra, and consider the “parabolic Springer

resolution” Ñs,Z := GZ ×Ps,Z (gZ/ps,Z)∗. There are natural maps

es : (GZ/BZ)×GZ/Ps,Z Ñs,Z ↪→ ÑZ, µs : (GZ/BZ)×GZ/Ps,Z Ñs,Z � Ñs,Z.
Let us denote by

Πs : DbCohG×Gm(Ñ )Z → DbCohG×Gm(Ñs)Z,

Πs : DbCohG×Gm(Ñs)Z → DbCohG×Gm(Ñ )Z

the functors defined by

Πs(F) = R(µs)∗L(es)
∗(F ⊗OÑZ

OÑZ
(−ς)),

Πs(G) = R(es)∗L(µs)
∗(G)⊗OÑZ

OÑZ
(ς − αs)〈−1〉.

Then we set

Ψs := ΠsΠs : DbCohG×Gm(Ñ )Z → DbCohG×Gm(Ñ )Z.

If s ∈ S r Sf , then there exists b ∈ Bext and t ∈ Sf such that Ts = bTtb
−1 in

Bext (see [R1, Lemma 6.1.2]). We fix such a pair once and for all, and set

Ψs := Jb−1ΨtJb : DbCohG×Gm(Ñ )Z → DbCohG×Gm(Ñ )Z.

If s ∈ S, the functor Ψs fits into distinguished triangles of functors

id〈−1〉[−1]→ Ψs →JTs

[1]−→,(3.4)

J(Ts)−1 → Ψs → id〈1〉[1]
[1]−→ .(3.5)

(See [MR2, (4.2)] for the case s ∈ Sf , and conjugate for the non-finite simple
reflections.)

If R is a commutative Noetherian ring of finite global dimension, then these

constructions have obvious analogues for ÑR, and we will use similar notations in
this setting.

Remark 3.2. It follows from [AR4, Lemma 9.4] that the functor Ψs is self-adjoint,

for any s ∈ S. The same remark applies to the endofunctor of DbCohG×Gm(Ñ )
defined by the same formula.

Lemma 3.3. Let F ∈ DbCohG×Gm(Ñ )R, and assume that F admits a “filtration”
with “subquotients” of the form ∆R(λ)〈n〉[n] with n ≡ `(wλ) (mod 2) (resp. of the
form ∇R(λ)〈n〉[n] with n ≡ `(wλ) (mod 2)). Then for any s ∈ S, Ψs(F)〈1〉[1]
admits a “filtration” with “subquotients” of the form ∆R(λ)〈n〉[n] with n ≡ `(wλ)
(mod 2) (resp. of the form ∇R(λ)〈n〉[n] with n ≡ `(wλ) (mod 2)).

Proof. We treat the case of the objects ∆R(λ); the other case is similar.
It follows from the associativity of the operation “∗” (see [BBD, Lemme 1.3.10])

that if G and K admit a “filtration” as in the lemma and if H fits in a distinguished
triangle

G → H → K [1]−→,
then H also admits a “filtration” of the same form. This observation reduces the
claim to the case F = ∆R(λ).
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Assume first that wλs < wλ. Then wλs is minimal in Wfwλs, and hence of the
form wµ for some µ ∈ X with `(wµ) = `(wλ)− 1. We have

(Tw−1
µ

)−1 = (Tsw−1
λ

)−1 = (Tw−1
λ

)−1 · Ts,

so by the definition of ∆R(λ) we have

JTs(∆R(λ)) ∼= JTs ◦J(T
w
−1
λ

)−1(OÑR
) ∼= J(T

w
−1
µ

)−1(OÑR
) ∼= ∆R(µ).

Using the triangle obtained by applying (3.4) to ∆R(λ), we deduce a distinguished
triangle

∆R(λ)→ Ψs(∆R(λ))〈1〉[1]→ ∆R(µ)〈1〉[1]
[1]−→ .

The claim follows.
Assume now that wλs > wλ. In this case we have

J(Ts)−1(∆R(λ)) ∼= J(T(wλs)
−1 )−1(OÑR

).

If wλs is minimal in Wfwλs, then we deduce that

J(Ts)−1(∆R(λ)) ∼= ∆R(µ)

for some µ ∈ X with `(wµ) = `(wλ) + 1, so that we conclude as above using (3.5)
applied to ∆R(λ).

Finally, assume that wλs > wλ and that wλs is not minimal in Wfwλs. Then
there exists r ∈ Sf such that wλs = rwλ, so that

J(Ts)−1(∆R(λ)) ∼= J(T(rwλ)−1 )−1(OÑR
) ∼= ∆R(λ)〈1〉,

as in [MR1, (3.10)]. Hence the triangle obtained by applying (3.5) to ∆R(λ) takes
the form

∆R(λ)〈1〉 → Ψs(∆R(λ))→ ∆R(λ)〈1〉[1]
[1]−→ .

It is easy to check from the definitions that

EndDbCohG×Gm (Ñ )R
(∆R(λ)) = R,

so that the connecting morphism in this triangle is a · id for some a ∈ R. We claim
that a is invertible, so that Ψs(∆R(λ)) = 0 in this case (which clearly implies the
desired result).

In fact, by compatibility of all our constructions with change of scalars, it suffices
to prove this when R is an algebraically closed field. In this case, otherwise we have
a = 0, so that we obtain an isomorphism

Ψs(∆R(λ)) ∼= ∆R(λ)〈1〉 ⊕∆R(λ)〈1〉[1].

If s ∈ Sf , then this is absurd since the restriction of any object ∆R(λ) to the inverse
image of the open orbit in the nilpotent cone NR is nonzero (because the functors in
the braid group action send objects with nonzero restriction to this inverse image
to objects with the same property), while the restriction of Ψs(∆R(λ)) is 0. If
s ∈ S r Sf , let b and t be as above. Then we obtain that

Ψt ◦Jb(∆R(λ)) ∼= Jb(∆R(λ))〈1〉 ⊕Jb(∆R(λ))〈1〉[1],

and we obtain a contradiction as above. �
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We will use the term expression to mean any word in S. Given an expression
w = (s1, . . . , sr) and an element ω ∈ Ω we set

ER(ω,w) := Ψsr ◦ · · · ◦Ψs1 ◦JTω (OÑR
).

It is clear that if S is a commutative Noetherian R-algebra of finite global dimen-
sion, we have

(3.6) ϕS
R(ER(ω,w)) ∼= ES(ω,w).

(Here and several times below we use the fact that the functor ϕS
R is compatible

in the appropriate way with pullback and pushforward functors; this is obvious
for pullback functors and follows from the general form of the flat base change
theorem—as in [Li, Theorem 3.10.3]—for pushforward functors.)

Corollary 3.4.

(1) Let w be an expression, let ω ∈ Ω, and let λ ∈ X. For any n,m ∈ Z, the
R-module

Hom(∆R(λ),ER(ω,w)〈n〉[m])

is free of finite rank, and vanishes unless n = m and n ≡ `(w) + `(wλ)
(mod 2). Moreover, for any S as above, the natural morphism

S⊗R Hom(∆R(λ),ER(ω,w)〈n〉[m])→ Hom(∆S(λ),ES(ω,w)〈n〉[m])

is an isomorphism.
(2) Let w be an expression, let ω ∈ Ω, and let λ ∈ X. For any n,m ∈ Z, the

R-module

Hom(ER(ω,w),∇R(λ)〈n〉[m])

is free of finite rank, and vanishes unless n = m and n ≡ `(w) + `(wλ)
(mod 2). Moreover, for any S as above, the natural morphism

S⊗R Hom(ER(ω,w),∇R(λ)〈n〉[m])→ Hom(ES(ω,w),∇S(λ)〈n〉[m])

is an isomorphism.
(3) Let w,w′ be expressions, and let ω, ω′ ∈ Ω. For any n,m ∈ Z, the R-module

Hom(ER(ω,w),ER(ω′, w′)〈n〉[m])

is free of finite rank. Moreover, for any S as above, the natural morphism

S⊗R Hom(ER(ω,w),ER(ω′, w′)〈n〉[m])→ Hom(ES(ω,w),ES(ω′, w′)〈n〉[m])

is an isomorphism.

Proof. Fix an expression w of length r and ω ∈ Ω. If λ ∈ X is the unique weight
such that ω = wλ, then JTω (OÑR

) = ∆R(λ) = ∇R(λ). Then, Lemma 3.3 implies

that ER(ω,w)〈r〉[r] admits both a “filtration” with “subquotients” of the form
∆R(λ)〈n〉[n] with n ≡ `(wλ) (mod 2) and a “filtration” with “subquotients” of the
form ∇R(λ)〈n〉[n] with n ≡ `(wλ) (mod 2). We deduce the desired claims using
Lemma 3.1. �
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3.4. Parity exotic sheaves. In this subsection we assume that R is field, that we
will denote k to avoid confusion. We choose an order ≤′ on X as in [MR1, §2.5].
Recall that this order satisfies in particular

wλ ≤ wµ ⇒ λ ≤′ µ.
In case k is algebraically closed, it is proved in [MR1] that the objects {∇k(λ) :

λ ∈ X} form a graded exceptional sequence in the sense of [B1, §2.1.5], for the
order ≤′ on X, with dual exceptional sequence {∆k(λ) : λ ∈ X}. From this case
it is not difficult to deduce that this property holds for any field of coefficients.
Using [B1, Proposition 4], we deduce that if we define D≤0, resp. D≥0, as the full

subcategory of DbCohG×Gm(Ñ )k generated under extension by the objects of the
form ∆k(λ)〈n〉[m] with m ≥ 0, resp. by the objects of the form ∇k(λ)〈n〉[m] with

m ≤ 0, then (D≤0, D≥0) is a t-structure on DbCohG×Gm(Ñ )k. This t-structure

will be called the exotic t-structure, and its heart will be denoted E G×Gm(Ñ )k.

By [MR1, Corollary 3.11], the objects ∆k(λ) and ∇k(λ) belong to E G×Gm(Ñ )k.
(Again, in [MR1] it is assumed that k is algebraically closed, but the general case

follows.) It follows that E G×Gm(Ñ )k is a graded highest weight category in the
sense of Definition 2.1 (with weight poset (X,≤′)), and that the realization functor

DbE G×Gm(Ñ )k → DbCohG×Gm(Ñ )k

is an equivalence of categories. (See also [ARd, §8] for another approach to these

claims.) For λ ∈ X, we will denote by Lk(λ) the simple object of E G×Gm(Ñ )k
parametrized by λ, i.e. the image of the only nonzero morphism ∆k(λ) → ∇k(λ)
(up to scalar).

Using this equivalence, we can consider parity objects in this category, in the
sense of §2.2, for the function † : X → {0, 1} defined by the property that †(λ) ≡
`(wλ) (mod 2). (For simplicity, this function will be dropped from the notation.)
The indecomposable parity object associated with λ as in Proposition 2.6 will be
denoted by Ek

λ.

Proposition 3.5.

(1) For any ω and w, the object Ek(ω,w) is a parity object in DbE G×Gm(Ñ )k.
(2) If λ ∈ X and if wλ = ωs1 · · · sr is a reduced expression, then Ek

λ is a direct
summand of Ek(ω, (s1, . . . , sr)). Moreover, all the other direct summands
of this object are the form Ek

µ〈m〉[m] with m ∈ Z and µ <′ λ.

Proof. (1) It follows from Corollary 3.4 that Ek(ω,w)〈`(w)〉[`(w)] is even, and hence
that Ek(ω,w) is parity.

(2) It follows from the proof of Lemma 3.3 that

Hom(E(ω, (s1, . . . , sr)),∇(µ)〈n〉[m]) 6= 0 ⇒ wµ ≤ wλ,
which implies that µ ≤′ λ. Moreover, if µ = λ, this space is 1-dimensional if
n = m = 0 and 0 otherwise. The claim follows. �

Corollary 3.6. Let k′ be a field extension of k.

(1) The functor ϕk′
k sends parity objects to parity objects. Moreover, for any

parity objects F and G in DbCohG×Gm(Ñ )k, the natural morphism

k′ ⊗k HomDbCohG×Gm (Ñ )k
(F ,G)→ HomDbCohG×Gm (Ñ )k′

(ϕk′
k (F), ϕk′

k (G))

is an isomorphism.
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(2) For any λ ∈ X, we have ϕk′
k (Ek

λ) ∼= Ek′
λ .

Proof. (1) It follows from Proposition 2.6 and Proposition 3.5 that F and G are
direct sums of direct summands of objects of the form Ek(ω,w)〈n〉[n]. Then the
claim follows from (3.6) and Corollary 3.4.

(2) This proof is copied from [Wi, Lemma 3.8]. By (1), ϕk′
k (Ek

λ) is a parity object.
Hence to conclude it suffices to prove that it is indecomposable. Now we remark
that the functor Π<′λ considered in Proposition 2.6 induces a surjection

EndDbCohG×Gm (Ñ )k
(Ek
λ) � k.

Since the left-hand side is a local ring, the kernel of this surjection is the Jacobson
radical of this algebra, so it is nilpotent. Applying k′⊗k (−) and using (1) we obtain
a surjective morphism

EndDbCohG×Gm (Ñ )k′
(ϕk′

k (Ek
λ))→ k′

whose kernel is nilpotent. Hence the left-hand side is again a local ring, proving
that ϕk′

k (Ek
λ) is indecomposable. �

3.5. Integral form of parity exotic sheaves.

Proposition 3.7. For any λ ∈ X, there exists M ∈ Z≥1 (depending on λ) and an
object

E
Z[ 1
M! ]

λ ∈ DbCohG×Gm(Ñ )Z[ 1
M! ]

such that for any field k of characteristic either 0 or greater than M we have

ϕk
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

)
∼= Ek

λ.

Proof. Choose a reduced expression wλ = ωs1 · · · sr. Then EQ
λ is a direct summand

in EQ(ω, (s1, . . . , sr)) by Proposition 3.5(2). We denote by f the idempotent in

End(EQ(ω, (s1, . . . , sr))) given by projecting to EQ
λ . By Corollary 3.4 we have a

canonical isomorphism

Q⊗Z End
(
EZ(ω, (s1, . . . , sr))

) ∼= End
(
EQ(ω, (s1, . . . , sr))

)
.

Hence there exists an M such that f belongs to

Z
[

1

M !

]
⊗Z End

(
EZ(ω, (s1, . . . , sr))

) ∼= End
(
EZ[ 1

M! ](ω, (s1, . . . , sr))
)
.

Now the category DbCohG×Gm(Ñ )Z[ 1
M! ]

is Karoubian by [BS, Corollary 2.10]. In

particular, the object EZ[ 1
M! ](ω, (s1, . . . , sr)) admits a direct summand E

Z[ 1
M! ]

λ such

that the projection to E
Z[ 1
M! ]

λ is f . It is clear that

ϕQ
Z[ 1
M! ]

(E
Z[ 1
M! ]

λ ) ∼= EQ
λ .

Using Corollary 3.6(2), we deduce that

(3.7) ϕk
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

)
∼= Ek

λ.

for any field k of characteristic 0.
Using Corollary 3.6(2) again, to conclude the proof it suffices to prove that for

any p > M we have

ϕ
Fp
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

)
∼= E

Fp
λ .
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And it is not difficult to see that for this it suffices to prove that the left-hand side
is indecomposable. Assume for a contradiction that this is not the case. We have

Fp ⊗Zp End
(
ϕ
Zp
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

))
∼= End

(
ϕ
Fp
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

))
by Corollary 3.6. By assumption the right-hand side admits a nontrivial idem-

potent, which can then be lifted to End
(
ϕ
Zp
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

))
, by, say, [La, Theo-

rem 21.31]. We then obtain a nontrivial idempotent in

Qp ⊗Zp End
(
ϕ
Zp
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

))
∼= End

(
ϕ
Qp
Z[ 1
M! ]

(
E
Z[ 1
M! ]

λ

))
,

contradicting the case k = Qp of (3.7). �

3.6. Relation with tilting perverse sheaves on affine Grassmannians. From
now on we assume that GZ satisfies the conditions of [MR2, §4.2]. In other words,
GZ is a product of (simply connected) quasi-simple groups and general linear groups
GLn,Z. We denote by N the product of all the prime numbers that are not very
good for some quasi-simple factor of GZ, and set R := Z[ 1

N ].
Let T∨ be the complex torus which is dual to TC, and let G∨ be the complex

connected reductive group with maximal torus T∨ which is Langlands dual to
GZ. We let B∨+ be the Borel subgroup of G∨ containing T∨ whose roots are
the positive coroots of (GZ,TZ), and denote by Iw ⊂ G∨(O) the corresponding
Iwahori subgroup, where O := C[[t]]. Then if k is a field we can consider the affine
Grassmannian Gr of G∨, and the category Parity(Iw)(Gr,k) of Iw-constructible

parity complexes on Gr with coefficients in k in the sense of [JMW]. The mixed
derived category Dmix

(Iw)(Gr,k) is defined as the bounded homotopy category of the

additive category Parity(Iw)(Gr,k). The Tate twist 〈1〉 is defined as {−1}[1], where

{n} is the cohomological shift by n in Parity(Iw)(Gr,k) (viewed as a subcategory of

Db
(Iw)(Gr,k)).

The main result of [MR2] is the construction of an equivalence of additive cate-

gories between Parity(Iw)(Gr,k) and the category of tilting objects in E G×Gm(Ñ )k
which intertwines the functors {1} and 〈−1〉, under the assumption that there exists
a ring morphism R→ k. (See [AR4, Remark 11.3] for comments on the difference
of conventions between the present paper—where the conventions are similar to
those in [AR4]—and [MR2]. Note also that in [MR2] the field is assumed to be al-
gebraically closed; but the results above make it easy to generalize the theorem to
any field.) Passing to homotopy categories we deduce an equivalence of triangulated
categories

Υ : Dmix
(Iw)(Gr,k)

∼−→ DbCohG×Gm(Ñ )k

which satisfies Υ ◦ 〈1〉 ∼= 〈1〉[1] ◦ Υ. (See also [ARd] for a different construction of
this equivalence.)

Consider the perverse t-structure on Dmix
(Iw)(Gr,k) (see [AR2]). Its heart, which

we will denote Pervmix
(Iw)(Gr,k), has a natural structure of graded highest weight

category, and the realization functor

DbPervmix
(Iw)(Gr,k)→ Dmix

(Iw)(Gr,k)

is an equivalence of categories. If J!(λ) and J∗(λ) denote the (normalized) standard
and costandard objects associated with λ respectively, we have

(3.8) Υ(J!(λ)) ∼= ∆k(λ), Υ(J∗(λ)) ∼= ∇k(λ)
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for any λ ∈ X (see [MR2, Theorem 1.2] or [ARd, Theorem 8.3]).

The indecomposable tilting objects in Pervmix
(Iw)(Gr,k) are parametrized in a nat-

ural way by X× Z; we denote by T (λ) the indecomposable object associated with
(λ, 0) (so that the indecomposable object associated with (λ, n) is T (λ)〈n〉).

Proposition 3.8. For any λ ∈ X, we have Υ(T (λ)) ∼= Ek
λ.

Proof. For µ ∈ X we have

HomDbCohG×Gm (Ñ )k
(∆k(µ),Υ(T (λ))〈n〉[m])

(3.8)
= HomDbCohG×Gm (Ñ )k

(Υ(J!(µ)),Υ(T (λ)〈n〉)[m− n])

∼= HomDmix
(Iw)

(Gr,k)(J!(µ), T (λ)〈n〉[m− n]).

Hence this space vanishes unless m = n. Using [AR2, Lemma 3.17], it also vanishes
unless n ≡ `(wλ)− `(wµ) (mod 2). The same arguments can be used to show that

HomDbCohG×Gm (Ñ )k
(Υ(T (λ))〈n〉[m],∇k(µ))

vanishes unless m = n and n ≡ `(wλ)− `(wµ) (mod 2). Thus Υ(T (λ)) is a parity
object. It is clearly indecomposable, and hence of the form Ek

µ〈n〉[n] for some
(µ, n) ∈ X×Z. It is easily checked that µ = λ and n = 0, and the claim follows. �

3.7. The case of characteristic 0. We continue with the assumptions of §3.6.

Theorem 3.9. Assume that k has characteristic 0. Then for any λ ∈ X, we have
Ek
λ
∼= Lk(λ).

Proof. By definition of Ek
λ, all its cohomology objects have their composition factors

of the form Lk(µ)〈n〉 with µ ≤′ λ, and we have

HomDbCohG×Gm (Ñ )k
(∆k(λ),Ek

λ〈n〉[m]) =

HomDbCohG×Gm (Ñ )k
(Ek
λ,∇k(λ)〈n〉[m]) =

{
k if n = m = 0;

0 otherwise.

Hence Lk(λ)〈n〉 appears once as a composition factor of a cohomology object of Ek
λ

if n = 0 (in degree 0), and never if n 6= 0. Below we will prove that if µ 6= λ we
have

HomDbCohG×Gm (Ñ )k
(∆k(µ),Ek

λ〈n〉[m]) = HomDbCohG×Gm (Ñ )k
(Ek
λ,∇k(µ)〈n〉[m]) = 0

unless m > 0. This will imply that Ek
λ is in the heart of the exotic t-structure, and

that it has no simple subobject or quotient of the form Lk(µ)〈n〉 with µ 6= λ. This
will conclude the proof.

So, we fix µ 6= λ. By a simple change-of-scalars arguments based on Lemma 3.1
and Corollary 3.6, we can assume that k = Qp for some prime number p. As in the
proof of Proposition 3.8, we have

HomDbCohG×Gm (Ñ )k
(∆k(µ),Ek

λ〈n〉[m]) ∼= HomDmix
(Iw)

(Gr,k)(J!(µ), T (λ)〈n〉[m− n]),

and this space vanishes unless m = n. The objects T (λ) are studied in the case of
coefficients Qp in [AR1], based on the results of [Yu]. In particular, it is explained
in [AR1, §10.2] that these objects satisfy Yun’s “condition (W).” This condition
implies that if jµ is the inclusion of the Iw-orbit on Gr associated with µ, and j!

µ

is the corresponding functor constructed in [AR2], then j!
µT (λ) is a direct sum of
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objects of the form k〈i〉{k} with i < 0, and then (using adjunction and the fact
that J!(µ) = (jµ)!k{`(wµ)}) that

HomDbCohG×Gm (Ñ )k
(∆k(µ),Ek

λ〈m〉[m]) ∼= HomDmix
(Iw)

(Gr,k)(J!(µ), T (λ)〈m〉)

vanishes unless m > 0. One proves similarly that

HomDbCohG×Gm (Ñ )k
(Ek
λ,∇k(µ)〈n〉[m]) = 0

unless m > 0 (and n = m), and the proof is complete. �

Corollary 3.10. Let λ ∈ X, and let M be as in Proposition 3.7. If k is a field
such that char(k) > M , we have Ek

λ
∼= Lk(λ).

Proof. Recall the object E
Z[ 1
M! ]

λ from Proposition 3.7. By construction this object

is a direct summand of an object of the form EZ[ 1
M! ](ω,w). Hence, by Corollary 3.4,

for any µ ∈ X and n,m ∈ Z the Z[ 1
M ! ]-module Hom(∆Z[ 1

M! ]
(µ),E

Z[ 1
M! ]

λ 〈n〉[m]) is

free, and if char(k) is 0 or greater than M , we have

k⊗Z[ 1
M! ]

Hom
(

∆Z[ 1
M! ]

(µ),E
Z[ 1
M! ]

λ 〈n〉[m]
)
∼= Hom(∆k(µ),Ek

λ〈n〉[m]).

By Theorem 3.9, if char(k) = 0 the right-hand side vanishes unless λ = µ and
n = m = 0 or m = n and m > 0. It follows that the same property holds if
char(k) > M , and as in the proof of Theorem 3.9 this implies that Ek

λ
∼= Lk(λ). �

3.8. Comparison between characteristic 0 and positive characteristic. Co-
rollary 3.10 and its proof show that in characteristic larger than some bound (that
is not explicitly known), the object Ek

λ behaves “as in characteristic 0,” and in par-
ticular coincides with Lk(λ). With additional information it is sometimes possible
to prove this property for a given characteristic. We assume that char(k) > 0.

Lemma 3.11. For any λ, µ ∈ X and m ∈ Z we have

dimk
(
Hom(∆k(µ),Ek

λ〈m〉[m])
)
≥ dimC

(
Hom(∆C(µ),EC

λ〈m〉[m])
)
.

Moreover, given λ ∈ X, if this inequality is an equality for all µ ∈ X and m ∈ Z,
then EF

λ
∼= LF(λ).

Proof. Using Corollary 3.6(2) we can assume that k = Fp for some prime number
p. Then, consider some reduced expression wλ = ωs1 · · · sr. By Proposition 3.5(2)
Ek
λ is a direct summand of Ek(ω, (s1, . . . , sr)). Using Corollary 3.4, an idempotent-

lifting argument (as in the proof of Proposition 3.7) shows that there exists a direct

summand E
Zp
λ of EZp(ω, (s1, . . . , sr)) such that ϕk

Zp(E
Zp
λ ) ∼= Ek

λ. Then, choosing

some ring morphism Zp → C, the object ϕC
Zp(E

Zp
λ ) is a parity object, which by

Corollary 3.4 satisfies

dimk
(
Hom(∆F(µ),EF

λ〈m〉[m])
)

= dimC
(
Hom(∆C(µ), ϕC

Zp(E
Zp
λ )〈m〉[m])

)
for any µ ∈ X and m ∈ Z. From this we see in particular that λ is maximal among
the weights such that the right-hand side is nonzero for some m, and that

dimC
(
Hom(∆C(λ), ϕC

Zp(E
Zp
λ ))

)
= 1.

Hence EC
λ is a direct summand in ϕC

Zp(E
Zp
λ ), and we deduce the desired inequality.
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If all these inequalities are equalities, then ϕC
Zp(E

Zp
λ ) = EC

λ. In view of Theo-

rem 3.9, it follows that Ek
λ = ϕk

Zp(E
Zp
λ ) satisfies the “stalks and costalks” condi-

tions that characterize Lk(λ) (as in the proof of Theorem 3.9); therefore we have
Ek
λ
∼= Lk(λ). �

4. Support computations

4.1. Support of coherent sheaves on Nk. In this section we assume that GZ is
a (split) simply-connected semi-simple group, and let R be as in §3.6.

Let k be an algebraically closed field whose characteristic is very good for GZ.
Then if Nk is the nilpotent cone of Gk, the group Gk has a finite number of
orbits on Nk. More precisely, for any I ⊂ S, we have an associated parabolic
subgroup PI,Z ⊂ GZ containing BZ, and a Levi factor LI,Z of PI,Z containing TZ.
If J ⊂ I ⊂ S, then we also have a parabolic subgroup PI,J,Z ⊂ LI,Z containing
BZ ∩ LI,Z associated with J . We will denote by P(S) the quotient of the set of
pairs (I, J) of subsets of S such that J ⊂ I and PI,J,Z is a distinguished parabolic
subgroup of LI,Z by the relation

(I, J) ∼ (I ′, J ′) if there exists w ∈W such that w(I) = I ′ and w(J) = J ′.

We also denote by PI,k, LI,k, PI,J,k the base change of PI,Z, LI,Z, PI,J,Z to k.
To any pair (I, J) as above we associate the Gk-orbit containing the Richardson

orbit associated with PI,J,k in LI,k. Then this assignment factors through P(S),
and under our assumptions the main result of [Pr] implies that it induces a bijec-
tion between P(S) and the set of orbits Nk/Gk. Moreover, all of these orbits are
separable; see e.g. [McN1, Proposition 6].

It follows in particular from these remarks that there exists a canonical bijection

ιk : NC/GC
∼−→ Nk/Gk,

defined by composing the bijection P(S)
∼−→ Nk/Gk with the inverse of the bijection

P(S)
∼−→ NC/GC. By [Spa, Théorème III.5.2], ιk is an isomorphism of posets, for

the order induced by inclusions of closures of orbits.
Recall that the support of an object F in DbCohG(N )k, denoted by Supp(F),

is the set of points x such that the stalk Fx is nonzero. This is a closed Gk-
stable subset (by, say, [Ht, Exercise II.5.6(c)]); so it is a finite union of closures of
Gk-orbits. It is clear that

Supp(F) = Supp

(⊕
n∈Z
Hn(F)

)
.

It is sometimes useful to consider the supports of objects in DbCohG(g)k as well.

Note that if i : Nk → gk denotes the inclusion map, then for any F ∈ DbCohG(N )k,
the objects F and i∗F have the same support.

We also observe that for F in DbCohG(N )k, resp. DbCohG(g)k, if f : {x} ↪→ N ,
resp. f : {x} ↪→ g denotes the inclusion map of a point x ∈ Supp(F), then

(4.1) Lf∗F 6= 0.

If F is a coherent sheaf, this follows from Nakayama’s lemma; otherwise, if k is
the largest integer such that Hk(F)x 6= 0, then (4.1) follows from the fact that
Hk(Lf∗F) ∼= f∗Hk(F).
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4.2. Statement. We denote by π : Ñk → Nk the natural morphism (the “Springer
resolution”). In this section we are interested in describing

Supp(Rπ∗E
k
λ) and Supp

(
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)
)

for λ ∈ −X+ and λ ∈ X respectively. (It can be shown that Rπ∗E
k
λ = 0 if

λ ∈ X r (−X+)—compare e.g. Theorem 3.9 with [Ac, Proposition 2.6] in the case
char(k) = 0—which justifies the restriction in the first case. For the second case,
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ) is considered as a coherent sheaf on Nk via the natural action

of O(Ñk) and the morphism O(Nk)→ O(Ñk) induced by π.)
We start with the following easy case.

Lemma 4.1. For any λ ∈ X, we have

Supp
(
Ext•

DbCoh(Ñk)
(Ek
λ,E

k
λ)
)

= Nk ⇔ `(wλ) = 0.

If λ ∈ −X+, this condition is also equivalent to Supp(Rπ∗E
k
λ) = Nk.

Proof. Let Ok
reg ⊂ Nk be the unique open orbit. Then π restricts to an isomorphism

π−1(Ok
reg)

∼−→ Ok
reg.

First, assume that `(wλ) 6= 0. Then if wλ = ωs1 · · · sr is a reduced expres-
sion (with ω ∈ Ω and s1, . . . , sr ∈ S), we have r ≥ 1, and Ek

λ is a direct sum-
mand in Ek(ω, (s1, . . . , sr)) by Proposition 3.5(2). Now as remarked in the proof
of Lemma 3.3, any object in the essential image of the functor Ψsr has trivial
restriction to π−1(Ok

reg). Hence Ek
λ has trivial restriction to π−1(Ok

reg), which

proves that Supp
(
Ext•

DbCoh(Ñk)
(Ek
λ,E

k
λ)
)
6= Nk and that if λ ∈ −X+ we have

Supp(Rπ∗E
k
λ) 6= Nk.

On the other hand, if `(wλ) = 0, the object Ek
λ = JTwλ

(OÑk
) is actually a line

bundle on Ñ (cf. [Ac, Lemma 5.1(1)]); in particular, its restriction to π−1(Ok
reg) is

nonzero. We therefore have Supp
(
Ext•

DbCoh(Ñk)
(Ek
λ,E

k
λ)
)

= Nk and Supp(Rπ∗E
k
λ) =

Nk. �

For the general case, our starting point is the description of these supports in
the case k = C, which is (essentially) due to Bezrukavnikov.

Theorem 4.2.

(1) For any λ ∈ −X+, there exists O ∈ NC/GC such that we have

Supp
(
Rπ∗E

C
λ

)
= O.

(2) For any λ ∈ X, there exists O ∈ NC/GC such that

Supp
(
Ext•

DbCoh(Ñ )C
(EC
λ,E

C
λ)
)

= O.

Proof of (1). By Theorem 3.9 we have EC
λ
∼= LC

λ. Now by [B1, Proposition 8] (see
also [Ac, Proposition 2.6]) the object Rπ∗L

C
λ is a simple object in the heart of the

perverse coherent t-structure. By construction, such objects have as support the
closure of a nilpotent orbit (see [Ac, §4.3] for details and references). �

Assertion (2) will be justified in §8.5 below. In both cases, the orbit “O” can be
described more explicitly: see Remark 8.3.

The main result of this section is the following.

Proposition 4.3. Assume that char(k) > 0.
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(1) Let λ ∈ −X+, and let O be as in Theorem 4.2(1). Then we have

Supp
(
Rπ∗E

k
λ

)
⊃ ιk(O).

Moreover, there exists N1 ∈ Z (depending on λ) such that if char(k) > N1

we have

Supp
(
Rπ∗E

k
λ

)
= ιk(O).

(2) Let λ ∈ X, and let O be as in Theorem 4.2(2). Then we have

Supp
(
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)
)
⊃ ιk(O).

Moreover, there exists N2 ∈ Z (depending on λ) such that if char(k) > N2

we have

Supp
(
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)
)

= ιk(O).

The first statements in both parts of Proposition 4.3 (the “lower bound”) will
be proved in §4.4. The second statements will be proved in §4.7.

Remark 4.4. We will see later (using representation theory) that in fact N1 and N2

can be chosen independently of λ; see Remark 9.4.

4.3. p-adic representatives of nilpotent orbits. To prove the “lower bound”
parts of Proposition 4.3 we will need the following technical result.

Lemma 4.5. Assume that p = char(k) > 0. There exists a finite extension O of
Zp, ring morphisms O→ k and O→ C, and a subset {x[I,J] : [I, J ] ∈ P(S)} ⊂ gO,
such that the images of the points x[I,J] in gk are representatives for the Gk-orbits
in Nk, and the images of these points in gC are representatives for the GC-orbits
in NC.

Proof. Let F be an algebraic closure of the prime subfield of k, and consider an
embedding F ↪→ k. Then the Bala–Carter classification of nilpotent orbits recalled

in §4.1 shows that the embedding gF ↪→ gk induces a bijection NF/GF
1:1←→ Nk/Gk.

Therefore, we can assume that k is an algebraic closure of a finite field.
Let P′(S) be a set of representatives for the equivalences classes of pairs (I, J)

as in §4.1. For any (I, J) ∈ P′(S), we fix a representative y(I,J) ∈ nI,J,k for the
Richardson orbit associated with the parabolic subgroup PI,J,k ⊂ LI,k. (Here, for
any S, nI,J,S is the Lie algebra of the unipotent radical of PI,J,S.) Then there exists
a finite subfield k0 ⊂ k such that y(I,J) belongs to nI,J,k0

for any (I, J) ∈ P′(S).
Let now O be a finite extension of Zp with residue field k0. For any (I, J) ∈ P′(S),
we choose a preimage x[I,J] of y(I,J) under the morphism nI,J,O � nI,J,k0

. We also
choose an embedding O ↪→ C. Then, by the Bala–Carter classification of nilpotent
orbits over C, to conclude it suffices to prove that for any (I, J) ∈ P′(S), the image
of x[I,J] in nI,J,C belongs to the Richardson orbit associated with the parabolic
subgroup PI,J,C ⊂ LI,C.

For this, we consider the morphism f(I,J) : PI,J,O → nI,J,O induced by the adjoint
action on x[I,J]. By the choice of x[I,J], we know that Spec(k) ⊗Spec(O) f[I,J] is
dominant. By [McN2, Proposition 4.2.1], this implies that Spec(k0)⊗Spec(O)f[I,J] is
also dominant. By [McN2, Proposition 4.2.3], we deduce that Spec(C)⊗Spec(O)f[I,J]

is dominant, and finally the desired claim. �
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4.4. Lower bound. Now we are in a position to prove the first statements in both
parts of Proposition 4.3. We fix some λ ∈ X.

Consider a finite extension O of Zp, ring morphisms O → k and O → C, and a
subset {x[I,J] : [I, J ] ∈ P(S)} ⊂ gO as in Lemma 4.5. Let also F be the residue field

of O. For E ∈ {C,O,F,k}, we will denote by iE[I,J] : Spec(E) → gE the embedding

of the image of x[I,J] in gE.
By the same arguments as in the proof of Lemma 3.11, if wλ = ωs1 · · · sr is a

reduced expression, then there exists a direct summand EO
λ of EO(ω, (s1, . . . , sr))

such that ϕF
O(EO

λ ) ∼= EF
λ, and EC

λ is a direct summand in ϕC
O(EO

λ ). We also set
π̃ := i ◦ π; note that this morphism also makes sense over O.

First, assume that λ ∈ −X+, and let O be as in Theorem 4.2(1), so that we

have Supp(Rπ∗E
C
λ) = O. If [I, J ] ∈ P(S) is such that O corresponds to [I, J ], then

by (4.1) this implies that we have L(iC[I,J])
∗(Rπ̃∗E

C
λ) 6= 0, and hence that

C
L
⊗O L(iO[I,J])

∗(Rπ̃∗E
O
λ ) ∼= L(iC[I,J])

∗(Rπ̃∗ϕ
C
O(EO

λ )) 6= 0.

We deduce that L(iO[I,J])
∗(Rπ̃∗E

O
λ ) 6= 0, and then that

k
L
⊗O L(iO[I,J])

∗(Rπ̃∗E
O
λ ) ∼= L(ik[I,J])

∗(Rπ̃∗ϕ
k
O(EO

λ )) ∼= L(ik[I,J])
∗(Rπ̃∗E

k
λ) 6= 0.

Since the image of x[I,J] in gk belongs to ιk(O), this implies in turn that

Supp(Rπ∗E
k
λ) ⊃ ιk(OC

λ ),

finishing the proof of the first statement in Proposition 4.3(1).
The proof of the first statement in Proposition 4.3(2) is similar. Namely, let us

return to the assumption that λ ∈ X, and let O be as in Theorem 4.2(2). Then if
[I, J ] ∈ P(S) corresponds to O, as above we have

L(iC[I,J])
∗(Rπ̃∗RHomOÑC

(EC
λ,E

C
λ)) 6= 0,

which implies that

L(ik[I,J])
∗(Rπ̃∗RHomOÑk

(Ek
λ,E

k
λ)) 6= 0,

and then that Supp
(
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)
)
⊃ ιk(O).

4.5. Integral representatives of nilpotent orbits. To prove the second state-
ments in both parts of Proposition 4.3, we will need some representatives for nilpo-
tent orbits which can be compared in different positive characteristics; in other
words some representatives defined over Z.

Lemma 4.6. There exists P ∈ Z and a subset {x[I,J] : [I, J ] ∈ P(S)} of gZ such
that for any algebraically closed field k of characteristic either 0 or > P , the images
of the points x[I,J] in gk = k⊗Z gZ are representatives of the Gk-orbits in Nk.

Proof. Fix a set P′(S) as in the proof of Lemma 4.5. For any (I, J) ∈ P′(S),
let pI,J,Z, resp. nI,J,Z, be the Lie algebra of PI,J,Z, resp. of its unipotent radical.
For any algebraically closed field k, we also denote by pI,J,k and nI,J,k their base
change to k, which identify with the Lie algebras of PI,J,k and its unipotent radical
respectively.

For any (I, J) ∈ P′(S), the subset nI,J,Z ⊂ nI,J,C is dense; therefore it has to
intersect the Richardson orbit, so that there exists x[I,J] ∈ nI,J,Z whose image in
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gC lies in the orbit corresponding to [I, J ]. To conclude, we only have to prove
that if char(k) is either 0 or large, then the image xk[I,J] of x[I,J] in nI,J,k is also in

the Richardson orbit of the Lie algebra of LI,k attached to PI,J,k. This property
is equivalent to the fact that dim(PI,J,k · xk[I,J]) = dim(nI,J,k), or in other words

that dim(ZPI,J,k(x
k
[I,J])) = dim(LJ,k). Now dim(PI,J,k · xk[I,J]) ≤ dim(nI,J,k), so

that dim(ZPI,J,k(x
k
[I,J])) ≥ dim(LJ,k) in any case. Hence we only have to prove

that dim(ZPI,J,k(x
k
[I,J])) ≤ dim(LJ,k) if char(k) is 0 or large. For this, by [H1,

Proposition 1.10] it suffices to prove that dim(zpI,J,k(x
k
[I,J])) ≤ dim(LJ,k). However,

by choosing a Z-basis of pI,J,Z, the subspace zpI,J,k(x
k
[I,J]) ⊂ pI,J,k can be written

as the space of solutions of a system of linear equations with coefficients in Z, and
independent of k. We have

dim(zpI,J,C(xC[I,J])) = dim(ZPI,J,C(xC[I,J])) = dim(LJ,C)

again by [H1, Proposition 1.10] (and because, by construction, xC[I,J] is in the

Richardson orbit); therefore, dim(zpI,J,k(x
k
[I,J])) = dim(LJ,k) if char(k) is 0 or large,

which concludes the proof. �

Remark 4.7. There exist explicit descriptions of nilpotent orbit representatives over
arbitrary fields; see e.g. [LS]. Using this information one can obtain an explicit
value for the integer P in Lemma 4.6. Since this information does not lead to an
improvement in our results, for simplicity we do not go into these details.

4.6. Asymptotic support. If k is as in §4.1, then as explained in [J2, §7.14]
(see also [Sl, §3.14]), under our assumptions the nilpotent cone Nk is the scheme-
theoretic fiber of the adjoint quotient gk → gk/Gk over the image of 0. We define
NR as the scheme-theoretic fiber of the adjoint quotient gR → gR/GR over the
image of 0. Then it follows from [R2, Corollary 4.2.2] that for any k as above
we have Nk = Spec(k) ×Spec(R) NR. Hence it makes sense to define, for any
commutative ring S admitting a morphism R → S, the nilpotent cone over S as
NS := Spec(S) ×Spec(R) NR. As in §4.1 (in the case of an algebraically closed
field), we will denote by i : NS → gS the embedding. Note that the morphism

π̃ : ÑS → gS factors through a morphism π : ÑS → NS (which specializes to the
morphism considered in §4.2 if S is an algebraically closed field).

We claim that NR is flat over R. In fact this follows from the fact that the
adjoint quotient gR → gR/GR is a flat morphism, which itself follows from the
case of fields k as above (which is known, see [Sl, §3.14]) using [R2, Corollary 4.1.2
and Proposition 4.2.1]. Once this is known, for any commutative Noetherian rings
S, T of finite global dimension and any ring morphism S→ T we can consider the
“extension of scalars” functor

ψT
S : DbCohG(N )S → DbCohG(N )T

induced by the functor T⊗LS (−).

Proposition 4.8. Let S be a finite localization of Z containing R, and let F
be an object in DbCohG(N )S. Assume that Supp(ψC

S(F)) = O for some orbit
O ∈ NC/GC. Then there exists Q ∈ Z such that S ⊂ Z[ 1

Q! ] and for any algebraically

closed field k of characteristic either 0 or > Q, we have Supp(ψk
S(F)) ⊂ ιk(O).
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Proof. We fix a set {xα : α ∈ P(S)} as in Lemma 4.6, and for any α ∈ P(S) and
any commutative ring T we denote by iTα : Spec(T) → gT the embedding of the
image of xα in gT.

If σ ∈ P(S) and the orbit in NC corresponding to σ is not included in O, since
iCα factors through gC r Supp(ψC

S(F)) we have

C
L
⊗S L(iSσ )∗(i∗F) = L(iCσ)∗(i∗ψ

C
S(F)) = 0.

Hence all the cohomology objects of the bounded complex of finitely generated S-
module L(iSσ )∗(i∗F) are torsion. We deduce that there exists Q ∈ Z with S ⊂ Z[ 1

Q! ]

such that

(4.2) Z
[

1

Q!

]
L
⊗S L(iSσ )∗(i∗F) = 0

for any σ ∈ P(S) such that the corresponding orbit in NC is not contained in O.
Of course, we can assume that Q ≥ P , where P is as in Lemma 4.6.

We claim that with this choice of Q, for any algebraically closed field k such
that char(k) > Q or char(k) = 0, we have Supp(ψk

S(F)) ⊂ ιk(O). Assume for a
contradiction that this is not the case for some k, and let σ ∈ P(S) be such that the

corresponding orbit in NC is not contained in O, and such that the corresponding
orbit in Nk is maximal (i.e. open) in Supp(ϕk

S(F)). By (4.1), it follows that

k
L
⊗S L(iSσ )∗(i∗F) ∼= L(ikσ)∗(i∗ψ

k
S(F)) 6= 0,

which contradicts (4.2) since the morphism S→ k factors through Z[ 1
Q! ]. �

4.7. Upper bound. We can now finish the proof of Proposition 4.3.
Let λ ∈ −X+, let M be as in Proposition 3.7, and consider the corresponding

object E
Z[ 1
M! ]

λ ∈ DbCohG×Gm(Ñ )Z[ 1
M! ]

. By Theorem 4.2(1) we have

Supp
(
ψC
Z[ 1
M! ]

(Rπ∗E
Z[ 1
M! ]

λ )
)

= OC
λ .

Of course we can assume that M ≥ N (where N is as in §3.6); then Proposition 4.8
provides a bound N1 such that

Supp
(
Rπ∗E

k
λ

)
= Supp

(
ψk
Z[ 1
M! ]

(Rπ∗E
Z[ 1
M! ]

λ )
)
⊂ ιk(OC

λ )

if char(k) > N1. Since the reverse inclusion has already been proved (for any k),
this finishes the proof of Proposition 4.3(1).

The proof of the second statement in Proposition 4.3(2) is similar, using the

object RHomOÑZ[ 1
M!

]

(E
Z[ 1
M! ]

λ ,E
Z[ 1
M! ]

λ ) instead of E
Z[ 1
M! ]

λ .

5. Antispherical cells and p-cells

We let GZ (and all the related data) be as in §3.1.

5.1. The affine Hecke algebra and its canonical bases. Let H be the affine
Hecke algebra of (W,S), i.e. the Z[v, v−1]-algebra with basis {Hw : w ∈ W} and
multiplication determined by the rules:

• H2
s = 1 + (v−1 − v)Hs for s ∈ S;

• HxHy = Hxy for x, y ∈W such that `(xy) = `(x) + `(y).
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(Note that we follow the conventions of [So1].)
This algebra admits a family of “canonical bases” which can be constructed using

geometry. Namely, let G∧ be the simply-connected cover of the derived subgroup
of the group G∨ of §3.6 (but without the further technical conditions), and let T∧

be the inverse image of the maximal torus T∨ ⊂ G∨ (so that T∧ is a maximal
torus of G∧). We let B∧ ⊂ G∧ be the Borel subgroup whose roots are the negative
coroots of (G,T), let I∧ ⊂ G∧(O) be the Iwahori subgroup determined by B∧, and
consider the affine flag variety

Fl := G∧(K )/I∧.

For any w ∈ W we have a corresponding I∧-orbit Flw ⊂ Fl, and then a Bruhat
decomposition

Fl =
⊔
w∈W

Flw,

with Flw isomorphic to C`(w).
Let k be a field, and consider the derived category Db

(I∧)(Fl,k) of I∧-constructible

complexes of k-sheaves on Fl. Following [JMW], we say that a complex F in
Db

(I∧)(Fl,k) is even if

Hn(F) = Hn(DFl(F)) = 0 unless n is even.

A complex is called parity if it is isomorphic to F0 ⊕ F1 with F0 and F1[1] even
complexes. The results of [JMW] show that the indecomposable parity complexes
are parametrized, up to cohomological shift, by W ; more precisely for any w ∈ W
there exists a unique indecomposable parity complex Ekw which is supported on
Flw and whose restriction to Flw is kFlw

[`(w)]. Then any indecomposable parity

complex is isomorphic to some Ekx[i] for a unique pair (x, i) ∈W × Z.
For any F in Db

(I∧)(Fl,k), we can define the character of F as

ch(F) :=
∑
w∈W
n∈Z

dimk H
−n−`(w)(Flw,F|Flw) · vnHw ∈ H.

If p = char(k), we define the p-canonical basis (pHw : w ∈W ) by

pHw := ch(Ekw).

An obvious generalization of [Wi, Corollary 3.9] shows that pHw depends on k only
through p, which justifies the notation.

Remark 5.1.

(1) It follows from work of Kazhdan–Lusztig [KL2] and Springer [Sp] (see
also [Wi, Proposition 3.6]) that if p = 0 then Ekw is the intersection co-
homology complex of Flw (for the constant local system), and that the
0-canonical basis coincides with the “usual” Kazhdan–Lusztig basis (with
the conventions of [So1, Theorem 2.1]). In this case we will sometimes write
Hw instead of 0Hw.

(2) Using the results of [RW, Part III] one can check that the p-canonical basis
as defined above coincides with the basis considered in [JW].



26 PRAMOD N. ACHAR, WILLIAM HARDESTY, AND SIMON RICHE

The p-canonical basis has the following positivity property, which will be crucial
to us:

(5.1) pHx · pHy ∈
⊕
w∈W

Z≥0[v, v−1] · pHw.

(One way to prove this is to extend the previous construction to the equivariant
setting, which yields the same p-canonical basis by [MR2, Lemma 2.4]; then to
observe that the same arguments as in [Sp]—see also [JMW, §4.1]—show that the
convolution product of parity complexes is still parity, and that its character is the
product of the characters of the factors; then (5.1) follows from the definition of
the character map.) Note also that if s ∈ S, then for any p, using the fact that
Fls ∼= P1, we have

(5.2) pHs = Hs = Hs + v.

If w = (s1, . . . , sn) is an expression, we also set

Hw = Hs1 · · ·Hsn .

If w is a reduced expression for some w ∈ W , then, using the Bott–Samelson
resolution of Flw determined by w, one checks that

(5.3) Hw ∈ pHw ⊕
⊕
y<w

Z≥0[v, v−1] · pHy.

Finally, we have an analogous notion of parity complexes on partial affine flag
varieties. Using the fact that the inverse image under the projection from Fl to a
partial affine flag variety of an indecomposable parity complex remains indecompos-
able (see [Wi, Proposition 3.5]) and the left-right symmetry of our constructions,
one checks that if w is an expression starting with some s ∈ S, then

(5.4) Hw ∈
⊕
y∈W
sy<y

Z[v, v−1] · pHy.

5.2. Right p-cells. We fix p to be either 0 or a prime number.
If H ∈ H, we will say that pHw appears with nonzero coefficient in H if the

coefficient of pHw in the decomposition of H in the basis (pHw : w ∈W ) is nonzero.
The following definition is an obvious generalization of a notion studied by

Kazhdan–Lusztig [KL1]. (Their setting corresponds to our special case p = 0.
In this case we will sometimes omit the superscript “0.”)

Definition 5.2. We define the preorder ≤pR on W by declaring that

w ≤pR y iff pHw appears with nonzero coefficient in pHy · pHx for some x ∈W .

We denote by ∼pR the equivalence relation on W defined by

w ∼pR y iff w ≤pR y and y ≤pR w.

The equivalence classes for this relation will be called the right p-cells.

The fact that ≤pR is a preorder follows from the observation that we have w ≤pR y
iff there exists H ∈ H such that pHw appears with nonzero coefficient in pHy ·H
(which itself follows simply from the fact that (pHx : x ∈ W ) is a basis of H). In
case p = 0, the right p-cells will be called the right cells. If w ∈ W , we will denote
by c(w) ⊂W the right cell containing w.
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Below we will need some elementary properties of right p-cells, stated in the
following two lemmas.

Lemma 5.3.

(1) Let w, y ∈ W , and s1, . . . , sj ∈ S. Assume that pHw appears with nonzero
coefficient in pHy · Hs1

· · ·Hsj
. Then there exist v1, . . . , vj+1 ∈ W with

v1 = y, vj+1 = w, and for each i ∈ {1, . . . , j}, pHvi+1
appears with nonzero

coefficient in pHvi
·Hsi

.
(2) Let w, y ∈ W . Then w ≤pR y iff there exist v1, . . . , vk ∈ W with v1 = y,

vk = w and s1, . . . , sk−1 ∈ S such that for any i ∈ {1, . . . , k − 1}, pHvi+1

appears with nonzero coefficient in pHvi
·Hsi

.

Proof. (1) We proceed by induction on j. If j = 0 there is nothing to prove.
Now assume that j > 0, and that pHw appears with nonzero coefficient in pHy ·
Hs1
· · ·Hsj

. Then (5.1) implies that there exists z ∈W such that pHz appears with
nonzero coefficient in pHy ·Hs1

· · ·Hsj−1
and pHw appears with nonzero coefficient

in pHz ·Hsj
. Then we apply induction to the pair (z, y), and deduce the claim for

the pair (w, y).
(2) If w, y satisfy the second condition, then we have

w = vk ≤pR vk−1 ≤pR · · · ≤
p
R v1 = y,

and hence w ≤pR y since ≤pR is a preorder.
On the other hand, assume that w ≤pR y. Let z ∈ W be such that pHw appears

with nonzero coefficient in pHy · pHz, and let z = (s1, · · · , sk) be a reduced expres-
sion for z. Then pHw appears with nonzero coefficient in pHy ·Hz by (5.1) and (5.3).

Hence using (1) we deduce the existence of v1, . . . , vk ∈ W and s1, . . . , sk−1 ∈ S
satisfying the desired property. �

Lemma 5.4. Let w, y ∈ W and s ∈ S. Assume that sy < y and w ≤pR y. Then
sw < w.

Proof. Choose a reduced expression y for y which starts with s. Then pHy appears
with nonzero coefficient in Hy by (5.3). Next, let z ∈W be such that pHw appears

with nonzero coefficient in pHy · pHz, and let z be a reduced expression for z. The
same reasoning shows that pHz appears with nonzero coefficient in Hz. Using (5.1)

we obtain that pHw appears with nonzero coefficients in Hyz. By (5.4), this implies

that sw < w. �

Example 5.5. It is clear from the definition that w ≤pR 1 for any w ∈ W . On the
other hand, if w 6= 1 then Lemma 5.4 implies that we have 1 6≤pR w. In particular,
{1} is a right p-cell.

5.3. Antispherical right p-cells. Again, we fix p to be either 0 or a prime number.
Recall that fW ⊂W is the subset of elements w which are minimal in Wf · w.

Lemma 5.6. Let c be a right p-cell. If c ∩ fW 6= ∅ then c ⊂ fW .

Proof. Assume for a contradiction that c ∩ fW 6= ∅ but c 6⊂ fW . Let x ∈ c ∩ fW
and y ∈ c ∩ (W r fW ). Then x ≤pR y. And since y /∈ fW , there exists s ∈ Sf such
that sy < y. By Lemma 5.4 this implies that sx < x, contradicting the assumption
that x ∈ fW . �
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The right p-cells which intersect fW will be called antispherical. Following the
terminology introduced in [LX], we might have called these p-cells canonical. We
prefer the term antispherical in view of the following interpretation.

We denote by Hf the Hecke algebra of (Wf , Sf). Then we can consider the
antispherical right H-module

Masph := sgn⊗Hf
H,

where sgn is the set Z[v, v−1], made into a right Hf -module by having Hs act by
multiplication by −v for all s ∈ Sf . The standard, resp. p-canonical, basis ofMasph

is defined by
Nw := 1⊗Hw, resp. pNw := 1⊗ pHw,

where w ∈ fW , and p is either 0 or a prime number.

Remark 5.7. In the case p = 0, it follows from [So1, Proposition 3.4 and its proof]
that the basis (pNw : w ∈ W ) coincides with the basis characterized in [So1,
Theorem 3.1(2)].

Lemma 5.8. If w /∈ fW , then 1⊗ pHw = 0 in Masph.

Proof. We prove the claim by induction on `(w). If `(w) = 0 there is nothing to
prove. Otherwise, let w be a reduced expression for w starting with an element of
Sf . Then it follows from (5.2) that 1⊗Hw = 0. Using induction together with (5.3)

and (5.4) we deduce that 1⊗ pHw = 0 as expected. �

As in the case of H, for N ∈ Masph we will say that pNw appears with nonzero
coefficient in N if the coefficient of pNw in the decomposition of N in the basis
(pNw : w ∈ W ) is nonzero. Then from Lemma 5.8 we deduce that if w, y ∈ fW ,
then w ≤pR y iff pNw appears with nonzero coefficient in pNy ·H for some H ∈ H.

In other words, the restriction of the preorder ≤pR to fW can be described in a
way completely similar to the preorder on H, simply replacing the regular right
module H by the antispherical right module Masph. Similar remarks apply to the
equivalence relation ∼pR; the antispherical right p-cells are the equivalence classes
for this relation on fW .

5.4. Description in terms of W -modules. Let

M◦asph := Z⊗Z[v,v−1]Masph
∼= Zε ⊗Z[Wf ] Z[W ],

where v is specialized to 1. (Here Zε is Z, equipped with the Wf -action in which each
s ∈ Sf acts by multiplication by −1.) This is a right module over 1 ⊗Z[v,v−1] H ∼=
Z[W ]. We also have a p-canonical (Z-)basis in Z[W ] defined by

pH◦w := 1⊗ pHw

and a standard and a p-canonical basis in M◦asph defined by

N◦w := 1⊗Nw, pN◦w := 1⊗ pNw

for w ∈ fW . (In case p = 0, we will drop the superscript p.)
As in the case of Masph, for N ∈ M◦asph, we will say that pN◦w appears with

nonzero coefficient in N if the coefficient of pN◦w in the decomposition of N in the
Z-basis (pN◦w : w ∈W ) is nonzero.

Lemma 5.9. If w, y ∈ fW , then w ≤pR y iff pN◦w appears with nonzero coefficient
in pN◦y · h for some h ∈ Z[W ].
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Proof. If pN◦w appears with nonzero coefficient in pN◦y · h for some h ∈ Z[W ], then
pNw appears with nonzero coefficient in pNy · H for some H ∈ H, which implies

that w ≤pR y.
On the other hand, assume that w ≤pR y, and let z ∈ W be such that pHw

appears with nonzero coefficient in pHy · pHz. Then pNw appears with nonzero
coefficient in pNy ·pHz by the considerations in §5.3. Moreover, (5.1) and Lemma 5.8

imply that the coefficients of pNy · pHz in the basis (pNx : x ∈ fW ) all belong to

Z≥0[v, v−1]. Hence pN◦w appears with nonzero coefficient in pN◦y · pH
◦
z, proving the

desired claim. �

6. Finite generation of antispherical right cells

In this section, we prove that each antispherical right cell is generated by a finite
number of elements under the operation of left multiplication by elements of the
form tλ with λ ∈ Y+; see Proposition 6.7. (Recall that right cell is a synonym for
0-right cell ; thus, we are in the realm of classical Kazhdan–Lusztig theory.) This
statement is a slight variant of [An1, Corollary 11]. This result is stated without
proof by Andersen but, as indicated in [An1], a proof can be obtained by copying
some ideas in [Xi].

The proof will use the following well-known properties (see e.g. [Xi, §2]):

`(tλ+µ) = `(tλ) + `(tµ) if λ, µ ∈ Y+;(6.1)

`(wtλw
−1) = `(tλ) if λ ∈ Y+ and w ∈W ,(6.2)

wv ≤R w if w, v ∈W and `(wv) = `(w) + `(v).(6.3)

6.1. Preliminaries on minimal length representatives.

Lemma 6.1. Let λ ∈ Y and v ∈ Wf , and set w = tλv. The following conditions
are equivalent:

(1) w ∈ fW ;
(2) λ ∈ Y+ and `(tλv) = `(tλ)− `(v);
(3) λ ∈ Y+ and for all α ∈ Φ+ such that v−1(α) ∈ −Φ+, we have 〈λ, α∨〉 ≥ 1.

Proof. From [MR1, Lemma 2.4] we see that (1) implies (2). On the other hand,
if (2) holds and s ∈ Sf we have

`(sw) = `(stλv) ≥ `(stλ)− `(v) = `(tλ) + 1− `(v) = `(w) + 1,

proving that sw > w, and hence that (1) holds.
By the Iwahori–Matsumoto formula for the length in W (see, for instance, [MR1,

(2.2)]), we have

`(w) =
∑

α∈Φ+∩v−1(Φ+)

|〈v−1(λ), α∨〉|+
∑

α∈Φ+∩v−1(−Φ+)

|1 + 〈v−1(λ), α∨〉|

=
∑

α∈v(Φ+)∩Φ+

|〈λ, α∨〉|+
∑

α∈v(Φ+)∩(−Φ+)

|1 + 〈λ, α∨〉|.
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If λ ∈ Y+, we deduce that

`(w) =
∑

α∈v(Φ+)∩Φ+

〈λ, α∨〉+
∑

β∈v(−Φ+)∩Φ+

〈λ,β∨〉≥1

(〈λ, β∨〉 − 1) +
∑

β∈v(−Φ+)∩Φ+

〈λ,β∨〉=0

1

=
∑
α∈Φ+

〈λ, α∨〉 −#(v(−Φ+) ∩ Φ+) + 2#{β ∈ v(−Φ+) ∩ Φ+ | 〈λ, β∨〉 = 0}.

Since `(tλ) =
∑
α∈Φ+〈λ, α∨〉 and `(v) = #(v(−Φ+) ∩ Φ+), we deduce the equiva-

lence of (2) and (3). �

Lemma 6.2. Let w ∈ fW and λ ∈ Y+. Then

(1) `(tλw) = `(tλ) + `(w);
(2) tλw ∈ fW ;
(3) tλw ≤R w.

Proof. Write w = tµv with µ ∈ Y+ and v ∈ Wf (see Lemma 6.1(1)). Then
tλw = tλ+µv, so that

`(tλw) ≥ `(tλ+µ)− `(v)
(6.1)
= `(tλ) + `(tµ)− `(v) = `(tλ) + `(w).

Since `(tλw) ≤ `(tλ) + `(w), we deduce (1). Then (2) follows from Lemma 6.1
and (6.1). Finally, we remark that tλw = w · (w−1tλw) and that

`(tλw) = `(w) + `(w−1tλw)

by (1) and (6.2), so that (3) follows from (6.3). �

By Lemma 6.2(2) we see in particular that the semigroup Y+ acts on fW via
left multiplication in W .

6.2. Stabilization.

Corollary 6.3. If w ∈ fW and λ ∈ Y+, there exists a unique n(w, λ) ∈ Z≥0 such
that

n,m ≥ n(w, λ) ⇒ tnλw ∼R tmλw

and
n ≥ n(w, λ) > m ⇒ tnλw 6∼R tmλw.

Proof. If n ≥ m, then by Lemma 6.2 we have

tnλw ≤R tmλw.

Since W only has a finite number of right cells by [L2, Theorem 2.2], the sequence
(tnλw : n ∈ Z≥0) must be stationary (with respect to the preorder ≤R), and the
existence and uniqueness of n(w, λ) follow. �

For any α ∈ Φs, we fix once and for all a weight $α ∈ Y+ such that 〈$α, β
∨〉 = 0

if β ∈ Φs r {α} and 〈$α, α
∨〉 > 0, and we set kα := 〈$α, α

∨〉. We also set
kΦ := max{kα : α ∈ Φs}. For any Ψ ⊂ Φs, we set

xΨ :=
∑
α∈Ψ

$α.

For λ ∈ Y+, we set
Ψ(λ) := {α ∈ Φs | 〈λ, α∨〉 > 0}.

The following lemma (which will not be used below) justifies why later we will
only consider the numbers n(w, λ) when λ is of the form xΨ.
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Lemma 6.4. Let w ∈ fW and λ ∈ Y+. Then we have n(w, λ) ≤ kΦ · n(w, xΨ(λ)).

Proof. Let m > n ≥ kΦ · n(w, xΨ(λ)), and let a := b nkΦ
c, so that a ≥ n(w, xΨ(λ)).

For any β ∈ Ψ(λ) we have

〈nλ− axΨ(λ), β
∨〉 = n〈λ, β∨〉 − a〈xΨ(λ), β

∨〉 ≥ n− akΦ ≥ 0.

If β ∈ Φs rΨ(λ) this quantity vanishes. Hence nλ− axΨ(λ) ∈ Y+. By Lemma 6.2,
we deduce that

tnλw = tnλ−axΨ(λ)
taxΨ(λ)

w ≤R taxΨ(λ)
w.

On the other hand, let b be an integer such that b > max{〈λ, α∨〉 : α ∈ Φs}.
This implies that bxΨ(λ) − λ ∈ Y+. Then similarly we have

tbm·xΨ(λ)
w = tm(bxΨ(λ)−λ)tmλw ≤R tmλw.

Summarizing, we have

tbm·xΨ(λ)
w ≤R tmλw ≤R tnλw ≤R taxΨ(λ)

w.

But tbm·xΨ(λ)
w ∼R taxΨ(λ)

w because bm ≥ n(w, xΨ(λ)) and a ≥ n(w, xΨ(λ)), so we
deduce that tmλw ∼R tnλw. �

6.3. Reduction to a finite subset of fW . We define

Y0 := {λ ∈ Y+ | ∀α ∈ Φs, 〈λ, α∨〉 ≤ kα}.

Of course, Y0 is a finite set. We then define

Z := {tλv : v ∈Wf , λ ∈ Y0} ∩ fW,

which is again a finite set.

Proposition 6.5. For any w ∈ fW , there exists λ ∈ Y+ and z ∈ Z such that
w = tλz.

Proof. By Lemma 6.1, we can write (uniquely) w = tµv with µ ∈ Y+ and v ∈ Wf

such that 〈µ, α∨〉 ≥ 1 for any α ∈ Φ+ such that v−1(α) ∈ −Φ+. We proceed by
induction on

s(w) :=
∑
α∈Φs

〈µ, α∨〉.

If µ ∈ Y0, then w ∈ Z, and there is nothing to prove. (This covers in particular
the base case when s(w) = 0, so that µ = 0.) Otherwise, there exists α ∈ Φs such
that 〈µ, α∨〉 > kα. We fix such an α; then we have

w = t$α · tµ−$αv,

and µ−$α ∈ Y+.
We claim that w′ := tµ−$αv ∈ fW . First, we remark that if β ∈ Φ+ satisfies

v−1(β) ∈ −Φ+, and if mα,β is the coefficent of the simple coroot α∨ in β∨, then

〈µ−$α, β
∨〉 = 〈µ, β∨〉 − kα ·mα,β .

If mα,β = 0 then 〈µ − $α, β
∨〉 = 〈µ, β∨〉 ≥ 1. Otherwise we have 〈µ, β∨〉 ≥

〈µ,mα,βα
∨〉 > kα ·mα,β , so again we have 〈µ−$α, β

∨〉 ≥ 1. By Lemma 6.1, these
observations imply our claim.

Clearly, we have s(w′) < s(w), so that by induction there exists z ∈ Z and
λ′ ∈ Y+ such that w′ = tλ′z. Then w = tλ′+$αz, and the proof is complete. �
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6.4. Uniform boundedness.

Proposition 6.6. The set {n(w, xΨ) : w ∈ fW, Ψ ⊂ Φs} is bounded.

Proof. In this proof, for λ ∈ Y+ we set

Ψ′(λ) := {α ∈ Φs | 〈λ, α∨〉 ≥ kα}.

We set

A0 := max{n(tλz, xΨ) : z ∈ Z, λ ∈ Y+ with Ψ′(λ) = ∅, Ψ ⊂ Φs}.

Then for i ∈ {1, · · · , |Φs|} we define Ai by induction as

Ai = max
(
{Ai−1} ∪ {n(tλz, xΨ) : z ∈ Z, λ ∈ Y+ with #Ψ′(λ) = i and

〈λ, α∨〉 < Ai−1 · kα for all α ∈ Ψ′(λ), Ψ ⊂ Φs}
)
.

(Here we take the maximum over a finite set, so that this number is well defined.)
It is clear that

A0 ≤ A1 ≤ · · · ≤ A|Φs|.

We will prove by induction on i that for any w = tλz with z ∈ Z and #Ψ′(λ) = i,
and for any Ψ ⊂ Φs, we have

(6.4) n(w, xΨ) ≤ Ai.

It follows from this that n(w, xΨ) ≤ A|Φs| for any w ∈ fW and Ψ ⊂ Φs by Proposi-
tion 6.5, as desired.

If i = 0, (6.4) is clear from the definition. Now, assume this claim is known for
i−1, and let w = tλz with z ∈ Z and #Ψ′(λ) = i, and Ψ ⊂ Φs. If 〈λ, α∨〉 < Ai−1 ·kα
for all α ∈ Ψ′(λ), then n(w, xΨ) ≤ Ai by definition. Otherwise, choose α ∈ Ψ′(λ)
such that 〈λ, α∨〉 ≥ Ai−1 · kα. In this case, we will actually prove that

(6.5) n(w, xΨ) ≤ Ai−1.

Indeed, let k ∈ Z be maximal such that µ := λ − k$α ∈ Y+. Then k ≥ Ai−1,
and #Ψ′(µ) = i− 1. First, assume that α /∈ Ψ. Then if m > n ≥ Ai−1 we have

tnxΨ
w = tnxΨ

tk$αtµz ≤R tmin(n,k)·xΨ∪{α}tµz

and

tmxΨ
w = tmxΨ

tk$αtµz ≥R tmax(m,k)·xΨ∪{α}tµz

by Lemma 6.2. Since min(n, k) ≥ Ai−1 ≥ n(tµz, xΨ∪{α}) by induction, we have

tmin(n,k)·xΨ∪{α}tµz ∼R tmax(m,k)·xΨ∪{α}tµz,

which implies that also tnxΨ
w ∼R tmxΨ

w. The case α ∈ Ψ is similar, using the
inequalities

tnxΨw ≤R tnxΨtµz and tmxΨw ≥R t(m+k)xΨ
tµz,

which finishes the proof. �
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6.5. Finite generation of cells.

Proposition 6.7. Let c be a right antispherical cell. Then there exists a finite
subset K ⊂ c such that for any w ∈ c there exists v ∈ K and µ ∈ Y+ such that
w = tµv.

Proof. We set
A = max{n(w, xΨ) : w ∈ fW, Ψ ⊂ Φs}

(which is well defined by Proposition 6.6). We then set

K := c ∩ {tλz : z ∈ Z, λ ∈ Y+ with

⌊
〈λ, α∨〉
kα

⌋
≤ A for all α ∈ Φs}.

Clearly, K is finite. We will prove that this subset satisfies the property of the
proposition.

Let w ∈ c, and choose z ∈ Z and λ ∈ Y+ such that w = tλz (see Proposition 6.5).
We proceed by induction on

a(λ) := max

{⌊
〈λ, α∨〉
kα

⌋
: α ∈ Φs

}
.

If a(λ) ≤ A, then w ∈ K, and there is nothing to prove. Otherwise, let

Ψ =

{
α ∈ Φs |

⌊
〈λ, α∨〉
kα

⌋
= a(λ)

}
.

Then λ− a(λ)xΨ ∈ Y+, and

w = ta(λ)xΨ
tλ−a(λ)xΨ

z.

Since a(λ) > A ≥ n(tλ−a(λ)xΨ
z, xΨ), if we set w′ := tλ−xΨz we have w ∼R w′, or

in other words w′ ∈ c. Since a(λ − xΨ) < a(λ), by induction there exist v ∈ K
and ν ∈ Y+ such that w′ = tνv. Then if we set µ = ν + xΨ, we have µ ∈ Y+ and
w = tµv. �

7. Cells and weight cells

From now on we assume (as in Section 4) that GZ is semisimple and simply
connected, and choose for ς the half-sum ρ of the positive roots. We also denote
by h the Coxeter number of GZ.

7.1. Reminder on a result by Ostrik. Let ` > h be an odd integer, which is
prime to 3 if Φ has a component of type G2, and let Uq be Lusztig’s quantum
group at a primitive `-th root of unity associated with GZ. (Here Uq is obtained by
specialization from Lusztig’s Z[v, v−1]-form of the q-deformed enveloping algebra of
gC.) Let Rep(Uq) be the category of finite-dimensional Uq-modules of type 1; the
simple objects in this category are parametrized in a natural way by X+, and we
denote by Lq(λ) the simple module associated with λ.

We consider the “dot-action” of W on X defined by

(wtλ) ·` µ = w(µ+ `λ+ ρ)− ρ
for w ∈Wf and λ, µ ∈ X, and the associated fundamental alcove

C` := {λ ∈ X | ∀α ∈ Φ+, 0 < 〈λ+ ρ, α∨〉 < `}.
An alcove is a subset of X of the form w ·` C` for some w ∈ W . Such a subset is
defined by a family of inequalities nα` < 〈λ + ρ, α∨〉 < (nα + 1)` for some family
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of integers (nα : α ∈ Φ+). The lower closure of such an alcove is then the subset
defined by the inequalities nα` ≤ 〈λ+ ρ, α∨〉 < (nα + 1)` for all α ∈ Φ+. Note also
that an alcove w ·` C` intersects X+ iff w ∈ fW .

The category Rep(Uq) has a natural structure of highest-weight category with
weight poset (X,≤) (where ≤ is the standard order on X), so that we can consider
the indecomposable tilting module Tq(λ) with highest weight λ. Recall [Pa] that
the tensor product of two tilting modules in Rep(Uq) is again a tilting module in
Rep(Uq). Based on this fact, following Ostrik [O1] we define the “quantum weight
preorder” on X+ as follows: λ ≤qT µ iff there exists a tilting module M in Rep(Uq)
such that Tq(λ) is a direct summand of Tq(µ)⊗M . We denote by ∼qT the associated
equivalence relation: λ ∼qT µ iff λ ≤qT µ and µ ≤qT λ.

By [An1, Proposition 8], two dominant weights belonging to the lower closure
of a given alcove are equivalent for the relation ∼qT. Therefore one can transfer

the preorder ≤qT and the equivalence relation ∼qT to fW as follows: we set w ≤qT y
(resp. w ∼qT y) iff there exists a weight λ ∈ X+ in the lower closure of w ·` C` and a
weight µ ∈ X+ in the lower closure of y ·` C` such that λ ≤qT µ (resp. λ ∼qT µ). The
following result is due to Ostrik [O1].

Theorem 7.1. The preorders ≤qT and ≤R on fW coincide. In particular, the

equivalence classes for the relation ∼qT on fW are the antispherical right cells.

Our goal in this section is to prove a counterpart of Theorem 7.1 in the setting of
modular representations of reductive algebraic groups. Our proof will be essentially
identical to that of Ostrik, replacing Soergel’s character formula for quantum tilting
modules [So2] by its modular analogue obtained in [AMRW].

7.2. Characters of tilting Gk-modules. From now on we let k be an alge-
braically closed field of characteristic p, and we assume that p > h. We denote by
Rep(Gk) the category of finite-dimensional algebraic Gk-modules. For any λ ∈ X+

we have a costandard (or co-Weyl) module N(λ) := IndGk
Bk

(λ) and a standard (or
Weyl) module M(λ) = (N(−w0λ))∗, where w0 ∈ Wf is the longest element. There
exists a unique (up to scalar) nonzero morphism M(λ)→ N(λ), and its image L(λ)
is simple. It is well known that the category Rep(Gk) is a highest weight category
with weight poset (X+,≤), so that we can consider the indecomposable tilting
module T(λ) with highest weight λ.

We consider the dot-action of W on X defined as in §7.1 (but with ` replaced
by p), and the principal block Rep0(Gk), i.e. the Serre subcategory of Rep(Gk)
generated by the simple objects of the form L(w ·p 0) for w ∈ fW . The linkage
principle shows that the subcategory Rep0(Gk) is a direct summand of Rep(Gk);
we denote by pr0 : Rep(Gk)→ Rep0(Gk) the corresponding projection functor.

Recall the right W -module M◦asph defined in §5.4. Then we have a canonical
isomorphism

ϑ : K(Rep0(Gk))
∼−→M◦asph

where [M(w ·p 0)] = [N(w ·p 0)] corresponds to N◦w for any w ∈ fW . For s ∈ S we
choose a weight µs on the s-wall of the fundamental alcove Cp, and set

Θs := T 0
µsT

µs
0 : Rep0(Gk)→ Rep0(Gk),

where T 0
µs and Tµs0 are the translation functors as in [J1]. It is well known that for

any s ∈ S and V in Rep0(Gk) we have

(7.1) ϑ([Θs(V )]) = ϑ([V ]) ·H◦s.
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The following result was conjectured in [RW], and proved in [AMRW].

Theorem 7.2. For w ∈ fW we have ϑ(T(w ·p 0)) = pN◦w.

Remark 7.3. Any tilting Gk-module M can be “quantized” to a tilting module Mq

in Rep(Uq), where Uq is constructed using a root of unity of order ` = p; see [An1,
§2] for details and references. (In fact Mq is characterized up to isomorphism by the
fact that M and Mq have the same character.) In particular, if w ∈ fW , comparing
Theorem 7.2 with its quantum counterpart due to Soergel (see §7.1), we see that
for x ∈ fW , the multiplicity of Tq(x ·p 0) as a direct summand of T(w ·p 0)q is the
coefficient of N◦x in the expansion of pN◦w in the basis (N◦y : y ∈ fW ) of M◦asph.

We will also need the following technical result. (A very similar claim appears
in [O1].)

Lemma 7.4. Let M ∈ Rep(Gk), and set ΛM := {λ ∈W ·p 0 | dim(Mλ) 6= 0}. For
any λ ∈ ΛM , we denote by xλ the unique element of W such that xλ ·p 0 = λ, and
then define

c(M) :=
∑
λ∈ΛM

dim(Mλ) · xλ ∈ Z[W ].

For any V in Rep0(Gk), we have

ϑ([pr0(V ⊗M)]) = ϑ([V ]) · c(M).

Proof. It suffices to prove the equality when V = M(w ·p 0) for some w ∈ fW . For
any λ ∈ X we set

χ(λ) =

∑
w∈Wf

(−1)`(w)ew·pλ∑
w∈Wf

(−1)`(w)ew·p0
∈ Z[X].

Then by Weyl’s character formula (see [J1, §II.5.11]) and standard arguments, the
character of M(w ·p 0)⊗M is∑

λ∈wt(M)

dim(Mλ) · χ(w ·p 0 + λ) =
∑

λ∈wt(M)

dim(Mλ) · χ(w ·p λ),

where wt(M) is the set of weights of M . (The second equality uses the fact that
Wf permutes wt(M) without changing the multiplicities.) Therefore, we have

ϑ([pr0(M(w ·p 0)⊗M)]) =
∑
λ∈ΛM

dim(Mλ) ·N◦wxλ = N◦w · c(M),

which finishes the proof. �

7.3. Weight order and weight cells. Recall that the tensor product of two tilting
Gk-modules is again tilting [M1]. Using this property and copying the constructions
in §7.1 one can define the following preorder and associated equivalence relation.

Definition 7.5. We define the preorder ≤T on X+ by

λ ≤T µ iff T(λ) is a direct summand of T(µ)⊗M for a tilting Gk-module M .

We denote by ∼T the equivalence relation on X+ defined by

λ ∼T µ iff λ ≤T µ and µ ≤T λ.

The equivalence classes for this relation will be called weight cells.

As in the quantum case we have the following property (also stated in [An1, §4]).
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Lemma 7.6. If λ and µ belong to the lower closure of the same alcove, then λ ∼T µ.

Proof. We can assume that λ belongs to W ·p 0. Then by [Ha, Proposition 3.1.3]
we have Tλµ (T(µ)) ∼= T(λ), and Tµλ (T(λ)) is a (non-empty) sum of copies of T(µ).
Since translation functors can be described as tensoring with a tilting module and
then taking a direct summand (see [J1, Remark 7.6(1)]), the claim follows. �

Since the set of alcoves meeting X+ is in a natural bijection with fW (through
w 7→ w ·p C), as in the quantum case we use this lemma to transfer the preorder
≤T and the equivalence relation ∼T to fW : we set w ≤T y, resp. w ∼T y, iff
w ·p 0 ≤T y ·p 0, resp. w ·p 0 ∼T y ·p 0. Then given λ, µ ∈ X+, there exist unique
w, y ∈ W such that λ belongs to the lower closure of w ·p Cp and µ belongs to the
lower closure of y ·p Cp; with this notation λ ≤T µ iff w ≤T y.

The following theorem is the “modular analogue” of Theorem 7.1 promised
in §7.1.

Theorem 7.7. For w, y ∈ fW , we have

w ≤T y iff w ≤pR y.

In particular, the equivalence classes for the relation ≤T on fW are the antispherical
right p-cells.

Proof. To prove that

w ≤pR y ⇒ w ≤T y,

by Lemma 5.3(2), it suffices to prove that if s ∈ S and pNw appears in pNy ·Hs, then
w ≤T y. However, if pNw appears in pNy ·Hs, then as in the proof of Lemma 5.9
we see that pN◦w appears in pN◦y · pH

◦
s. Using (7.1) and Theorem 7.2, we deduce

that T(w ·p 0) is a direct summand of Θs(T(y ·p 0)). As in the proof of Lemma 7.6,
this implies that w ≤T y.

On the other hand, assume that w ≤T y, i.e. that T(w ·p0) is a direct summand of
T(y ·p 0)⊗M for some tilting Gk-module M . Then by Lemma 7.4 and Theorem 7.2
pN◦w appears with nonzero coefficient in pN◦y · c(M). By Lemma 5.9, this implies

that w ≤pR y, as desired. �

7.4. Thick tensor ideals. Let Tilt(Gk) ⊂ Rep(Gk) be the category of tilting
Gk-modules. For any M in Tilt(Gk), we denote by 〈M〉T the thick tensor ideal
of Tilt(Gk) generated by M , i.e. the smallest strictly full subcategory of Tilt(Gk)
containing M and which is stable under direct summands and under tensoring with
any tilting Gk-module.

It is clear from definition that

w ≤T y ⇔ T(w ·p 0) ∈ 〈T(y ·p 0)〉T ⇔ 〈T(w ·p 0)〉T ⊂ 〈T(y ·p 0)〉T.

From this remark we deduce the following reformulation of Theorem 7.7.

Corollary 7.8. For w, y ∈ fW , we have

w ∼pR y ⇔ 〈T(w ·p 0)〉T = 〈T(y ·p 0)〉T.
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7.5. An application. We now observe that the following result (originally due
to Georgiev–Mathieu [GM]; see also [M2]) is an immediate consequence of Theo-
rem 7.7. (Here, for a module M which admits a standard filtration and µ ∈ X+,
we denote by (M : M(µ))∆ the multiplicity of M(µ) in a standard filtration of M .)

Proposition 7.9. Let λ ∈ X+. The following conditions are equivalent:

(1) λ ∈ Cp;
(2) p - dim(T(λ));
(3) there exists µ ∈ Cp such that

∑
w∈fW (−1)`(w)(T(λ) : M(w ·p µ))∆ 6= 0.

Proof. If λ ∈ Cp, then T(λ) = N(λ) = M(λ), and Weyl’s dimension formula shows
that p - dim(T(λ)). It is also clear that∑

w∈fW

(−1)`(w)(T(λ) : M(w ·p λ))∆ = 1 6= 0.

Now, assume that p - dim(T(λ)), and let v ∈ fW be such that λ belongs to the
lower closure of v ·p Cp. Under our assumption the Gk-module k = T(0) is a direct
summand in T(λ)⊗T(λ)∗, so 0 ≤T λ, which implies that 0 ≤T v ·p 0 by Lemma 7.6.
Using Theorem 7.7, we deduce that 1 ≤pR v. As explained in Example 5.5, this
implies that v = 1, i.e. that λ ∈ Cp.

Finally, we prove that if λ /∈ Cp, for any µ ∈ Cp we have

(7.2)
∑
w∈fW

(−1)`(w)(T(λ) : M(w ·p µ))∆ = 0.

In fact, if λ /∈ W ·p µ this equality is clear since (T(λ) : M(w ·p µ))∆ = 0 for any w
by the linkage principle. We prove the case λ = v ·p µ for some v ∈ fW by induction
on `(v). Write v = us with s ∈ S and `(v) = `(u) + 1 (so that u ∈ fW ), and choose
ν ∈ X on the s-wall of Cp. We observe that Tµν T(u ·p ν) is the direct sum of T(λ)
and some modules of the form T(x ·p µ) with `(x) < `(v). Now we have∑

w∈fW

(−1)`(w)(Tµν T(u ·p ν) : M(w ·p µ))∆ = 0

(because this equality holds if T(u·pν) is replaced by any standard module, in which
case it follows from [J1, Proposition II.7.12]), and T(µ) is not a direct summand of
Tµν T(u ·p ν) (because otherwise we would have µ ≤T u ·p ν, which is excluded by
Theorem 7.7). Hence we obtain (7.2) using the induction hypothesis. �

The following consequence is also stated in [GM, M2] (where the second formula
is called the modular Verlinde formula); we recall the proof for completeness. (Here,
for λ, µ, ν ∈ X+, we denote by Kν

λ,µ the multiplicity of the simple module for the
complex group GC with highest weight ν in the tensor product of the simple modules
of highest weights λ and µ.)

Corollary 7.10.

(1) For any λ ∈ Cp and any tilting module M , the multiplicity of T(λ) as a

direct summand of M is equal to
∑
w∈fW (−1)`(w)(M : M(w ·p λ))∆.

(2) For any λ, µ, ν ∈ Cp, the multiplicity of T(ν) as a direct summand of T(λ)⊗
T(µ) is equal to

∑
w∈fW (−1)`(w)K

w·pν
λ,µ .
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Proof. (1) Of course it is sufficient to prove the formula when M is indecompos-
able, i.e. of the form T(µ) for some µ ∈ X+. If µ /∈ Cp, the claim follows from
Proposition 7.9. If µ ∈ Cp we have T(µ) = M(µ), so that the claim is obvious.

(2) By (1), the multiplicity we want to compute is equal to∑
w∈fW

(−1)`(w)(T(λ)⊗ T(µ) : M(w ·p ν))∆

=
∑
w∈fW

(−1)`(w)(M(λ)⊗M(µ) : M(w ·p ν))∆.

The integer (M(λ)⊗M(µ) : M(w ·p ν))∆ is the coefficient of χ(w ·p ν) in the product
χ(λ) · χ(µ), where χ(η) is as in the proof of Lemma 7.4. This coefficient can be
interpreted as stated in terms of characteristic-0 representation theory. �

Remark 7.11. In the setting of §7.1, the same arguments as for Corollary 7.10 show
that if V is a tilting module in Rep(Uq) and if λ ∈ C`, the multiplicity of Tq(λ) as

a direct summand of V is equal to
∑
w∈fW (−1)`(w)(V : Mq(w ·` λ))∆, where Mq(ν)

is the quantum Weyl module associated with ν, and as above (− : −)∆ means the
multiplicity in a standard filtration. (In this setting, this claim is due to Andersen–
Paradowski [AP].) Since the modular and quantum Weyl modules have the same
character, in the setting of Remark 7.3 we deduce that for any tilting module M
in Rep(Gk) and any λ ∈ Cp, the multiplicity of T(λ) as a direct summand of M is
equal to the multiplicity of Tq(λ) as a direct summand of Mq.

8. The Humphreys conjecture

We continue with the assumptions of §7.2; but to simplify notation (and since
k is fixed in this section) we write G = Gk. Note that since G is obtained by
specialization to k of a Z-group scheme, hence also by specialization of an Fp-group
scheme, its Frobenius twist identifies canonically with G. We also set N = Nk.

8.1. Support varieties. We denote by G1 the first Frobenius kernel of G, i.e. the
kernel of the Frobenius morphism Fr : G → G. Since the subgroup G1 ⊂ G is
distinguished, the algebra Ext•G1

(k,k) admits a natural action of G, which factors
through an action of G/G1

∼= G. It is also clearly Z-graded, hence can be considered
as a G×Gm-equivariant algebra.

The following lemma will be proved in §9.1. (This statement is well known, see
e.g. [AJ, §3] for a proof under the same assumptions as ours; later we will use our
explicit construction of this isomorphism, however.)

Lemma 8.1. There exists a canonical isomorphism of graded G×Gm-equivariant
algebras

Ext•G1
(k,k) ∼= O(N ).

If M,N are G-modules, the graded vector space Ext•G1
(M,N) has a natural

G×Gm-action. It also has a natural structure of module over Ext•G1
(k,k), see [NPV,

§2.2]. Using the isomorphism of Lemma 8.1, this object can then be considered as a
G×Gm-equivariant quasi-coherent sheaf on N . Therefore it makes sense to consider
the support Supp(Ext•G1

(M,N)); see §4.1.
Of course, the G × Gm-equivariant quasi-coherent sheaf on N associated with

Ext•G1
(M,N) depends on the choice of isomorphism in Lemma 8.1. Note however

that the results of [Se] imply that any G-equivariant automorphism of N induces
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the identity on the set of orbits N/G. Therefore, the support Supp(Ext•G1
(M,N))

is well defined, i.e. does not depend on any choice.
Following [NPV] we set VG1(M,N) := Supp(Ext•G1

(M,N)). We will also use the
special notation

VG1(M) := VG1(M,M), VG1(M) := VG1(k,M).

The subvariety VG1(M) is called the support variety of M .
It is clear that VG1(M,N) ⊂ VG1(M)∩VG1(N), see [NPV, (2.2.1)]; in particular

we have

(8.1) VG1(M) ⊂ VG1(M).

On the other hand, by [NPV, (2.2.4)–(2.2.5)], for M,N in Rep(G) we have

VG1
(M ⊕N) = VG1

(M) ∪ VG1
(N);(8.2)

VG1
(M ⊗N) = VG1

(M) ∩ VG1
(N).(8.3)

The following property is also stated in [Ha, §3.1].

Lemma 8.2. If λ, µ ∈ X+, we have

µ ≤T λ ⇒ VG1(T(µ)) ⊂ VG1(T(λ)).

In particular, if µ ∼T λ then VG1
(T(µ)) = VG1

(T(λ)).

Proof. If µ ≤T λ, then there exist tilting G-modules M,N such that

T(λ)⊗M ∼= T(µ)⊕N.
Then we have

VG1
(T(µ)) ⊂ VG1

(T(µ)⊕N) = VG1
(T(λ)⊗M) ⊂ VG1

(T(λ))

by (8.2)–(8.3), proving the desired claim. �

8.2. The Humphreys conjecture. Recall that the main result of [L3] provides
a canonical bijection between the set NC/GC of GC-orbits in NC and the set of
Kazhdan–Lusztig two-sided cells in W . (The two-sided cells considered here are
defined as in the special case p = 0 of Definition 5.2, but allowing multiplication
both on the left and on the right by elements of H.) Then, the main result of [LX]
implies that taking the intersection with fW induces a bijection between the set
of Kazhdan–Lusztig two-sided cells in W and the set of antispherical right cells in
fW . Combining these bijections, we obtain a canonical bijection between the set
of orbits NC/GC and the set of antispherical right cells in fW . For c ⊂ fW an
antispherical right cell, we will denote by OC

c ⊂ NC the corresponding orbit.

Remark 8.3. Now that this notation is introduced, we can make the description
of the orbit O appearing in Theorem 4.2(1) slightly more explicit: by definition
this is the orbit appearing in the pair corresponding to λ under the Lusztig–Vogan
bijection considered in [Ac, §4.3]. It follows from [B2, Remark 6] (see also the
remarks surrounding [O3, Conjecture 3]) that O = OC

c(w), where w ∈ fW is the

unique element such that there exists ω ∈ Ω such that wλ = wω. It will follow from
the proof in §8.5 that the orbit appearing in Theorem 4.2(2) can be described in
the same way.

Lemma 8.4. For y, w ∈ fW , we have

y ≤R w ⇒ ιk(OC
c(y)) ⊂ ιk(OC

c(w)).
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Proof. If y ≤R w, then y ≤LR w (where ≤LR is the two-sided Kazhdan–Lusztig

order). By [B2, Theorem 4(b)], this implies that OC
c(y) ⊂ OC

c(w). Since the bijection

ιk is an isomorphism of posets (see §4.1), we deduce that ιk(OC
y ) ⊂ ιk(Ow). �

The following conjecture is due to Humphreys, see [H2].

Conjecture 8.5. For any w ∈ fW , if λ ∈ X+ belongs to the lower closure of w ·pCp
then

VG1(T(λ)) = ιk(OC
c(w)).

By Lemma 7.6 and Lemma 8.2, VG1
(T(λ)) only depends on the alcove whose

lower closure contains λ. In particular, Conjecture 8.5 is equivalent to the following.

Conjecture 8.6. For any w ∈ fW ,

VG1(T(w ·p 0)) = ιk(OC
c(w)).

8.3. A relative version of Conjecture 8.5. Recall the subset fW f ⊂ W intro-
duced in §3.1.

Lemma 8.7. Let w ∈ fW , and assume that w /∈ fW f . Then Ext•G1
(k,T(w·p0)) = 0.

Proof. Let s ∈ Sf be such that ws < w. Then ws ∈ fW , and by [J1, E.11(1)] we
have ΘsT(w ·p 0) ∼= T(w ·p 0)⊕ T(w ·p 0). Hence

Ext•G1
(k,T(w ·p 0)) = 0 iff Ext•G1

(k,ΘsT(w ·p 0)) = 0.

According to [J1, §II.9.22], Θs can be extended to a self-adjoint endofunctor of
the category of rational G1T -modules (where T = Tk) with the property that

Θs(M ⊗ kG1T (pλ)) ∼= Θs(M)⊗ kG1T (pλ).

for any λ ∈ X and any G1T -module M . By comparing G1 and G1T cohomology,
we deduce that

Ext•G1
(k,ΘsT(w ·p 0)) ∼= Ext•G1

(Θsk,T(w ·p 0)).

However, we have Θsk = 0, which implies the desired vanishing. �

Lemma 8.8. For any λ ∈ X+, there exists w ∈ fW f such that λ ∼T w ·p 0.

Proof. Let us choose a decomposition

T(λ)⊗ T(λ)∗ =
⊕
i∈I

Mi

where each Mi is an indecomposable tilting module. We also set J := {i ∈ I |
HomG(k,Mi) 6= 0}. (Note that since there exists a nonzero morphism k→ T(λ)⊗
T(λ)∗, we have J 6= ∅.) We also set M :=

⊕
j∈JMj . For any j ∈ J , since Mj

is indecomposable and contains k as a submodule, it belongs to Rep0(G), hence
is isomorphic to T(wj ·p 0) for some wj ∈ fW . Moreover Ext•G1

(k,Mj) 6= {0}; by

Lemma 8.7 this implies that wj ∈ fW f .
It is clear that for any j ∈ J we have wj ·p 0 ≤T λ. Hence to conclude the proof

it suffices to prove that λ ≤T wj ·p 0 for some j, i.e. that T(λ) is a direct summand
of M ⊗ N for some tilting G-module N . In fact, we claim that T(λ) is a direct
summand of M ⊗ T(λ). Indeed, consider the morphisms of G-modules

T(λ)
φ−→ T(λ)⊗ T(λ)∗ ⊗ T(λ)

ψ−→ T(λ)
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defined by x 7→ id ⊗ x and f ⊗ y 7→ f(y) (where we identify T(λ) ⊗ T(λ)∗ with
Endk(T(λ))). It is clear that ψ ◦ φ = id, and that φ factors through M ⊗ T(λ).
Hence indeed T(λ) is a direct summand of M⊗T(λ), and the proof is complete. �

Remark 8.9. Comparing Theorem 7.7 and Lemma 8.8 we see that for any anti-
spherical right p-cell c we have c ∩ fW f 6= ∅. This does not seem to be obvious
from the definition.

The following can be considered as a “relative” version of Conjecture 8.6.

Conjecture 8.10. For any w ∈ fW f , we have

VG1
(T(w ·p 0)) = ιk(OC

c(w)).

The following lemma explains the relation between this “relative” version and
the original Humphreys conjecture.

Lemma 8.11. Assume that Conjecture 8.10 holds, and moreover that if x, y ∈ fW
we have

(8.4) x ≤pR y ⇒ x ≤R y.

Then Conjecture 8.5 holds.

Proof. We assume that Conjecture 8.10 and (8.4) hold. Property (8.4) implies that
the function w 7→ OC

c(w) is constant on antispherical p-cells. On the other hand, by

Lemma 8.2 the function λ 7→ VG1
(T(λ)) is constant on weight cells. Hence, using

Theorem 7.7, to prove Conjecture 8.5, it suffices to prove that for each weight cell,
there exists w ∈ fW and λ in the lower closure of w ·p Cp which belongs to the

given weight cell and such that VG1
(T(λ)) = ιk(OC

c(w)). Hence by Lemma 8.8 we

can assume that λ = w ·p 0 for some w ∈ fW f . In this case, by assumption we know

that VG1(T(λ)) = ιk(OC
c(w)). Using (8.1), this implies that ιk(OC

c(w)) ⊂ VG1(T(λ)).

On the other hand, we have

Ext•G1
(T(λ),T(λ)) ∼= Ext•G1

(k,T(λ)⊗ T(λ)∗).

All the indecomposable direct summands of T(λ)⊗T(λ)∗ are of the form T(µ) with
µ ∈ Y+ and µ ≤T λ, and those which contribute to Ext•G1

(k,T(λ)⊗T(λ)∗) satisfy

in addition µ = v ·p 0 for some v ∈ fW f by the linkage principle for G1-modules
(see [J1, Lemma II.9.19]) and Lemma 8.7. To conclude, we only have to prove that

for all such µ we have VG1(T(µ)) ⊂ ιk(OC
c(w)). However, by Conjecture 8.10 (which

we assume to hold) we have VG1
(T(µ)) = ιk(OC

c(v)). Since v ·p 0 ≤T w ·p 0, we

have v ≤T w. By Theorem 7.7 and (8.4), this implies that v ≤R w. Finally, using

Lemma 8.4 we deduce that ιk(OC
c(v)) ⊂ ιk(OC

c(w)), and the proof is complete. �

8.4. The quantum case. Let us come back to the setting of §7.1. All the con-
structions considered in the present section have obvious analogues for Uq-modules,
replacing p by `, the Frobenius kernel G1 by Lusztig’s small quantum group uq,
and omitting the bijection ιk. (In this case, the analogue of Lemma 8.1 is due to
Ginzburg–Kumar [GK].) In particular, we can consider the quantum analogues of
Conjecture 8.5 and Conjecture 8.10.

The quantum analogue of Conjecture 8.5 was proved by Ostrik in [O2] in the
special case GZ = SLn,Z. Then the general case of the quantum analogue of Con-
jecture 8.10 was proved by Bezrukavnikov in [B1]. The same arguments as in the
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proof of Lemma 8.11 show that this implies the quantum version of Conjecture 8.5
in full generality. (In this setting we do not need any analogue of (8.4).)

8.5. Proof of Theorem 4.2(2). We consider the setting of Section 4 (without
assuming that k = C for now). Recall the group G∨ considered in §3.6, and let
Gr′ := G∨(O)\G∨(K ) be its “opposite affine Grassmannian” (where K := C((t))).
Let also I ⊂ G∨(O) be the Iwahori subgroup associated with the negative Borel
subgroup of G∨. Then, as in §3.6, there exists an equivalence of triangulated
categories

Υ′ : Dmix
(I) (Gr′,k)

∼−→ DbCohG×Gm(Ñ )k

which satisfies Υ′ ◦ 〈1〉 ∼= 〈1〉[1] ◦ Υ′ and which sends the normalized standard
object J ′! (λ) associated with λ to ∆k(λ), for any λ ∈ X (see in particular [AR4,
Remark 11.3(2)]). Again as in §3.6, this equivalence sends the tilting mixed perverse
sheaf T ′(λ) associated with λ to Ek

λ.
We consider the Grothendieck group [Dmix

(I) (Gr′,k)], and the embedding

Masph ↪→ [Dmix
(I) (Gr′,k)]

sending vmNwλ to [J ′! (λ)〈m〉] for any m in Z and λ ∈ Y. Then the results
of [AMRW, §7.3] show that, under this identification, we have

[T ′(λ)] = pNwλ
for any λ ∈ Y

(where p = char(k)). Composing this embedding with the isomorphism

[Dmix
(I) (Gr′,k)]

∼−→ [DbCohG×Gm(Ñ )k]

induced by Υ′, we deduce an embedding

(8.5) Masph ↪→ [DbCohG×Gm(Ñ )k]

sending vmNwλ to [∆(λ)〈m〉[m]] for any m in Z and λ ∈ Y, and which also sends
pNwλ

to [Ek
λ]. The proof of Lemma 3.3 shows that, for any s ∈ S, the embed-

ding (8.5) intertwines the action of Hs on the left-hand side with the morphism
induced by Ψs on the right-hand side. These remarks show that if λ ∈ Y and if
w = (s1, · · · , sr) is an expression, then the direct summands of

Ψsr ◦ · · · ◦Ψs1(Ek
λ)

can be determined by expanding the element pNwλ
·Hw in the p-canonical basis of

Masph. In particular, these direct summands are of the form Ek
ν with ν ∈ Y and

wν ≤pR wλ.

Lemma 8.12. Let λ, µ ∈ Y, and assume that wλ ∼pR wµ. Then

Supp
(
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)
)

= Supp
(
Ext•

DbCoh(Ñ )k
(Ek
µ,E

k
µ)
)
.

Proof. Of course, it is enough to prove that if wλ ≤pR wµ, then

Supp
(
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)
)
⊂ Supp

(
Ext•

DbCoh(Ñ )k
(Ek
µ,E

k
µ)
)
.

However, if wλ ≤pR wµ then there exists an expression w = (s1, · · · , sr) such that
pNwλ

appears with nonzero coefficient in pNwµ · Hw (see §§5.2–5.3). Then the
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remarks above show that Ek
λ is a direct summand of Ψsr ◦ · · · ◦Ψs1(Ek

µ), so that

Supp
(
Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)
)
⊂

Supp
(
Ext•

DbCoh(Ñ )k
(Ψsr ◦ · · · ◦Ψs1(Ek

µ),Ψsr ◦ · · · ◦Ψs1(Ek
µ))
)
.

Now, by adjunction (see Remark 3.2) we have

Ext•
DbCoh(Ñ )k

(Ψsr ◦ · · · ◦Ψs1(Ek
µ),Ψsr ◦ · · · ◦Ψs1(Ek

µ)) ∼=

Ext•
DbCoh(Ñ )k

(Ek
µ,Ψs1 ◦ · · · ◦Ψsr ◦Ψsr ◦ · · · ◦Ψs1(Ek

µ)),

and the support of the right-hand side is included in Supp
(
Ext•

DbCoh(Ñ )k
(Ek
µ,E

k
µ)
)
;

this finishes the proof. �

Now, we are in a position to give the proof of Theorem 4.2(2). More precisely,
as explained in Remark 8.3, we will prove that for any λ ∈ X we have

Supp
(
Ext•

DbCoh(Ñ )C
(EC
λ,E

C
λ)
)

= OC
c(w),

where w ∈ fW is the unique element such that wλ = wω for some ω ∈ Ω. Write
w = wµ for some µ ∈ Y; then it is easy to check that

EC
λ = JTω (EC

µ).

Since JTω induces an autoequivalence of DbCoh(Ñ )C, we can assume that λ = µ,
i.e. that ω = 1. And using Lemma 8.12 and Remark 8.9 (or rather the analogous
characteristic-0 observation, which can be checked similarly using quantum groups)
we can further assume that w ∈ fW f (or in other words that λ ∈ −X+). In this
case we have

Supp
(
Ext•

DbCoh(Ñ )C
(EC
λ,E

C
λ)
)
⊃ Supp

(
Rπ∗E

C
λ

)
= Supp

(
Ext•

DbCoh(Ñ )C
(OÑC

,EC
λ)
)
,

and by Theorem 4.2(1) the right-hand side is equal to OC
c(wλ); hence to conclude it

suffice to prove that

Supp
(
Ext•

DbCoh(Ñ )C
(EC
λ,E

C
λ)
)
⊂ OC

c(wλ).

Now, choose a reduced decomposition wλ = s1 · · · sr (with si ∈ S for i ∈
{1, · · · , r}). Then, by Proposition 3.5(2), EC

λ is a direct summand of the object
EC(1, (s1, · · · , sr)); it follows that

Supp
(
Ext•

DbCoh(Ñ )C
(EC
λ,E

C
λ)
)

= Supp
(
Ext•

DbCoh(Ñ )C
(EC(1, (s1, · · · , sr)),EC

λ)
)
.

Now, by definition and adjunction (see again Remark 3.2), we have

Ext•
DbCoh(Ñ )C

(EC(1, (s1, · · · , sr)),EC
λ) = Ext•

DbCoh(Ñ )C
(OÑC

,Ψs1 ◦ · · · ◦Ψsr (E
C
λ)).

It follows that

Supp
(
Ext•

DbCoh(Ñ )C
(EC
λ,E

C
λ)
)

= Supp
(
Rπ∗(Ψs1 ◦ · · · ◦Ψsr (E

C
λ))
)
.

As explained before the proof of Lemma 8.12, Ψs1 ◦ · · · ◦ Ψsr (E
C
λ) is a direct sum

of objects of the form EC
ν with ν ∈ Y such that wν ≤R wλ. For such an object, by

Theorem 4.2(1) we have either Rπ∗E
C
ν = 0 (if ν /∈ −X+) or

Supp
(
Rπ∗E

C
ν

)
= OC

c(wν).
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By Lemma 8.4 we have OC
c(wν) ⊂ OC

c(wλ) since wν ≤R wλ, hence these remarks

conclude the proof.

9. Exotic parity sheaves and tilting modules

In this section we continue with the assumptions of §7.2. As in Section 8 we
identify Gk with its Frobenius twist in the natural way.

9.1. Relation with tilting modules for reductive groups. The dot-action of
W on X extends in a natural way to an action of Wext. We let Rep∅(Gk) be the
Serre subcategory of Rep(Gk) generated by the simple modules of the form L(w ·p0)
where w ∈ fWext. (Note in particular that the “extended principal block” Rep∅(Gk)
contains the principal block Rep0(Gk).) One of the main results of [AR4] (see in
particular [AR4, Theorem 10.7 and its proof]) is the construction of a functor

Ξ : DbCohG×Gm(Ñ )k → DbRep∅(Gk)

and an isomorphism of functors ε : Ξ ◦ 〈1〉[1]
∼−→ Ξ such that:

(1) for any F ,G in DbCohG×Gm(Ñ )k, Ξ and ε induce an isomorphism⊕
n∈Z

HomDbCohG×Gm (Ñ )k
(F ,G〈n〉[n])

∼−→ HomDbRep∅(Gk)(Ξ(F),Ξ(G));

(2) for any V ∈ Rep(Gk) and F ∈ DbCohG×Gm(Ñ )k, there exists a canonical
and functorial isomorphism

Ξ(F ⊗ V ) ∼= Ξ(F)⊗ Fr∗(V );

(3) for any λ ∈ X we have

Ξ(∆k(λ)) ∼= M(wλ ·p 0), Ξ(∇k(λ)) ∼= N(wλ ·p 0).

Using this result we can finally give the proof of Lemma 8.1.

Proof of Lemma 8.1. By Frobenius reciprocity and the fact that IndGk
(Gk)1

is exact

(see [J1, Corollary I.5.13(1)]), we have

Ext•(Gk)1
(k,k) ∼= Ext•Gk

(k, IndGk
(Gk)1

(k)) ∼= Ext•Gk
(k,Fr∗(O(Gk))).

Since k = Ξ(OÑ ), the functor Ξ induces an isomorphism⊕
n,m∈Z

HomDbCohG×Gm (Ñ )k
(OÑk

,OÑk
⊗O(Gk)〈n〉[m])

∼−→ Ext•Gk
(k,Fr∗(O(Gk))).

Now the left-hand side identifies canonically with R•Γ(Ñk,OÑk
) ∼= O(Nk). (The

latter isomorphism follows from [KLT, Theorem 2], the normality of Nk—see [KLT,
§5]—and Zariski’s Main Theorem.) The desired isomorphism

O(Nk)
∼−→ Ext•(Gk)1

(k,k)

follows. It is left to the reader to check that this morphism is (G×Gm)k-equivariant,
and an algebra morphism. �

The application of our results of Section 4 to the Humphreys conjecture(s) will
be based on the following result.
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Proposition 9.1. For any λ ∈ X, there exist Gk-equivariant isomorphisms

Ext•(Gk)1
(k,T(wλ ·p 0)) ∼= R•Γ(Ñk,E

k
λ),

Ext•(Gk)1
(T(wλ ·p 0),T(wλ ·p 0)) ∼= Ext•

DbCoh(Ñ )k
(Ek
λ,E

k
λ)

which intertwine the actions of Ext•(Gk)1
(k,k) and O(Nk) under the isomorphism

of Lemma 8.1 constructed above.

Proof. The proof is the same as that of Lemma 8.1 once we have shown that
Ξ(Ek

λ) ∼= T(wλ ·p 0). For this we first show that Ξ(Ek
λ) is a tilting Gk-module. In

fact, for any µ ∈ X we have

ExtnGk
(M(wµ ·p 0),Ξ(Ek

λ)) ∼= ExtnGk
(Ξ(∆k(µ)),Ξ(Ek

λ)).

We deduce an isomorphism

ExtnGk
(M(wµ ·p 0),Ξ(Ek

λ)) ∼=
⊕
m∈Z

HomDbCohG×Gm (Ñ )k
(∆k(µ),Ek

λ〈m〉[n+m]).

Using Corollary 3.4, it follows that ExtnGk
(M(wµ ·p 0),Ξ(Ek

λ)) = 0 unless n = 0.

One shows similarly that ExtnGk
(Ξ(Ek

λ),N(wµ ·p 0)) = 0 unless n = 0. Combining

these facts, we see that Ξ(Ek
λ) indeed is a tilting Gk-module.

Using the properties of Ξ and [GG, Theorem 3.1] we obtain that Ξ(Ek
λ) is inde-

composable, hence isomorphic to T(w ·p 0) for some w ∈ fWext. It is not difficult to
check that w = wλ, and the proof is complete. �

Remark 9.2. The functor Ξ has a “quantum analogue” constructed (long before
its modular counterpart) by Arkhipov–Bezrukavnikov–Ginzburg. More precisely, if
G′C = GC/Z(GC), then the main result of the first part of [ABG] is the construction
of a functor

ΞC : DbCohG
′×Gm(Ñ )C → DbRep0(Uq)

with the same properties as the functor Ξ of §9.1, where Rep0(Uq) is the principal
block of Rep(Uq). As in the case of Ξ, the formal properties of ΞC imply that
this functor sends EC

λ to Tq(wλ ·` 0) for any λ ∈ Y. Combining this observation
with Theorem 3.9 provides an alternative proof of [B1, Theorem 3] which does
not rely on [ArkB]. (This proof replaces the weight arguments of [B1] by parity
considerations.)

9.2. A proof of the Humphreys conjectures in large characteristic. The
following theorem is the main result of this paper. It provides a proof of the
“lower bound” part of Conjecture 8.5 and Conjecture 8.10, and a full proof in large
characteristic.

Theorem 9.3.

(1) For any w ∈ fW and λ ∈ X+ which belongs to the lower closure of w ·p Cp,
we have

V(Gk)1
(T(λ)) ⊃ ιk(OC

c(w)).

Moreover, if w ∈ fW f then

V(Gk)1
(T(w ·p 0)) ⊃ ιk(OC

c(w)).
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(2) There exists N ∈ Z≥0 (depending on GZ) such that if p > N , then for any
w ∈ fW and λ ∈ X+ which belongs to the lower closure of w ·p Cp, we have

V(Gk)1
(T(λ)) = ιk(OC

c(w)),

and if w ∈ fW f then

V(Gk)1
(T(w ·p 0)) = ιk(OC

c(w)).

Proof. As explained in §8.2, in both cases it suffices to treat the case λ = w ·p 0. In
this case, if µ ∈ Y is such that w = wµ, by Proposition 9.1 we have

V(Gk)1
(T(w ·p 0)) = Supp

(
Ext•

DbCoh(Ñ )k
(Ek
µ,E

k
µ)
)

and if w ∈ fW f (i.e. µ ∈ −X+) we have

V(Gk)1
(T(w ·p 0)) = Supp(Rπ∗E

k
µ).

Then (1) follows from Proposition 4.3 and Remark 8.3.
To prove (2), recall that fW has only a finite number of antispherical right cells

(see the proof of Corollary 6.3). Hence it suffices to fix such a cell c and prove that
there exists Nc such that if p > Nc, for any w ∈ c and λ ∈ X+ which belongs to
the lower closure of w ·p Cp, we have

V(Gk)1
(T(λ)) = ιk(OC

c ),

and if moreover w ∈ fW f then

V(Gk)1
(T(w ·p 0)) = ιk(OC

c ).

Fix a finite subset K ⊂ c as in Proposition 6.7. By Proposition 4.3, there exists
Nc such that for any p > Nc and any µ ∈ Y such that wµ ∈ K we have

Supp
(
Ext•

DbCoh(Ñ )k
(Ek
µ,E

k
µ)
)

= ιk(OC
c ).

Then as above, for any w ∈ K we have

V(Gk)1
(T(w ·p 0)) = ιk(OC

c ).

If p > Nc and w ∈ c is arbitrary, then by Proposition 6.7 there exist v ∈ K and
ν ∈ Y+ such that w = tνv. Then w ·p 0 = v ·p 0 + pν, so that T(w ·p 0) is a direct
summand of T(v ·p 0) ⊗ T(pν), and hence w ≤T v. By Lemma 8.2, this implies

that V(Gk)1
(T(w ·p 0)) ⊂ V(Gk)1

(T(v ·p 0)) = ιk(OC
c ). Since the reverse inclusion was

already proved in (1), this implies that V(Gk)1
(T(w ·p 0)) = ιk(OC

c ).

If we assume in addition that w ∈ fW f , then by (8.1) we have

V(Gk)1
(T(w ·p 0)) ⊂ V(Gk)1

(T(w ·p 0)).

The right-hand side is now known to be equal to ιk(OC
c ), and the left-hand side

contains ιk(OC
c ) by (1). We deduce that V(Gk)1

(T(w ·p 0)) = ιk(OC
c ). �

Remark 9.4.

(1) From the proof of Theorem 9.3 we see that if Conjecture 8.5 is true, then
Conjecture 8.10 also holds (for any fixed k).

(2) Running the arguments of the proof of Theorem 9.3 backwards, we see that
the bounds N1 and N2 in Proposition 4.3 can be chosen to be independent
of λ.
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9.3. A simplicity criterion for parity objects. We conclude this section with a

criterion that guarantees that certain parity objects in DbCohG×Gm(Ñ )k are simple
given the information that a corresponding tilting module remains indecomposable
upon quantization. This criterion will be used below in the course of the proof of
the Humphreys conjecture in type G2.

Corollary 9.5. Let λ ∈ Y, and assume that T(wλ ·p 0)q ∼= Tq(wλ ·p 0). Then
Ek
λ
∼= Lk(λ).

Proof. Our assumption implies that for any µ ∈ X we have

dimk
(
HomGk(M(wµ ·p 0),T(wλ ·p 0))

)
= dimC

(
HomUq (Mq(wµ ·p 0),Tq(wλ ·p 0))

)
.

Using the properties of the functor Ξ considered in the course of the proof of
Proposition 9.1 and the analogous properties in the quantum setting (see §8.5),
this implies that∑

m∈Z
dimF

(
HomF(∆F(µ),EF

λ〈m〉[m])
)

=
∑
m∈Z

dimC
(
HomC(∆C(µ),EC

λ〈m〉[m])
)
.

Hence the inequalities in Lemma 3.11 must be equalities, and this lemma ensures
that Ek

λ
∼= Lk(λ). �

10. Examples

10.1. Easy cases. In this subsection, we explain how to check the main conjectures
for the regular, subregular, and zero nilpotent orbits.

10.1.1. Regular orbit. As explained in Example 5.5, {1} is a right cell, which is
clearly antispherical. The corresponding orbit in NC is the unique open orbit OC

reg,

and for any k the orbit ιk(OC
reg) is the unique open orbit Ok

reg ⊂ Nk. Conjecture 8.5
and Conjecture 8.10 are clearly true if w = 1 since T(0) = k.

10.1.2. Subregular orbit. Now, consider the subregular orbit OC
sreg ⊂ NC, i.e. the

unique orbit which is open in NC r OC
reg. Then for any k the orbit ιk(OC

sreg) is

the subregular orbit Ok
sreg, i.e. the unique orbit which is open in Nk r Ok

reg. Let

csreg ⊂ fW be the corresponding antispherical cell. Then by Lemma 4.1 and Propo-

sition 9.1, if w ∈ csreg we have V(Gk)1
(T(w ·p 0)) ⊂ NkrOk

reg = Ok
sreg. On the other

hand, by Theorem 9.3 we have V(Gk)1
(T(w ·p 0)) ⊃ Ok

sreg. Hence Conjecture 8.5
holds for these values of w. Similar arguments show that Conjecture 8.10 also holds
for these values of w.

10.1.3. Zero orbit. Finally, consider the unique minimal antispherical cell c0 ⊂ fW ,
corresponding to the orbit {0} ⊂ NC. The union of the lower closures of the
alcoves of the form w ·p Cp is (p − 1)ρ + X+ (see in particular [An1, Proposi-
tion 6]). If λ = (p − 1)ρ + µ with µ ∈ X+ then T(λ) is a direct summand in
T((p− 1)ρ)⊗T(µ). Since T((p− 1)ρ) is projective and injective as a (Gk)1-module
(see [J1, Proposition II.10.2]), so is T((p−1)ρ)⊗T(µ), and finally so is T(λ). Hence
V(Gk)1

(T(λ)) = {0} = ιk({0}), so that Conjecture 8.5 holds if w ∈ c0. Similar ar-
guments show that Conjecture 8.10 also holds if w ∈ c0.
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Figure 1. Antispherical right cells for GZ of type C2.

10.2. Type C2. In this subsection we assume that GZ is quasi-simple of type C2,
so that Gk = Sp4(k). We will prove Conjecture 8.5 and Conjecture 8.10 in this
case, under the assumption that p > 5. By Remark 9.4, it suffices to consider
Conjecture 8.5.

We denote by α1 and α2 the simple roots, with α1 short and α2 long. In this
case Gk has 4 orbits in Nk (for any k): the orbits Ok

reg, Ok
sreg and {0} considered

in §10.1, and the minimal orbit Ok
min. The antispherical right cells have been

determined in [L1] and are depicted in Figure 1. Let cmin ⊂ fW be the antispherical
cell corresponding to OC

min; then in view of the cases considered in §10.1, to settle
Conjecture 8.5 in this case it suffices to consider the case w ∈ cmin. In fact, using

Theorem 9.3, it suffices to prove that if w ∈ cmin we have V(Gk)1
(T(w ·p 0)) ⊂ Ok

min,

or in other words V(Gk)1
(T(w ·p 0)) 6⊃ Ok

sreg.
Let H ⊂ Gk be the derived subgroup of the Levi factor of Gk associated with α1

(so H ∼= SL2(k)). Then if Nk(H) ⊂ Nk is the nilpotent cone of H, it is not difficult

to check that Ok
sreg = Gk · Nk(H). Now if M is an H-module we can consider the

support variety VH1
(M) ⊂ Nk(H), and using [NPV, (2.2.10)], the considerations

above show that for any Gk-module M we have

(10.1) V(Gk)1
(M) ⊂ Ok

min iff VH1
(M|H) 6= Nk(H).

Now, consider the quantum group Uq (associated with a root of unity of order
` = p), the subalgebra Uq(H) ⊂ Uq which quantizes H, and the corresponding small
quantum group uq(H) ⊂ uq. Then by the same arguments as above (replacing the
reference to [NPV] to a reference to [O2, Lemma 3.4]) show that for any M in
Rep(Uq) we have

(10.2) if Vuq (M) ⊂ OC
min then Vuq(H)(M|Uq(H)) 6= NC(H),

where NC(H) ⊂ NC is the nilpotent cone of the complex counterpart of H.
Fix w ∈ cmin and set M := T(w ·p 0). As in Remark 7.3 we consider the

corresponding (possibly decomposable) tilting module Mq in Rep(Uq). By [Ra,
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Theorem 3.9], this quantum tilting module is a direct sum of indecomposable tilting
modules of the form Tq(x ·p 0) with x ∈ cmin t c0 (where c0 is the antispherical
right cell corresponding to the orbit {0}). In particular, by the quantum Humphreys

conjecture (see §8.4), we have Vuq (Mq) ⊂ OC
min, i.e.

(10.3) Vuq(H)

(
(Mq)|Uq(H)

)
6= NC(H)

by (10.2). Now by [Ha, Proposition 6.2.3], under our assumptions (Mq)|Uq(H) is a
tilting object in Rep(Uq(H)); hence this object is the “quantization” of the tilting
module M|H in Rep(H) by the process considered in Remark 7.3.

For ν a dominant weight for H, we denote by TH(ν), resp. THq (ν), the indecom-
posable tilting module in Rep(H), resp. in Rep(Uq(H)), of highest weight ν. If µ
belongs to the fundamental alcove Cp(H) for H, we have Vuq(H)(T

H
q (µ)) = NC(H);

hence (10.3) implies that (Mq)|Uq(H) has no direct summand of the form THq (µ)
with µ ∈ Cp(H). By Remark 7.11, this in turn implies that M|H has no direct

summand of the form TH(µ) with µ ∈ Cp(H). By Lemma 4.1 and Proposition 9.1,
this means that VH1

(M|H) 6= Nk(H), hence concludes the proof by (10.1).

10.3. Type G2. In this subsection we assume that GZ is simply-connected and
quasi-simple of type G2. Unfortunately, we were unable to prove the main con-
jectures for this group. Below, we will describe partial progress towards Conjec-
tures 8.5 and 8.10 under the assumption that p > 7. Specifically, these conjectures
will be shown to hold for every orbit except the middle orbit. For the middle orbit,
we check Conjecture 8.10 when w is the smallest element of fW f in the correspond-
ing cell.

10.3.1. Preliminaries. We let α1 and α2 be the simple roots with α1 short and α2

long, and denote by s1, s2 the corresponding reflections. The fundamental weights
are given by $1 = 2α1 +α2 and $2 = 3α1 + 2α2, so that 3α1 +α2, $2 and α2 form
the set of long positive roots, and α1, $1 and α1 +α2 form the set of short positive
roots. In this case, Gk has 5 orbits in Nk (for any k), whose closures are linearly
ordered: the orbits Ok

reg, Ok
sreg and {0} considered in §10.1, and two additional

orbits: the middle orbit Ok
mid and the minimal orbit Ok

min. Let cmin and cmid

denote the antispherical right cells corresponding to OC
min and OC

mid respectively.
The antispherical right cells have been determined in [L1] and are depicted in

Figure 2. This figure also shows certain alcoves that will play a role in the arguments
below. For any k ∈ {1, . . . , 16}, we will denote by wk ∈ fW the unique element
such that wk ·p 0 belongs to the alcove labeled “k.”

We will denote by Uq the complex quantum group of type G2 (associated with a
root of unity of order ` = p), and by uq the corresponding small quantum group. In
the following statement we use (once again) the notation introduced in Remark 7.3.

Lemma 10.1. For any k ∈ {1, . . . , 16}, we have T(wk ·p 0)q = Tq(wk ·p 0).

Proof. The w1 case is obvious, the w2, . . . , w8 cases are handled in [Ra, Remark
3.7] and the w10 case follows by observing that Tq(w10 ·p 0) = Θs0(Tq(w7 ·p 0)).1

This gives the characters of all the tilting modules in creg t csreg.
For the labeled alcoves in cmid, the w9 case immediately follows from [Ra, The-

orem 3.9], the w11 case follows from the fact that Tq(w11 ·p 0) = Θs1(Tq(w9 ·p 0)),

1There appears to have been a slight mistake in [Ra, Remark 3.7] regarding the character of
Tq(w10 ·p 0).
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Figure 2. Antispherical right cells for GZ of type G2.

and the w13, w15 and w16 cases can be verified by using the sum formula given in
[An2] (see in particular [An2, §2.13]). Finally, the w12 case follows by observing
that

Θs1(Tq(w10 ·p 0)) = Tq(w12 ·p 0)⊕ Tq(w7 ·p 0)

and then applying [Ra, Theorem 3.9], and the w14 case follows from the fact that
Tq(w14 ·p 0) = Θs2(Tq(w12 ·p 0)). �

10.3.2. The minimal orbit. We will completely verify Conjecture 8.5 (and hence
Conjecture 8.10) for w ∈ cmin. We begin with a lemma similar to [Ra, Theorem
3.9]. (Here, c0 is the antispherical right cell corresponding to the orbit {0}.)

Lemma 10.2. For any w ∈ cmin, the quantum tilting module T(w ·p0)q decomposes
as a direct sum of modules of the form Tq(x ·p 0) for x ∈ cmin t c0.

Proof. By Lemma 10.1, Tq(w12 ·p 0) = T(w12 ·p 0)q and thus by [B1] we have

Vuq (T(w12 ·p 0)q) = OC
min (see §8.4). From Figure 2, we can see that for any

w ∈ cmin we have w12 � w, where � is the weak order defined in [Ha, §2.2].
By [Ha, Lemma 3.2.1 and its proof] this implies that T(w ·p 0) is a direct summand
in a tilting object of the form Θr1 ◦· · ·◦Θrk(T(w12 ·p0)) for some r1, . . . , rk ∈ S, and
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then that T(w ·p 0)q is a direct summand in Θr1 ◦ · · · ◦Θrq (Tq(w12 ·p 0)). As above

this implies that Vuq (T(w ·p 0)q) ⊂ OC
min, hence that every indecomposable direct

summand Tq(x ·p 0) of T(w ·p 0)q satisfies Vuq (T(x ·p 0)q) ⊂ OC
min, hence satisfies

x ∈ cmin t c0. �

Now we observe that Ok
mid is regular in the Levi factor of Gk corresponding to

α1. If we let H ⊂ Gk be the derived subgroup of this Levi factor then, as in §10.2,
to conclude it suffices to show that

VH1
(T(w ·p 0)|H) 6= Nk(H)

for all w ∈ cmin. The proof of Conjecture 8.5 then proceeds identically to the one
in §10.2, where we replace the reference to [Ra, Theorem 3.9] with Lemma 10.2.

10.3.3. The middle orbit. We will now verify Conjecture 8.10 for the tilting module
T(w16 ·p 0). It is important to note that w16 ∈ fW f and that this element is actually
the Duflo involution for Ok

mid. (If z := s2s1s2s1s0, then it can be checked that
cmid ∩ fW f = {w16z

r : r ≥ 0}.)

Proposition 10.3. Let λ be the element corresponding to w16 under the bijection
fW f ↔ −X+. Then we have Ek

λ
∼= Lk(λ) and

VG1
(Gk)1(T(w16 ·p 0)) = Ok

mid.

Proof. We have proved in Lemma 10.1 that Tq(w16 ·p 0) = T(w16 ·p 0)q. By Corol-
lary 9.5, this implies that Ek

λ
∼= Lk(λ). By [Ac, Proposition 2.6 and §4.3], it follows

that Rπ∗E
k
λ is the coherent intersection cohomology complex (in the sense of [AB])

attached to a pair (O,V), where O ⊂ Nk is a Gk-orbit and V is an irreducible Gk-

equivariant vector bundle on O. Then by construction we have Supp(Rπ∗E
k
λ) = O.

We will prove that O = Ok
mid. Proposition 4.3(1) and the results of [B1] (see §8.4)

already ensure that O ⊃ Ok
mid. On the other hand, cregtcsreg is finite, hence so is its

intersection with fW f . Since there are as many irreducible Gk-equivariant vector
bundles on Ok

reg and Ok
sreg as irreducible GC-equivariant vector bundles on OC

reg

and OC
sreg, applying Lemma 10.1 and the preceding argument to each µ ∈ (creg t

csreg) ∩ fW f , we can see that the push-forwards Rπ∗E
k
µ for µ ∈ (creg t csreg) ∩ fW f

exhaust all of the irreducible vector bundles on Ok
reg and Ok

sreg. The Lusztig–Vogan

bijection for coefficients k (see again [Ac, §4.3]) then forces O ⊂ Ok
mid, and finally

O = Ok
mid. �
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[Se] J. P. Serre, Springer isomorphisms, appendix to G. McNinch, Optimal SL(2)-

homomorphisms, Comment. Math. Helv. 80 (2005), 391–426.
[Sl] P. Slodowy, Simple singularities and simple algebraic groups, Lecture Notes in Mathe-

matics 815, Springer, 1980.

[So1] W. Soergel, Kazhdan–Lusztig polynomials and a combinatoric[s] for tilting modules,
Represent. Theory 1 (1997), 83–114.

[So2] W. Soergel, Character formulas for tilting modules over Kac–Moody algebras, Repre-

sent. Theory 2 (1998), 432–448.
[Spa] N. Spaltenstein, Classes unipotentes et sous-groupes de Borel, Lecture Notes in Math-

ematics 946, Springer-Verlag, 1982.
[Sp] T. A. Springer, Quelques applications de la cohomologie d’intersection, in Séminaire
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