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Abstract

This paper deals with intelligent autonomous navigation of a vehicle in cluttered environment. We present a control architecture for safe and smooth navigation of a Unmanned Ground Vehicles (UGV). This control architecture is designed to allow the use of a single control law for different vehicle contexts (attraction to the target, obstacle avoidance, etc.) [4]. The reactive obstacle avoidance strategy is based on the limit-cycle approach [2]. To manage the interaction between the controllers according to the context, the multi-agent system is proposed. Multi-agent systems are an efficient approach for problem solving and decision making. They can be applied to a wide range of applications thanks to their intrinsic properties such as self-organization/emergent phenomena. Merging approach between control laws is based on their properties to adapt the control to the environment. Different simulations on cluttered environments show the performance and the efficiency of our proposal, to obtain fully reactive and safe control strategy, for the navigation of a UGV.
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1 Introduction

One of the main motivation to use Unmanned Ground Vehicles (UGVs) is the decrease of the traffic congestion of vehicles in urban areas, with correlated pollution, noise and time waste. So as to obtain such a transportation system, an efficient and reliable automatic navigation capability is required with the some criteria which must guarantee the safety and comfort of passengers [11].

This paper deals with the navigation of urban vehicle in cluttered environment. The navigation task consists in reaching a defined target while avoiding detected obstacles detected from real-time sensor measurements. To ensure the vehicles ability to accomplish a reactive navigation, it is proposed to explore behavioral control architectures originally proposed by Brooks [7]. This kind of control
architecture breaks the complexity of the overall task by dividing it into several basic tasks [1]. Each basic task is accomplished with its corresponding controller.

An important issue for successful autonomous navigation is the obstacle avoidance ability. This function permits to prevent robot collision, thus ensuring vehicle safety. Many reactive approaches can be found in literature, such as obstacle avoidance using vortex fields [12] and orbital trajectories [2]. This last approach is built on circular limit-cycle differential equations in [18, 16, 2]. Circular limit cycles are more stable than vortex fields and always converge to periodic orbits. This work uses elliptical trajectories that were presented in [3]. Therefore, more generic and efficient obstacle avoidance is performed, even with different obstacle shapes, for instance, long walls.

Most of the algorithms found in literature deal with only one fixed obstacle. However, they bring interesting properties such as reliability and continuity in control law. Dealing with several obstacles and with their potential moves is a much harder issue which requires an important embedded computational power so as to recompute at each time-step the correct trajectory under continuity constraint or a decrease in term of performances and precision. The goal of this paper is to propose a method using a reactive multi-agent system to merge command laws of the control architecture (attraction to target controller and the obstacle avoidance controllers).

Multi-agent systems are an efficient approach for problem solving and decision making. They can be applied to a wide range of applications thanks to their intrinsic properties and features such as simplicity, flexibility, reliability, self-organization/emergent phenomena, low cost agent design and adaptation capacity. It has been shown that reactive multi-agent system are efficient to tackle complex problems [14], cooperation of situated agents/robots [15], data fusion and problem/game-solving [13]. In this context, our proposal consists in decision making by evaluating emergent properties of agent’s organization.

The paper is structured as follow: in the next section, the control architecture for the navigation of a UGV is introduced. The model of the UGV and its controllers are also detailed. The multi-agent system and its proprieties applied to autonomous navigation are described in Section 3. Simulations showing the efficiency of our proposal are detailed in Section 4. Finally, conclusion and future works are given in Section 5.

2 Control architecture

The control architecture for a safe and smooth autonomous navigation of UGV is shown in Fig. 1. It is designed for a UGV modelled as a tricycle robot. This architecture aims to manage the interactions among elementary controllers while guaranteeing the stability of the overall control [6, 5]. The global navigation framework is operated by the Hierarchical action selection block that selects the elementary controller (Target reaching or Obstacle avoidance) according to the context of the environment. Each elementary controller (cf. Fig. 1) provides as output \( O_{AT} \) or \( O_{OA} \) a Control Input \( I_{SP} \) to the Control law block.

In this work, a single control law for the UGV (tricycle robot) is used [20]. It considers the vehicle postures and velocities. This control law allows the UGV to reach a static or dynamic target with a desired orientation and velocity (cf. subsection 2.2.3). The inputs of the control law (posture errors between the vehicle and its assigned target) are provided by the elementary controllers (cf. subsection 2.2). The control law is synthesized according to Lyapunov theorem (more details are given in [20]). The main blocks of the architecture are detailed below.

The Sensor Information block incorporates the proprioceptive and exteroceptive sensors such as range sensor, cameras, odometers and RTK-GPS. Its goal is to capture information related to the robot environment, mainly potential obstacles [8, 10]. In the sequel, we assume that the UGV has a RTK-GPS and a LIDAR range sensor.
The control architecture uses a Hierarchical action selection mechanism to manage the switches between the two elementary controllers (Behavior-based approach), Target reaching and Obstacle avoidance blocks, according to the formation parameters and environment perception. The hierarchical action selection mechanism activates the Obstacle avoidance block as soon as it detects at least one obstacle which can hinder the future vehicle movement toward its dynamic virtual target (more details are given in [3]). It allows to anticipate the activation of obstacle avoidance controller and to decrease the time to reach the assigned target (static or dynamic). In order to provide the enough overall details of the presented control architecture, the following subsections present the UGV model and the elementary controllers.

2.1 Vehicle modeling

We assume that the UGV evolves in asphalt road and in cluttered urban environment with relatively low speed (less than \( v_{\text{max}} = 2 \text{ m/s} \)). Hence, the use of kinematic model (which relies on pure rolling without slipping) of the UGV is sufficient. The kinematic model of the UGV is based on the well-known tricycle model [19]. The two front wheels are replaced by a single virtual wheel located at the center between the front wheels. The equations of UGV model can be written as (cf. Fig. 2):

\[
\begin{align*}
\dot{x} &= v \cos(\theta) \\
\dot{y} &= v \sin(\theta) \\
\dot{\theta} &= v \tan(\gamma)/l_b
\end{align*}
\] (1)

where \((x, y, \theta)\) is the UGV posture in the global reference frame \(X_GY_G\). \(v\) and \(\gamma\) are respectively the linear velocity and the orientation of the vehicle front wheel. \(l_b\) is the wheelbase of the vehicle.
2.2 Elementary controllers

Each elementary controller generates the control inputs $I_{SP}$ (posture errors $(e_x, e_y, e_\theta)$ and velocities $v_T$) of the Control law block (cf. Fig. 1).

2.2.1 Target reaching controller

The target set-point modeling is defined as a point with non-holonomic constraints (cf. Fig. 2). For static target reaching (point stabilization, i.e., to reach a specific point with a given orientation), $v_T$ is not necessarily equal to zero; $v_T$ is then considered as a desired velocity value for the vehicle when it reaches the desired target posture $(x_T, y_T, \theta_T)$.

Before to remind the used control law [20], let us describe the following notations (cf. Fig. 2):

- $I_{cc}$ is the instantaneous center of curvature of the vehicle trajectory, $c_c = l_b / \tan(\gamma)$ is the radius of curvature and $c_c = 1/r_c$ is the curvature.
- $(e_x, e_y, e_\theta)$ are the errors w.r.t local frame $(X_mY_m)$ between the vehicle and the target postures.
- $\theta_{RT}$ and $d$ are respectively the angle and distance between the target and vehicle positions.
- $e_{RT}$ is the error related to the vehicle position $(x, y)$ w.r.t the target orientation.

This controller guides the vehicle towards the static target. It is based on the posture control of the UGV w.r.t. the target (represented by errors variables $(e_x, e_y, e_\theta)$ in Fig. 2). These errors are computed w.r.t. the local reference frame $X_mY_m$ and they are given by:

$$\begin{align*}
e_x &= \cos(\theta)(x_T - x) + \sin(\theta)(y_T - y) \\
e_y &= -\sin(\theta)(x_T - x) + \cos(\theta)(y_T - y) \\
e_\theta &= \theta_T - \theta
\end{align*}$$

(2)

The error function $e_{RT}$ is added to the canonical error system (2) (cf. Fig. 2). Let us now write $d$ and $\theta_{RT}$ as (cf. Fig. 2):

$$d = \sqrt{(x_T - x)^2 + (y_T - y)^2}$$

(3)

$$\begin{align*}
\theta_{RT} &= \arctan((y_T - y)/(x_T - x)) & \text{if } d > \xi \\
\theta_{RT} &= \theta_T & \text{if } d \leq \xi
\end{align*}$$

(4)

where $\xi$ is a small positive value ($\xi \approx 0$). The error $e_{RT}$ is defined as (cf. Fig. 2):

$$e_{RT} = \theta_T - \theta_{RT}$$

(5)

Furthermore, the velocity set-point $v_T$ of the static target is defined by the designer according to the task. Finally the posture errors and velocities $(e_x, e_y, e_\theta, v_T)$ are the input of the Control law block (cf. subsection 2.2.3).

2.2.2 Obstacle avoidance controller

Different methods can be found in the literature for obstacle avoidance [17, 21]. One of them is the limit-cycle method, the UGV avoids reactively the obstacle if it tracks accurately limit-cycle trajectories as detailed in [3]. The main ideas behind this controller are briefly detailed below:
The differential equations of the elliptic limit-cycles are:

\[ \dot{x}_s = m(By_s + 0.5Cy_s) + x_s(1 - Ax_s^2 - By_s^2 - Cx_sy_s) \]  
\[ \dot{y}_s = -m(Ax_s + 0.5Cy_s) + y_s(1 - Ax_s^2 - By_s^2 - Cx_sy_s) \]

with \( m = \pm 1 \) according to the avoidance direction (clockwise or counter-clockwise). \((x_s, y_s)\) corresponds to the position of the UGV according to the center of the ellipse. The variables \( A, B \) and \( C \) are given by:

\[ A = (\sin(\Omega)/blc)^2 + (\cos(\Omega)/alc)^2 \]  
\[ B = (\cos(\Omega)/blc)^2 + (\sin(\Omega)/alc)^2 \]  
\[ C = (1/alc^2 - 1/blc^2)\sin(2\Omega) \]

where \( alc \) and \( blc \) characterize respectively the major and minor elliptic semi-axes and \( \Omega \) gives the ellipse orientation.

In our case, the controller can be written as an orientation control. We consider thus \( e_x = 0 \) and \( e_y = 0 \) in (2) (cf. Fig. 2), i.e, the vehicle position is at each sample time in the desired position. The limit-cycle propriety allows to avoid the obstacles. The desired vehicle orientation is given by the differential equation of the limit-cycle (6) and (7):

\[ \theta_d = \arctan(\dot{y}_s/\dot{x}_s) \]

Furthermore, the linear velocity of the UGV is decreased for safe avoidance when the obstacle avoidance controller is activated, e.g, \( v_T = \frac{v_{\max}}{2} \).

### 2.2.3 Control law

The used control law is designed according to Lyapunov stability analysis [20]. The desired vehicle linear velocity \( v \) and its front wheel orientation \( \gamma \) that make the errors \((e_x, e_y, e_\theta)\) converge always to zero can be chosen as:

\[ v = v_T \cos(e_\theta) + v_b \]  
\[ \gamma = \arctan(l_b \left[ r_{ct}^{-1} \cos^{-1}(e_\theta) + c_c \right]) \]

where \( c_c \) is given by:

\[ v_b = K_s (K_d e_x + K_i d \sin(e_{RT}) \sin(e_\theta) + K_o \sin(e_\theta) c_c) \]  
\[ c_c = \frac{d^2 r_{ct}}{r_{ct} K_o \sin(e_\theta) \cos(e_\theta)} + K_{RT} \frac{\sin^2(e_{RT})}{\sin(e_\theta) \cos(e_\theta)} \]  
\[ + \frac{K_d e_y - K_i d \sin(e_{RT}) \cos(e_\theta)}{K_o \cos(e_\theta)} + K_\theta \tan(e_\theta) \]

\( \mathbf{K} = (K_d, K_i, K_o, K_s, K_{RT}, K_\theta) \) is a vector of positive constants which must be defined by the designer according to the desired convergence toward the assigned target (more details are given in [20]).
3 Hierarchical action selection using a reactive multi-agent system

3.1 Global overview

Different solutions can be chosen to combine the elementary controllers. The easiest one is to use a hard switch which selects the application of the one controller according to the distance to the nearest obstacle. This solution provides good results in term of reliability and command law continuity. Nevertheless, it does not ensure adaptive behaviour and a good level of comfort for passengers.

The aim of this section is to introduce an adaptive system to combine target reaching and obstacles avoidance behaviours depending on the distribution of the obstacles perceived by the vehicle. The proposed switching system between controllers is based on a multi-agent system where the interpretation of agency on the organizational level provides a merged command. The proposed approach is an extension of the model presented in [9]. It is based on a situated virtual environment where data, provided by sensors, agents and target position are interacting together. The interactions between system entities are based on Newtonian laws.

The merging process is made as follow (Figure 3):

- The agents virtual environment is built using the perception of obstacles that have to be avoided and integrates the position of the target relatively to current vehicle position. The dynamics of this environment is linked to the changes that may occur in vehicle perception.

- Agents, considered as elementary particles, interact with vehicle target position and obstacles representatives.

- Agents organisation is then measured by an external observer taking into account geometrical and dynamical aspects. This measure is then translated into a merge command law that takes into account both navigation goal and obstacle distribution.

This system is detailed in the following subsections.

3.2 Model description

3.2.1 Agents Environment

The agents environment is the key component in such approaches. Its role is to link vehicles world (real or simulated) with the agent world. It integrates both the data provided by the two controllers presented above and the information furnished by the sensors. Basically, the data provided by the controllers are
combined so as to produce an attractive spot for agents. The combination is made taking into account the distance of the nearest obstacle using the following equation:

$$ T(x, y) = f(d)\vec{OA} + (1 - f(d))\vec{F} $$

(16)

where $T$: target position in vehicle referential, $OA$: obstacles avoidance command, $F$: path following command.

The function $f$ is defined as follows: $f(x) = (1 + 0.5x^2)^{-1}$ with $x$ the distance to the nearest obstacle. The value of $f(x)$ is high when the obstacle is close to the vehicle, consequently more importance is paid on obstacle avoidance.

As opposed to the treatment applied to the command laws, the positions of perceived obstacles are directly integrated into the virtual environment as aggregates of repulsive spots.

### 3.2.2 Agents and Interactions

Agents are considered as small mass particles evolving in a force field. The force field is obtained combining repulsion forces induced by obstacles representatives and by agents themselves and attraction forces induced by the target to reach. Agents environment perception is realized through a circular frustum. A projection of the target position is made so as to be able keep it on frustum borders when out of range. This projection allows agents to always know the target direction in the environment.

As explained before, interactions as composed of two categories: attractions and repulsions.

- **Interaction between agents and target (Attraction):** The attraction force generated by the target is computed as a linear force defined by:

$$ \vec{F} = \beta_{\text{g}} m A_1 T $$

(17)

- **Interaction between agents (Repulsion):** The repulsion between agents is generally introduced to ensure a homogeneous exploration of the environment avoiding false agents grouping. This repulsion is made by classical Newtonian force in $r^{-2}$. If $A_i$ and $A_j$ are two agents located in $P_i$ and $P_j$, the repulsion force is given by:

$$ F_{ij} = \alpha m_i m_j \frac{P_i \cdot P_j}{\|P_i \cdot P_j\|^3} $$

(18)

- **Interaction between agents and obstacles (Repulsion):** This interaction shares the same formulation as agents repulsion. This force could be generalized in a 2-dimensional space by:

$$ \begin{cases} 
F_{oX} = \sum_o \left( \Delta o \cdot m \cdot m_o \frac{(y_i - y_o)}{(y_i - y_o)^2 + (x_i - x_o)^2} \right) \\
F_{oY} = \sum_o \left( \Delta o \cdot m \cdot m_o \frac{(x_i - x_o)}{(y_i - y_o)^2 + (x_i - x_o)^2} \right) 
\end{cases} $$

(19)

### 3.2.3 Agent population evaluation

The decision process is based on the evaluation of the distribution of agents. The system evaluates the repartition of agents population and defines a center of mass. The result of this observation is noted $P_{\text{dir}}(x, y)$ and corresponds to a vector from vehicle and center of mass of agent’s population $P_{\text{mean}}(x, y)$.

$P_{\text{dir}}(x, y)$ is a new command to control the vehicle. The angle between $P_{\text{dir}}(x, y)$ and local X axis is a steering angle adopted by the vehicle. The length of $P_{\text{dir}}(x, y)$ corresponds to the speed command reference.
4 Validation

In many cases, when a simulation is done, one have to make a conclusion from what have happened. In this context, metrics have been defined to record some parameters during simulation time. They are useful to exploit post-simulation results.

- Steering angle metrics: This metrics records the steering angle command of the vehicle.
- Speed metric: This metric records the speed command of the vehicle.
- Physical integrity metric: Physical integrity is the closest distance to the obstacles. Time to collision is also evaluated using the current velocity vector.

As previously said, this paper presents a hybrid control architecture and multi-agent system. To illustrate our approach, simulations were made in Matlab® and in Janus1 for the multi-agent part. The scenario is divided into two parts. In first, hard switch between obstacle avoidance and target reaching controllers is used. In second, multi-agent system adapt command taking account data environment. Scene is composed by four obstacles placed on vehicle path and simulation is stopped at the first collision.

4.1 Simulation results

Simulation were made with one single obstacle. The result obtained were similar whether the hard switch or the multi-agent were used. Consequently, we decided to focus on the results obtained with several obstacles where the results obtained are more interesting in term of command continuity. This simulation allows to increase the complexity of the environment. The vehicle navigates while avoiding the obstacles (clockwise and counter-clockwise sense).

- **Hard switch.**
  Figure 4 shows the trajectory of the vehicle using a hard switch between the controllers. The switches occur when the hinder obstacles are detected (e.g., obstacles 3 and 4). Figure 5 (top left) shows the evolution of the velocity and steering angle commands using the hard switch between the controllers. We can observe the discontinuity in the commands which can damage the actuators and can be uncomfortable for the passengers.

  Figure 5 (top right) shows the distance to the four obstacles using the hard switch between the controllers. We can observe that the vehicle navigation is safe.

- **Multi-agents switch.**
  Figure 4 (bottom left) shows the trajectory of the vehicle using a multi-agents switch. The gradual coverage of obstacle avoidance law allows a smoother path

  Figure 5 (Bottom right) shows the evolution of velocity and steering angle during the simulation. We can see that the maximum speed is more important and that the steering angles are smoother when multi-agents merge is used.

  We can summarize these simulations: the soft switch allows to move nearer obstacles has a greater speed while ensuring better security.

---

1http://www.janus-project.org/
5 Conclusions

In this paper, an approach of global control architecture was presented. Originally based on a hard switch, we propose a merging controls laws to adapt vehicle behaviour to its environment. To cope with the navigation of UGV in cluttered environment, a single control law is embedded in the UGV allowing the simplification of the used control architecture for autonomous navigation. The obstacle avoidance based on the limit-cycle guarantees the safe navigation in cluttered environment. Merging system proposes an adaptive hierarchical action selection using reactive multi-agent system for control laws merging. Merge system is based on reactive multi-agent system. Environment data are provided by vehicle sensors and used to anticipate obstacles. Multi-agent system could be see as a security system when an obstacle avoidance controller failure. This method was successfully tested in simulation and results obtained encourage us to test it using actual laboratory vehicles.

Those works are done with the support of the French ANR (National Research Agency) through the ANR-VTT SafePlatoon 6 project (ANR-10-VPTT-011).
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