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ABSTRACT
We study the feasibility of using Belief, Desire and Intention agents for modeling the phenomena of urban growth and segregation. Uncertainty, typical of real world situations is modeled using possibility theory. We have also implemented a simple visualization tool whose aim is to track the changes in the model. Some preliminary experiments suggest that such an approach might allow a decision-maker to dynamically track the changes in the model. Besides, it is also possible to interact with the different steps of the simulation via the model. Our proposal makes it possible to simulate the interactions between cognitive agents in an economical environment while taking the spatial context into account.
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1 INTRODUCTION
Geosimulation tools are useful to analyze the impact that planning decisions may have on urban systems [5]. The Transport Oriented Modeling for urban denSification Analysis (TOMSA) project aims to create tools for urban planners to analyze evolution of urban forms and segregation patterns in fast changing cities. Usually, these two aspects of urban systems are analyzed separately [4]. As a first proposal, this work presents a new kind of agent-based model as a starting point for future research in urban modelling: adopting a possibilistic framework for rule generation of heterogeneous agents, coupling urban segregation and morphogenesis processes, integrating spatial constraints in agents behaviours. The paper is organized as follows. In Section 2, we present some related work in urban modelling and Agent Based Modelling (ABM). The description of the ABM framework used, a Belief-Desire-Intention (BDI) like architecture, is then presented in Section 3. Section 4 provides the details about the implementation and the experiments carried out in which we have considered simplified urban spaces in the real case of Bogota (Colombia). Finally, some conclusions and perspectives of future work are presented in Section 5.

2 RELATED WORK
In recent years, the complexity of cities has often been tackled by simulation tools that represent urban systems as multiple elements interacting locally between them and generating global patterns, like agent-based models (ABM) [3, 5].

A known theoretical representation of urban segregation using simple agents was proposed by Schelling in 1971 [16]. In Schelling’s spatial proximity model, agents are divided in two groups. Initially, they are located randomly. At each step,
agents evaluate their satisfaction based on the ratio between the number of agents of the same group and the number of agents in their neighbourhood. If the ratio is greater than a certain threshold, they decide to move to a random empty plot that satisfies them. Segregation patterns emerge regardless of the critical threshold value. The model has been widely analyzed and extended [8]: testing robustness of Schelling’s results with respect to different definitions of individual utilities and/or environments [11, 15], interpreting results as the outcome of a coordination problem [18, 19], or studying the impact of heterogeneous agents and public policies [13], for example. Gilbert [12] pointed out that the Schelling’s model of residential segregation made only assumptions about the motivations of individual households without considering the reasons why households might decide to move out of neighbourhoods where they are in a minority—when simulating social behaviors of humans, we should consider the social aspects as well as the cognitive aspects of the agents’ behavior we would like to mimic. Another interesting work, among others, promoting the use of the cognitive aspects of the agents in the social simulations is the one proposed by Sun [17], who underlined the added value of combining cognitive and social aspects in the simulation tools. The use of the KISS (“Keep It Simple, Stupid”) principle advocated by Axelrod [2] has then started to leave room, when appropriate, to the KIDS (“Keep It Descriptively Simple”) principle. Adam et al. [1] have recently proposed an interesting survey advocating the advantages of complex and/or descriptive models for keeping the programming intuitive and allowing agents to adapt to the environment and being able to explain their behaviour. However, none among those works considered the possibilistic uncertainty in the agent’s beliefs and desires which, in our opinion, would make even more realistic the results of the simulation for the following reasons: (i) an agent may have a partial vision based on a qualitative order of uncertainty—we may just infer that a world is more possible than another and no probability measure can be computed—about its environment; (ii) the agent’s opinions can change in the light of new (partially truth) information and (iii) the agent’s goals may change consequently.

This paper presents a study of the feasibility of using BDI agents for modeling the phenomena of urban growth and segregation. In this preliminary study, we consider three kinds of agents, namely households, investors, and promoters. The interaction between them and their environment generates the relocation of citizens over a city, taking into account different factors. This proposal is based on the traditional Schelling Model but differs of it in four important aspects. In the first place, the household satisfaction takes into account not only the characteristics of the agents around it but also the proximity to the transport network and to city facilities. Also, the agents do not relocate randomly, as they consider the same proximities described above to relocate in a new empty plot. Third, promoters and investors interact with households desires and within spatial constrains in order to transform undeveloped land in new dwelling opportunities for households. Possibilistic uncertainty is considered when modeling the cognitive aspects of the agents. The urban growth dynamics are thus coupled with the urban segregation dynamics. Some preliminaries experiments suggest that such an approach might allow a decision-maker to dynamically track the changes in the model.

3 MODELING FRAMEWORK

Figure 1 provides a schematic overview of the framework, which consists of two layers: the simulation layer, which contains the usual simulation mechanics, and the possibilistic BDI agent layer, which provides the reasoning and planning functionality of the cognitive agents involved in the model. This latter layer implements the possibilistic BDI model of agency proposed by da Costa Pereira and Tettamanzi [8].

An agent receives information from the simulation layer in the form of a formula $\varphi$ and its degree of certainty of $\tau_\varphi$ and thus forms its beliefs. The “program” of the agent consists of a number of desire-generation rules, contained in a rule-base $\mathcal{R}_J$. These, together with the beliefs, determine a set of goals, which are then fed into a planner module to compute the actions to be performed by the agent.

The internal mental state of the agent is completely described by a possibility distribution $\pi$ (from which the beliefs of the agent can be computed) and by a set of desire-generation rules $\mathcal{R}_J$.

The set $\mathcal{J}$ of the agent’s justified desires is generated dynamically through a deliberation process which applies the rules in $\mathcal{R}_J$ to the current beliefs and justified desires to produce a possibility measure $u$, which may be viewed as a qualitative utility function, associating to each possible world a degree to which it is desirable for the agent.
Finally, the agent rationally *elects* its goals from the justified desires \( \mathcal{F} \) as the most desirable of the possible sets of justified desires, according to its beliefs. The agent then plans its actions to achieve the elected goals.

For details about this model of agency, we refer the reader to [7–9]. Here we briefly recall few essential notions required to understand the proposed framework.

Information manipulated by a cognitive agent is represented symbolically by a classical propositional language.

**Definition 1 (Language).** Let \( \mathcal{A} \) be a finite set of atomic propositions and let \( \mathcal{L} \) be the propositional language such that \( \mathcal{A} \cup \{ \top, \bot \} \subseteq \mathcal{L} \). We have for all \( \phi, \psi \in \mathcal{L} \), that: (i) \( \neg \phi \in \mathcal{L} \), (ii) \( \phi \land \psi \in \mathcal{L} \), (iii) \( \phi \lor \psi \in \mathcal{L} \), and (iv) \( \phi \Rightarrow \psi \equiv \neg \phi \lor \psi \).

A state (snapshot) of the world is represented by an interpretation which is a function associating a truth degree to each atomic proposition in \( \mathcal{A} \). Formally, if we denote by \( \Omega = \{ 0, 1 \}^\mathcal{A} \) the set of all interpretations on \( \mathcal{A} \), an interpretation \( \mathcal{I} \in \Omega \) is a function \( \mathcal{I} : \mathcal{A} \rightarrow \{ 0, 1 \} \) assigning a truth value \( p^\mathcal{I} \) to every atomic proposition \( p \in \mathcal{A} \) and, by extension, a truth value \( \mathcal{I}(\psi) \) to all formulas \( \phi \in \mathcal{L} \).

**Definition 2.** The notation \( [\phi] \) denotes the set of all models (namely, interpretations satisfying \( \phi \)) of a formula \( \phi \in \mathcal{L} \):

\[
[\phi] = \{ \mathcal{I} \in \Omega : \mathcal{I} \models \phi \}.
\]

**3.0.1 Possibility Theory.** Possibility theory is a theory of epistemic uncertainty whose basic notion is a possibility distribution \( \pi : \Omega \rightarrow [0, 1] \) which assigns to each possible world a degree of plausibility. A possibility distribution for which there exists a completely possible world \( (\exists \nu_0; \pi(\nu_0) = 1) \) is said to be normalized.

**Definition 3 (Possibility and Necessity Measures).** A possibility distribution \( \pi \) induces a possibility measure and its dual necessity measure, denoted by \( \Pi \) and \( N \) respectively. Both measures apply to the models of a formula \( \phi \in \mathcal{L} \) and are defined as follows:

\[
\Pi([\phi]) = \max_{\mathcal{I} \models \phi} \pi(\mathcal{I}); \quad (1)
\]

\[
N([\phi]) = 1 - \Pi([\neg \phi]) = \min_{\mathcal{I} \models \phi} \{ 1 - \pi(\mathcal{I}) \}. \quad (2)
\]

**3.0.2 Representing Beliefs and Desires.** The beliefs of an agent are represented by a normalized possibility distribution \( \pi \), while its desires are represented by a possibility distribution \( \omega \), which may be viewed as a qualitative utility function; \( \pi(\mathcal{I}) \) represents the plausibility order of the possible world situation represented by interpretation \( \mathcal{I} \), whereas \( \omega(\mathcal{I}) \) represents how much world \( \mathcal{I} \) would be desirable for the agent.

Such qualitative utility is determined by a set of desire-generation rules, also taking the beliefs of the agent into account [7].

**Definition 4 (Desire-Generation Rule).** A desire-generation rule \( R \) is an expression of the form \( \beta R, \psi R \Rightarrow^R \phi \), where \( \beta R, \psi R, \phi \in \mathcal{L} \). The unconditional counterpart of this rule is \( \alpha \Rightarrow^R \phi \), with \( \alpha \in (0, 1) \).

The intended meaning of a conditional desire-generation rule is: “an agent desires every world in which \( \phi \) is true at least as much as it believes \( \beta R \) and desires \( \psi R \), or, put in terms of qualitative utility, “the qualitative utility attached by the agent to every world satisfying \( \phi \) is greater than, or equal to, the degree to which it believes \( \beta R \) and desires \( \psi R \).” The intended meaning of an unconditional rule is that the qualitative utility of every world \( \mathcal{I} \models \phi \) is at least \( \alpha \) for the agent.

The degree to which the agent *believes* a formula \( \phi \) is given by the necessity \( N(\langle \phi \rangle) \) induced by \( \pi \).

The possibility distribution \( \pi \) together with the desire-generation rules define what may be called the mental state of an agent.

Three types of agents are defined in order to simulate the evolution of urban forms and segregation patterns in a city. First, the *households*, that relocate over the city taking into account their beliefs and desires. Second, the *promoters*, that build properties all over the city, trying to build in areas in which households are interested to buy, in order to increase sales. Lastly, the *investors*, that buy properties to rent them to other households. A household agent is defined as an object with a given purchasing power and a net monthly income. Similar to the household, the promoters and the investors are objects with a purchasing power, but in this case, net monthly income is not contemplated. This characteristic was defined considering that promoters and investors are also households. This mechanism allows a promoter agent to have the same purchasing power as its corresponding household agent. When the promoter’s goals are related to build, it acts as a promoter agent, however, when its goals are focused in buying or renting a house for its household, it acts as a household.

Each agent has also some behavioral parameters that affect its decision making process. For example, a household has an investing degree, that determines the susceptibility to become an investor. On the other hand, an investor has a speculation degree, that establishes whether the agent is inclined to speculate or not. Lastly, a promoter has a risk aversion degree, which indicates how likely it is for the agent to take financial risks. Most of these parameters where assigned randomly for every agent in the simulation process.

Furthermore, a city is defined as the union of a transport network, a set of equipments of different kinds, a delimited number of urban plot lands, and a set of clear administrative divisions within the city (i.e. neighborhoods). These parameters can be established before the simulation starts. The simulation interacts with each parameter in a syntactic level, without considering specific characteristics of each one of them.

### 4 IMPLEMENTATION, EXPERIMENTS AND RESULTS

The behavior of the three types of agents in the model is described by the following desire-generation rules, which allow the agents to change their desires (and, possibly, perform
Table 1: Meanings of the propositional symbols of $\mathcal{A}$.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ab$</td>
<td>afford buying property</td>
</tr>
<tr>
<td>$abd$</td>
<td>afford buying land</td>
</tr>
<tr>
<td>$ac$</td>
<td>afford constructing</td>
</tr>
<tr>
<td>$ar$</td>
<td>afford renting</td>
</tr>
<tr>
<td>$b$</td>
<td>buy a property</td>
</tr>
<tr>
<td>$br$</td>
<td>buying would be profitable</td>
</tr>
<tr>
<td>$ch$</td>
<td>change</td>
</tr>
<tr>
<td>$dis$</td>
<td>be dissatisfied</td>
</tr>
<tr>
<td>$i$</td>
<td>invest</td>
</tr>
<tr>
<td>$l$</td>
<td>be a landlord</td>
</tr>
<tr>
<td>$o$</td>
<td>be an owner</td>
</tr>
<tr>
<td>$r$</td>
<td>rent</td>
</tr>
<tr>
<td>$ra$</td>
<td>be risk averse</td>
</tr>
<tr>
<td>$s$</td>
<td>sell</td>
</tr>
<tr>
<td>$sop$</td>
<td>sell off plans</td>
</tr>
<tr>
<td>$sp$</td>
<td>speculate</td>
</tr>
<tr>
<td>$sr$</td>
<td>selling would be profitable</td>
</tr>
</tbody>
</table>

Desire generation rules for Household Agent

(1) The investing degree for the current household is $\alpha$:
$$\alpha \Rightarrow_D^+ i$$
(3)

(2) If the household does not desire to invest, the household does not desire to become a landlord:
$$\top, \neg i \Rightarrow_D^+ \neg l$$
(4)

(3) If the household believes it affords buying and the household desires to change then the household desires to buy:
$$ab, ch \Rightarrow_D^+ b$$
(5)

(4) If the household desires to change and believes it does not afford buying but believes it affords renting then the household desires to rent:
$$\neg ab \land ar, ch \Rightarrow_D^+ r$$
(6)

(5) If the household believes it is owner and it is dissatisfied, then the household desires to change and either sell or become an investor:
$$o \land dis, \top \Rightarrow_D^+ ch \land (s \lor l)$$
(7)

(6) If the household believes it affords buying, having buying profitability and desires to invest, then the household desires to buy and become an investor:
$$ab \land br, i \Rightarrow_D^+ b \land l$$
(8)

Desire generation rules for Investor Agent

(1) The investing degree of the current investor is $\beta$:
$$\beta \Rightarrow_D^+ i$$
(9)

(2) If the investor believes that it is owner and, in the current state, selling is more profitable than continuing with the current property as a landlord and desires not to speculate, then the investor desires selling:
$$o \land sr, \neg sp \Rightarrow_D^+ s$$
(10)

(3) If the investor believes that it is owner and, in the current state, continuing with the current property is more profitable than selling, then the investor decides not to sell:
$$o, sp \Rightarrow_D^+ \neg s$$
(11)

(4) If the investor believes it affords buying and has buying profitability and desires to invest, then the investor desires to buy and create a new property-investor relation:
$$ab \land br, i \Rightarrow_D^+ b \land l$$
(12)

Desire generation rules for Promoter Agent

(1) The risk aversion degree of the current promoter is $\gamma$:
$$\gamma \Rightarrow_D^+ \gamma$$
(13)

(2) If the promoter believes it affords to buy the land and doesn’t afford to construct and desires not to be risk averse, then it desires to buy the land and sell off plans:
$$abl \land \neg ac, \neg ra \Rightarrow_D^+ bl \land sop$$
(14)

4.1 Simulation Layer

The model involves five distinct types of objects: land plots, properties, promoters, investors, and households. During a simulation step, each one of these classes is updated and each object from the different kinds is updated synchronously. More precisely, when a first household has been updated, the updating process concerning another household has to consider the state of the world which results from the changes due to the decisions made by the first household.

The simulation starts by updating the land plots. A land plot has a unique variable characteristic over time—it’s price. This value was assigned randomly to each of the 1000 plots proposed at the beginning of the simulation. Properties follow O’Sullivan’s well-known gentrification model [14], which describes the behavior of the price, capitalized rent, potential rent and value of a property. O’Sullivan defined each of these characteristics as follows: a property’s value is the sum of the materials and labor used to construct it; the capitalized rent corresponds to the income the owner receives for renting the property in a specific time $t$ and the potential rent is the rent the owner might receive if the property were in its finest shape at a specific time $t$; finally, the price is calculated as the sum the property’s value and capitalized rent
$$price(t) = value(t) + capitalized\_rent(t).$$
(15)

where the value follows the depreciation law
$$value(t) = 0.97 \cdot value(t - 1).$$
(16)
The initial values for each of the property’s characteristics were assigned randomly, in this case, the price, the value and an original rent. The potential and capitalized rent derive from the original rent, as they have the same value at the beginning of the simulation. Also, the value is assigned as a percentage of the price. This percentage may vary between 30% and 90% of the property’s price.

After the land plots and properties are updated, the promoters’ characteristics are updated too. In this case, the object in consideration is associated to an agent, which changes its set of beliefs and desires over time, taking into account the status of the simulation. Each belief depends on some characteristics of the agent and of its environment. In this case, the promoter has a purchasing power \( W \), whose initial value is assigned randomly. This value evolves in time, according to the following equation:

\[
W(t) = \begin{cases} 
W(t-1), & \text{if } \text{Rnd} < 0.6; \\
1.03 \cdot W(t-1), & \text{if } 0.6 \leq \text{Rnd} < 0.8; \\
0.97 \cdot W(t-1), & \text{otherwise}.
\end{cases}
\]

Purchasing power of promoters remains thus stable most of the times, but mild variations can occur, due to real-estate market fluctuations: in 20% of the cases variation is positive and in 20% of the cases, it is negative. The last characteristic of a promoter, risk aversion \( \gamma \), is initialized randomly for each promoter agent.

A promoter agent updates its beliefs with information taken from the simulation, namely afford buying land (abl) and afford constructing (ac). The former tells how strongly the promoter believes it can afford to buy a plot of land, while the latter how strongly the promoter believes it can afford to construct.

In order to update the degree a promoter believes abl, every land plot’s price is evaluated and compared to the promoter’s purchasing power. The degree of belief is proportional to the fraction of land plots the promoter can afford: \( \forall j \in P \),

\[
\tau_{abl}(j) = \frac{\sum_{i=0}^{n-1} x_i}{n},
\]

where \( P \) is the set that contains all the promoters, \( n \) is the number of available lands, and

\[
x_i = \begin{cases} 
1, & \text{if } W_j > price_i; \\
0, & \text{otherwise}.
\end{cases}
\]

The ac belief is updated randomly at each time step.

The process of updating each promoter’s beliefs is followed by updating the investors’ beliefs. Some of the calculations are similar to the ones for the promoter. For example, the desires to speculate \( sp \) and to invest \( i \). Both of them are desires, not beliefs. They former tells how much an investor agent desires to speculate, in other words, how desirable it is for the agent to buy hoping the value of the acquired property would increase in the future. Both \( sp \) and \( i \) are updated randomly.

On the other hand, the investor has an afford buying belief (ab), which is calculated like the abl belief of the promoter agent. Also, if an investor is associated to a household, at each time step, the household’s purchasing power and income are updated taking into account the capitalized rent of the investor’s property.

In addition, the investor agent has a belief which evaluates if buying would be profitable (br). The degree of this belief is calculated as follows: \( \forall j \in I \),

\[
\tau_{br}(j) = \begin{cases} 
capitalizedRentCP, & \text{if } priceCP < W_j \\
0, & \text{otherwise},
\end{cases}
\]

where \( I \) is the set of investors and \( CP \) is the cheapest property in the market.

An investor might have desired to sell its property, if the property were not profitable. This desire could be generated if selling that property were profitable (sr), whose degree of belief is calculated as follows: \( \forall j \in I \),

\[
\tau_{sr}(j) = \begin{cases} 
capitalizedRentIP, & \text{if } priceIP < W_j \\
0, & \text{otherwise},
\end{cases}
\]

where \( I \) is the set of investors, \( IP \) is the investor’s property, and \( CP \) is the cheapest property in the market at a specific time step \( t \). It is important to highlight that an investor entity owns 0 or 1 properties. If an investor wants to buy more properties, a new investor entity is generated and associated to it. This information feeds the is owner belief (o), which is true if the investor owns a property and false otherwise.

Finally, the households are updated. Some of the household’s characteristics are very similar to the other agents’ characteristics. An example is the household’s purchasing power. The behavior of this characteristic is like for the promoter agent. An important difference between a household and an investor or promoter is the fact that a household has a net monthly income \( NMI \), which varies over time, according to the following law:

\[
NMI(t) = \begin{cases} 
NMI(t-1), & \text{if } \text{Rnd} < 0.6; \\
1.03 \cdot NMI(t-1), & \text{if } 0.6 \leq \text{Rnd} < 0.8; \\
0.97 \cdot NMI(t-1), & \text{otherwise}.
\end{cases}
\]

A household may desire to move out; this desire is called \( ch \), for changing. Also, a household can become an investor if they bought a property for renting. This decision is governed by the i desire. Both \( ch \) and \( i \) are randomly generated.

Another belief generated for the household agent is dissatisfaction (dis), whose degree is given by \( \tau_{dis} = 2^{-V} \), where \( V \) is the overall value of its current property, given by, \( \forall i \in H \),

\[
V(t, i) = \kappa_q \cdot V_q + \kappa_c \cdot V_c + \kappa_p \cdot V_p,
\]

where \( V_q \) is the quality value, \( V_c \) the centrality value, and \( V_p \) is the proximity value, \( H \) is the set that contains all the households and \( t \) is the step in the simulation, or time. The definition of each of the coefficients \( \kappa_q, \kappa_c, \) and \( \kappa_p \) depends
on the case study. In Section 4.2, each of the case studies will have different coefficients.

Each of these coefficients is assigned randomly when a household agent is created and is treated as immutable, so that every household has different inclinations. For example, one household could prefer to have a higher value in proximity than centrality, another could prefer the opposite. On the other hand, each of the values are calculated taking into account the agent’s environment.

One of the purposes of the simulation is to allow the urban planner to analyze changes between steps of the simulation in the households distribution over the city. In order to provide useful information to contribute to the analysis, some indicators were defined along with the urban expert. The first indicator is the ratio of tenant households and landowners in an administrative division and in the city as a whole,

\[
ROP = \frac{nR}{nO}, \quad (20)
\]

where \(nR\) is the number of rented properties, \(nO\) is the number of properties occupied by the landowner. This indicator is calculated for all the city at every step of the simulation.

The second indicator is a segregation index proposed by Duncan & Duncan [10]:

\[
SI_i = \frac{nR_i}{\left| \frac{nR_i}{nRT_i} - \frac{nO_i}{nOT_i} \right|}, \quad \forall i \in D, \quad (21)
\]

where \(nR_i\) is the number of rented properties in the urban division \(i\), \(nO_i\) is the number of properties occupied by the landowner in the urban division \(i\), \(nRT\) is the number of rented properties in the city, \(nOT\) is the number of properties occupied by the landowner in the whole city \(D\) is the set of urban divisions, in other words, \(D = \{0, numberOfUrbanDivisions−1\}\).

### 4.2 Experiments and results

#### 4.2.1 Case Study: Schelling

There were considered two different scenarios to see the model’s behavior as a whole, one in a theoretical space and another one in a real space. Both scenarios are described below.

The first case simulated a simple relocation of households, following some standards proposed by Schelling in 1971 [16]. In this scenario, the unique agent used is the households. The spatial data consists of a grid, occupied for 70% by agents of two different colors. The initial number of households of either color is the same and the agents are positioned randomly.

This case was tested in three different scenarios, but all of them considered the basic characteristics described above. In every scenario, the simulation stopped as soon as the results of the previous step were the same as the current state.

In this case study, each cell represents a property. The initial state of the simulation consisted in 70% of the cells taken by households, the rest of the cells represented available properties. In each step of the simulation, a household evaluated its current state, taking into account the beliefs and desires described above. If the agent decided to move, it evaluated all the available properties and moved to one it could purchase and satisfied it the most. The satisfaction function varied in every scenario, as shown below.

- **First Scenario**: The satisfaction function takes into account the proximity to agents of the same kind. Equation 19 becomes here

\[
V(t, i) = 0 \cdot V_q + 0 \cdot V_c + 1 \cdot V_p, \quad (22)
\]

where, \(\forall i \in H\),

\[
V_p(i, t) = \frac{1}{||H||} \sum_{j \in H} x_{i,j} \quad (23)
\]

and

\[
x_{i,j} = \begin{cases} 1, & \text{if } d(i, j) < 1 \text{ km;} \\ 0, & \text{otherwise.} \end{cases} \quad (24)
\]

where \(d(\cdot, \cdot)\) refers to the simplification of the Cartesian distance using 4326 as the SRID (Spatial Reference Identifier) and \(H\) is the set of all the households.

- **Second Scenario**: The satisfaction function took into account the proximity to the transport network. Equation 19 becomes here

\[
V(t, i) = 1 \cdot V_q + 0 \cdot V_c + 0 \cdot V_p, \quad (25)
\]

where, \(\forall i \in H\),

\[
V_q(i, t) = \frac{1}{||N||} \sum_{j \in N} x_{i,j}, \quad (26)
\]

where \(x_{i,j}\) is calculated as in Equation 24, \(H\) is the set of households, and \(N\) is the set of stretches in the transport network.

- **Third Scenario**: The satisfaction function took into account the proximity to agents of the same kind and transport network. Equation 19 becomes here

\[
V(t, i) = \frac{1}{2} V_q + 0 \cdot V_c + \frac{1}{2} V_p, \quad (27)
\]

where \(V_q\) and \(V_p\) are calculated as in Equations 23 and 26.

The first scenario represented the Schelling’s Model using the proposed framework. Figure 2 shows the initial and the final step of the simulation of the Schelling’s Model using the proposed framework. There were two different groups of household agents, blue and red and their initial distribution is assigned randomly.

The results, after the simulation process was over, are presented in Figure 2b. The agents seemed to be segregated all over the grid in the blue and red groups.

The second one introduced a testing transport network. In this case, when an agent decided to relocate, it did not relocate randomly. It had associated an utility function that considered the closeness to the transport network. The agent always tried to maximize his utility function when relocating to an available spot.

In this case, the agents turned to be closer to the transport network in the last iteration of the simulation.

At last, the utility function calculated by each agent when relocating to a new spot also considered the closeness to similar agents. The results are presented in Figure 4.
In the last case, the agents grouped all over the transport network at the same time they segregated in the two groups proposed, as shown in Figure 4b.

4.2.2 Case Study: Bogota. The second case was geographically located in Bogota, Colombia. In the initial state of the world, there were 100 agents of each type with random behavioral degrees. In the initial state, there were no constructed properties, but there were 1000 land plots available to construct, distributed all over the city. Also, the simulation considered a real transport network with information of 234 tranches in Bogota, and over 5000 of equipments distributed all over the city.

This case was also tested in multiple scenarios, trying to map the scenarios in the theoretical case to the ones in the real case. In each step of the simulation, of every scenario, a household evaluated its current state, taking into account the beliefs and desires described in the previous subsection. If the agent decided to move, it evaluated all the available properties and moved to one it could purchase and satisfied it the most. The satisfaction function varied in every scenario, as shown below.

- First Scenario: The satisfaction function was calculated randomly. Equation 19 becomes
  \[ V(t, i) = \frac{1}{3}V_q + \frac{1}{3}V_c + \frac{1}{3}V_p. \]  
  (28)
  In this case, all the values, \( V_q, V_c \) and \( V_p \) are random numbers.
- Second Scenario: The satisfaction function took into account the proximity to a unique route in the transport network. Equation 19 becomes
  \[ V(t, i) = \frac{1}{3} \cdot V_q + 0 \cdot V_c + 0 \cdot V_p, \]  
  (29)
  where, \( \forall i \in H \),
  \[ V_q(i, t) = \frac{1}{\|N\|} \sum_{j \in N} x_{i,j}, \]  
  (30)
  where \( x_{i,j} \) is calculated as in Equation 24, \( H \) is the set of households, and \( N \) is the set of stretches in the transport route considered.
- Third Scenario: The satisfaction function took into account the proximity to a unique route in the transport network and a set of equipments in the city. Equation 19 becomes
  \[ V(t, i) = \frac{1}{2} \cdot V_q + 0 \cdot V_c + 0 \cdot V_p, \]  
  (31)
  where, \( \forall i \in H \),
  \[ V_q(i, t) = \frac{1}{2\|S\|} \sum_{j \in S} x_{i,j} + \frac{1}{2\|E\|} \sum_{j \in E} x_{i,j}, \]  
  (32)
  where \( x_{i,j} \) is calculated as in Equation 24, \( S \) is the set of stretches in the transport route and \( E \) is the set of equipments considered.
- Fourth Scenario: The satisfaction function took into account the proximity to the entire transport network and the entire set of equipments of the city. Equation 19 becomes
  \[ V(t, i) = \frac{1}{3} \cdot V_q + 0 \cdot V_c + 0 \cdot V_p, \]  
  (33)
  where, \( V_q \) is calculated as in Equation 32, but here \( S \) is the number of stretches of the entire transportation network and \( E \) is the set of all the equipments.

In the first scenario, the agents had a satisfaction function with which they evaluated their current state. When that satisfaction function was lower than a specific threshold, in
In this case, 0.5, the agent decided to relocate to a new random available spot. The results are shown in Figure 5.
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Figure 5: (a) The location of the households in $t=0$. (b) The location of the households in $t=9$ for the scenario in which agents relocate randomly in the real case.

The points in the map represent the households. Figure 5b shows a random distribution of the agents all over the city, with no pattern detected.

The next scenario introduces one artery of the transport network, and the agents evaluate the closeness to this artery when they decide to relocate. It is important to take into account that the households are classified by income in different groups, and each group is represented by different colors.
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Figure 6: (a) The location of the households in $t=0$. (b) The location of the households in $t=9$ for the case of one artery of the transport network in the real case.

The results presented in Figure 6 shows how the agents are grouped all over the artery.

The third scenario introduces a plot in the city with some equipments. In this case, the weight of being close to the transport network and the weight of being close to a city equipment is the same for the agent’s satisfaction function. The plot in the city with city equipments is represented as a blue pixel.
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Figure 7: (a) The location of the households in $t=0$. (b) The location of the households in $t=9$ for the third scenario in the second case.

The results in Figure 7 present how a particular group of the population ends up near to the blue spot and the remaining group ends up near to the transport network artery.
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Figure 8: (a) The location of the households in $t=0$. (b) The location of the households in $t=9$ for scenario with all the equipments and the entire transport network in the real case.

5 CONCLUSIONS AND FUTURE WORK

We introduced a scalable framework that allows to represent households, investors, and promoters, while using possibilistic BDI agents, interacting over a spatial context as a segregation model. The framework addresses multiple characteristics in a qualitative fashion, including some assumptions considered in the agents definition and the simple definition and implementation of time in the simulation process. Achieving a high accuracy of results was not the goal of our study. Instead, the final objective this proposal pursues is a clear qualitative representation of the agents in a city, that visualizes the effects of new equipments or arteries in its transport network.

Although the satisfaction function of Equation 19 considers multiple characteristics of the agent and its environment, the case studies did not implement the entire definition. This is left for future work.

The first experiments, conducted both with simplified and real case urban environments, seemed able to generate a variety of spatial patterns in agreement with more classic models not using a BDI framework. The coupling of the segregation sub-model with the urban growth sub-model remains to be further exploited.

In another direction, the model could be further developed to better take into account social dynamics within the city. We
could for example implement the effect of social hierarchies on agent’s satisfaction (owners being dissatisfied when too many renters live around them, but not the reverse). We could also model the formation of collectively shared beliefs within social groups. Collective beliefs could then be used as default, defeasible values for individual beliefs.

**Acknowledgments**

The work described in this paper was partially supported by the ECOS-Nord TOMSA (Transport Oriented Modeling for urban densification Analysis) Project.

**REFERENCES**


