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ABSTRACT
This paper presents a new algorithm for the fast, shared memory multi-core computation of augmented merge trees on triangulations. In contrast to most existing parallel algorithms, our technique computes augmented trees. This augmentation is required to enable the full extent of merge tree based applications, including data segmentation. Our approach completely revisits the traditional, sequential merge tree algorithm to re-formulate the computation as a set of independent local tasks based on Fibonacci heaps. This results in superior time performance in practice, in sequential as well as in parallel thanks to the OpenMP task runtime. In the context of augmented contour tree computation, we show that a direct usage of our merge tree procedure also results in superior time performance overall, both in sequential and parallel. We report performance numbers that compare our approach to reference sequential and multi-threaded implementations for the computation of augmented merge and contour trees. These experiments demonstrate the runtime efficiency of our approach as well as its scalability on common workstations. We demonstrate the utility of our approach in data segmentation applications. We also provide a lightweight VTK-based C++ implementation of our approach for reproduction purposes.

1 INTRODUCTION
As scientific data sets become more intricate and larger in size, advanced data analysis algorithms are needed for their efficient visualization and interactive exploration. For scalar field visualization, topological data analysis techniques [16, 27, 39] have shown to be practical solutions in various contexts by enabling the concise and complete capture of the structure of the input data into high-level topological abstractions such as merge trees [6, 35, 46], contour trees [5, 7, 13, 49], Reeb graphs [3, 38, 40, 44, 52], or Morse-Smale complexes [14, 24, 41, 56]. Such topological abstractions are fundamental data-structures that enable the development of advanced data analysis, exploration and visualization techniques, including for instance: small seed set extraction for fast isosurface traversal [8, 53], feature tracking [47], data-summarization [37, 55], transfer function design for volume rendering [54], similarity estimation [28, 50]. Moreover, their ability to capture the features of interest in scalar data in a generic, robust and multi-scale manner has contributed to their popularity in a variety of applications, including turbulent combustion [6, 23, 31], computational fluid dynamics [19, 29], material sciences [25, 26], chemistry [21], or astrophysics [43, 45, 48], etc.

However, as computational resources and acquisition devices improve, the resolution of the geometrical domains on which scalar fields are defined also increases. This resolution increase yields several technical challenges for topological data analysis, including that of computation time efficiency. In particular, to enable truly interactive exploration sessions, highly efficient algorithms are required for the computation of topological abstractions. A natural direction towards the improvement of the time efficiency of topological data analysis is parallelism, as all commodity hardware now embeds processors with multiple cores. However, most topological analysis algorithms are originally intrinsically sequential as they often require a global view on the data.

Regarding merge trees – a fundamental topology-based data structure in scalar field visualization – several algorithms have been proposed for its parallel computation [1, 9, 32]. However, these algorithms only compute non-augmented merge trees [7], which only represent the connectivity evolution of the sub-level sets, and not the corresponding data-summation (i.e. the arcs are not augmented with regular vertices). While such non-augmented trees enable some of the traditional visualization applications of the merge tree, they do not enable them all. For instance, they do not readily support topology based data segmentation. Moreover, fully augmenting in a post-process non-augmented trees is a non trivial task, for which no linear-time algorithm has ever been documented to our knowledge.

This paper addresses this problem by presenting a new algorithm for the efficient computation of augmented merge trees of scalar data on triangulations. Such a tree augmentation makes our output data-structures generic application-wise and enables the full extent of merge tree based applications, including data segmentation. Our approach completely revisits the traditional, sequential merge tree algorithm to re-formulate the computation as a set of local tasks that are as independent as possible and that rely on Fibonacci heaps. This results in a computation with superior time performance in practice, in sequential as well as in parallel on multi-core CPUs with shared memory thanks to the OpenMP task runtime. In the context of augmented contour tree computation, we show that a direct usage of our merge tree computation procedure also results in superior time performance overall, both in sequential and parallel. Extensive experiments on a variety of real-life data sets demonstrate the practical superiority of our approach in terms of time performance in comparison to sequential [15] and parallel [22] reference implementations, both for augmented merge and contour tree computations. We illustrate the utility of our approach with specific use cases for the interactive exploration of hierarchies of topology-based data segmentations that were enabled by our algorithm. We also provide a lightweight VTK-based C++ reference implementation of our approach for reproduction purposes.

1.1 Related work
The merge tree, a tree that contracts connected components of sub-level sets to points (formally defined in Sect. 2.1), is closely related to the notion of contour tree [5], which contracts connected components of level sets to points on simply connected domains. As shown by Tarasov and Vyali [49] and later generalized by Carr et al. [7] in arbitrary dimension, the contour tree can be efficiently computed by combining with a simple linear-time traversal the merge trees of the input function and of its opposite (called the join and split trees, see Sect. 2.1). Due to this tight relation, merge and contour trees have often been investigated jointly in the computer science literature.

A simple sequential algorithm, based on a union-find data-
structure [12], is typically used for merge tree computation [7, 49]. It is both simple to implement, relatively efficient in practice and with optimal time complexity. In particular, this algorithm allows for the computation of both augmented and non-augmented merge trees. An open source reference implementation (libtourtre [15]) of this algorithm is provided by Scott Dillard as a component of his contour tree implementation. Chiang et al. [10] presented an output-sensitive approach, based on a new algorithm for the computation of non-augmented merge trees using monotone paths, where the arcs of the merge trees were evaluated by considering monotone paths connecting the critical points of the input scalar field.

Applications of merge trees in data analysis and visualization include multi-scale data segmentation [8], feature tracking [47], data-summation [37, 55], transfer function design for volume rendering [54], similarity estimation [50]. In particular, the segmentation capabilities of the merge trees, combined with simplification mechanisms inspired by persistent homology [8, 17], enable to generate hierarchies of data segmentations for the extraction of features of interest at multiple scales of importance. These capabilities have been successfully applied in a variety of applications, including for instance turbulent combustion [6], computational fluid dynamics [19, 29], chemistry [21], or astrophysics [43], etc. Note that all of the segmentation applications mentioned above require the augmented merge tree as they rely on the identification of the sets of regular vertices mapping to each arc of the merge tree to extract these regions for analysis and visualization purposes.

Among the approaches which addressed the time performance improvement of contour tree computation through shared-memory parallelism, only a few of them rely directly on the original merge tree computation algorithm [7, 49]. This algorithm is then used within partitions of the mesh resulting from a static decomposition on the CPU cores, by either dividing the geometrical domain [36] or the range [22]. This leads in both cases to extra work (with respect to the sequential mono-partition computation) at the partition boundaries when joining results from different partitions. This can also lead to load imbalance among the different partitions [22].

In contrast, most approaches addressing shared-memory parallel contour tree computation actually focused on revisiting the merge tree sub-procedure, as it constitutes the main computational bottleneck overall (see Sect. 6.2). Maadasamy et al. [32] introduced a multi-threaded variant of the output-sensitive algorithm by Chiang et al. [10], which results in good scaling performances on tetrahedral meshes. However, we note that, in practice, the sequential version of this algorithm is up to three times slower than the reference implementation (libtourtre [15], see Tab. 1 in [32]). This only yields eventually speedups between 1.6 and 2.8 with regard to libtourtre [15] on a 8-core CPU [32] (20% and 35% parallel efficiency respectively). We suspect that these moderate speedups over the sequential mono-partition computation at the partition boundaries when joining results from different partitions. This can also lead to load imbalance among the different partitions [22].

We show how to leverage the task runtime environment of OpenMP to easily implement a shared-memory parallel version of the above algorithm. Instead of introducing extra work with a static decomposition of the mesh among the threads, the local algorithm based on Fibonacci heaps naturally distributes the merge tree arc computations via independent tasks on the CPU cores. We hence avoid any extra work in parallel, while enabling an efficient dynamic load balancing on the CPU cores thanks to the task runtime. This results in superior time and scaling performances compared to previous multi-threaded algorithms for augmented merge trees [22].

3. Parallel augmented contour trees: We show how to use our merge tree procedure for the computation of augmented contour trees. This direct usage of our algorithm also results in superior time and scaling performances compared to previous multi-threaded algorithms for augmented contour trees [22].

4. Implementation: We provide a lightweight VTK-based C++ implementation of our approach for reproduction purposes.

2 Preliminaries

This section briefly describes our formal setting and presents an overview of our approach. An introduction to Topological Data Analysis can be found in [16].

2.1 Background

The input to our algorithm is a piecewise linear (PL) scalar field \( f : \mathcal{M} \rightarrow \mathbb{R} \) defined on a simply-connected PL \( d \)-manifold \( \mathcal{M} \). Without loss of generality, we will assume that \( d = 3 \) (tetrahedral meshes) in most of our discussion, although our algorithm supports arbitrary dimensions. Adjacency relations on \( \mathcal{M} \) can be described in a dimension independent way. The star \( \text{St}(v) \) of a vertex \( v \) is the set of using an algorithm close to Kruskal’s algorithm. However, documented experiments report that this algorithm needs a least 4 threads to be more efficient than its sequential version and has a maximum parallel efficiency of 18.4% compared to this sequential version. Acharya and Natarajan [1] specialized and improved monotone-path based computations for the special case of regular grids. Rosen et al. also presented a hybrid CPU-GPU approach for regular grids [42]. In this work, we focus on triangulations because of the genericity of this representation: any mesh can be decomposed into a valid triangulation and regular grids can be implicitly triangulated with no memory overhead [51].

Morozov and Weber [34, 35] and Landge et al. [30] presented three approaches for merge and contour tree-based visualization in a distributed environment, with minimal inter-node communications. However, these approaches focus more on the reduction of the communication between the processes than on the efficient computation on a single shared memory node as we do here with the target of an efficient interactive exploration in mind.

1.2 Contributions

This paper makes the following new contributions:

1. A local algorithm based on Fibonacci heaps: We present a new algorithm for the computation of augmented merge trees. In contrast to the traditional global algorithm, it is based on local sorting traversals, whose results are progressively merged with the help of a Fibonacci heap. In this context, we also introduce a new criterion for the detection of the saddles which generate branching in the output tree, as well as an efficient procedure to process the output arcs in the vicinity of the root of the tree. Our algorithm is simple to implement and it improves practical time performances on average over a reference implementation [15] of the traditional algorithm [7].

2. Parallel augmented merge trees: We show how to leverage the task runtime environment of OpenMP to easily implement a shared-memory parallel version of the above algorithm. Instead of introducing extra work with a static decomposition of the mesh among the threads, the local algorithm based on Fibonacci heaps naturally distributes the merge tree arc computations via independent tasks on the CPU cores. We hence avoid any extra work in parallel, while enabling an efficient dynamic load balancing on the CPU cores thanks to the task runtime. This results in superior time and scaling performances compared to previous multi-threaded algorithms for augmented merge trees [22].

3. Parallel augmented contour trees: We show how to use our merge tree procedure for the computation of augmented contour trees. This direct usage of our algorithm also results in superior time and scaling performances compared to previous multi-threaded algorithms for augmented contour trees [22].
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link $L_k$ be the lower link of the vertex $v$: $L_k^-(v) = \{\sigma \in L_k(v) | \forall u \in \sigma : f(u) < f(v)\}$. The upper link $L_k^+(v)$ is given by $L_k^+(v) = \{\sigma \in L_k(v) | \forall u \in \sigma : f(u) > f(v)\}$. Then, given a vertex $v$, if its lower (respectively upper) link is empty, $v$ is a local minimum (respectively maximum).
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A level-set is defined as the pre-image of an isovalue $i \in \mathbb{R}$ onto $\mathcal{M}$ through $f$: $f^{-1}(i) = \{p \in \mathcal{M} | f(p) = i\}$ (Fig. 1(a)). Each connected component of a level-set is called a contour. In Fig. 1(b), each contour of the level-set of Fig. 1(a) is shown with a distinct color. Similarly, the notion of sub-level set, noted $f^{-1}_{<}(i)$, is defined as the pre-image of the open interval $(−\infty, i)$ onto $\mathcal{M}$ through $f$: $f^{-1}_{<}(i) = \{p \in \mathcal{M} | f(p) < i\}$. Symmetrically, the sur-level set $f^{-1}_{>}(i)$ is defined by $f^{-1}_{>}(i) = \{p \in \mathcal{M} | f(p) > i\}$. Let $f^{-1}_{<}(f(p))$ (respectively $f^{-1}_{>}(f(p))$) be the connected component of sub-level (respectively sur-level) set of $f(p)$ which contains the point $p$. The split tree $T^+(f)$ is a 1-dimensional simplicial complex (Fig. 1(b)) defined as the quotient space $T^+(f) = \mathcal{M} / \sim$ by the equivalence relation $p_1 \sim p_2$:

\[
\begin{cases}
f(p_1) = f(p_2) \\
p_2 \in f_{<}^{-1}(f(p_1))_{p_1}
\end{cases}
\]

The join tree, noted $T^-(f)$, is defined similarly with regard to an equivalence relation on sub-level set components (instead of sur-level sets). Irrespective of their orientation, the join and split trees are usually called merge trees, and noted $\mathcal{T}(f)$ in the following. The notion of Reeb graph [40], noted $\mathcal{R}(f)$, is also defined similarly, with regard to an equivalence relation on level set components (instead of sub-level set components). As discussed by Cole-McLaughlin et al. [11], the construction of the Reeb graph can lead to the removal of 1-cycles, but not to the creation of new ones. This means that the Reeb graphs of PL scalar fields defined on simply-connected domains are loop-free. Such a Reeb graph is called a contour tree and we will note it $\mathcal{C}(f)$. Contour trees can be computed efficiently by combining the join and split trees with a linear-time traversal [7,49].

In Fig. 1, since $\mathcal{M}$ is simply connected, the contour tree $\mathcal{C}(f)$ is also the Reeb graph of $f$. Since $f$ has only one minimum, the split tree $T^+(f)$ is equivalent to the contour tree $\mathcal{C}(f)$.

Note that $f$ can be decomposed into $f = \psi \circ \phi$ where $\phi : \mathcal{M} \rightarrow \mathcal{T}(f)$ maps each point in $\mathcal{M}$ to its equivalence class in $\mathcal{T}(f)$ and where $\psi : \mathcal{T}(f) \rightarrow \mathbb{R}$ maps each point in $\mathcal{T}(f)$ to its $f$ value. Since the number of connected components of $f^{-1}_{<}(i), f^{-1}_{>}(i)$ and $f^{-1}(i)$ only changes in the vicinity of a critical point [2,16,33], the pre-image by $\phi$ of any vertex of $\mathcal{T}(f)$, $\mathcal{T}^+(f)$ or $\mathcal{T}^-(f)$ is a critical point of $f$ (blue, white and green spheres in Fig. 1(a)). In particular, the pre-image of vertices of valence 1 necessarily correspond to extrema of $f$ [40]. The pre-image of vertices of higher valence correspond to saddle points which join (respectively split) connected components of sub- (respectively sur-) level sets. Since $f^{-1}_{<}(f(M)) = \mathcal{M}$ for the global maximum $M$ of $f$, $\phi(M)$ is called the root of $\mathcal{T}^-(f)$ and the image by $\phi$ of any local minimum $m$ is called a leaf. Symmetrically, the global minimum of $f$ is the root of $\mathcal{T}^+(f)$ and local maxima of $f$ are its leaves.

Note that the pre-image by $\phi$ of $\mathcal{T}(f)$ induces a complete partition of $\mathcal{M}$. In particular, the pre-image $\phi^{-1}(\mathcal{C}_i)$ of a 1-simplex $\mathcal{C}_i \in \mathcal{T}(f)$ is guaranteed by construction to be connected. This latter property is at the basis of the usage of the merge tree in visualization as a data segmentation tool (Fig. 1(b)) for feature extraction. In practice, $\phi^{-1}$ is represented explicitly by maintaining, for each 1-simplex $\mathcal{C}_i \in \mathcal{T}(f)$ (i.e. for each arc), the list of regular vertices of $\mathcal{M}$ that map to $\mathcal{C}_i$. Moreover, since the merge tree is a simplicial complex, persistent homology concepts [17] can be readily applied to it by considering a filtration based on $\psi$. Intuitively, this progressively simplifies $\mathcal{T}(f)$, by iteratively removing its shortest arcs connected to leaves. This yields hierarchies of merge trees that are accompanied by hierarchies of data segmentations, that the user can interactively explore in practice (see Fig. 1(c)).

2.2 Overview
An overview of our augmented merge tree computation algorithm is presented in Fig. 2 in the case of the join tree. The purpose of our algorithm, in addition to construct $\mathcal{T}(f)$, is to build the explicit segmentation map $\phi$, which maps each vertex $v \in \mathcal{M}$ to $\mathcal{T}(f)$. Our algorithm is expressed as a sequence of procedures, called on each vertex of $\mathcal{M}$. First, given a vertex $v$, the algorithm checks if $v$ corresponds to a leaf (Fig. 2 left, Sect. 3.1). If this is the case, the second procedure is triggered. For each leaf vertex, the augmented arc connected to it is constructed by a local growth, implemented with a sorted breadth-first search traversal (Fig. 2 middle left, Sect. 3.2). A local growth may continue at a join saddle $s$, in a third procedure, only if it is the last growth which visited the saddle $s$ (Fig. 2 middle right, Sect. 3.4). To initiate the growth from $s$ efficiently, we rely on the Fibonacci heap data-structure [12,20] in our breadth-first search traversal, which supports constant-time merges of sets of visit candidates. Finally, a fourth procedure is triggered to abbreviate the process if a local growth passing a saddle $s$ happens to be the last active growth. In such a case, all the non-visited vertices above $s$ are guaranteed to map through $\phi$ to a monotone path from $s$ to the root of the tree (Fig. 2 right, Sect. 3.5). Overall, the time complexity of our algorithm is identical to that of the reference algorithm [7]: $O(|\mathcal{C}_0| \log(|\mathcal{C}_0|) + |\mathcal{C}_1| \alpha(|\mathcal{C}_1|))$, where $|\mathcal{C}_i|$ stands for the number of i-simplicies in $\mathcal{M}$ and $\alpha(i)$ is the inverse of the Ackermann function (extremely slow-growing function).

3 Merge Tree Computation by Local Arc Growth
In this section, we present our algorithm for the computation of augmented merge trees based on local arc growth. Our algorithm consists of a sequence of procedures applied to each vertex, described in each of the following sub-sections. In the remainder,
we will illustrate our discussion with the join tree, which tracks connected components of sub-level sets, initiated in local minima.

### 3.1 Leaf search

First, given a vertex \( v \in \mathcal{M} \), its lower link \( Lk^-(v) \) is constructed. If it is non-empty, \( v \) is not a local minimum and the procedure stops. Otherwise, if it is empty, \( v \) is a local minimum, a leaf, and the leaf growth procedure, described in the next sub-section, is called.

### 3.2 Leaf growth

Given a local minimum \( m \), the arc \( \sigma_m \) of the join tree connected to it is constructed with a procedure that we call local leaf growth. The purpose of this procedure is to progressively sweep all contiguous equivalence classes (Sect. 2.1) from \( m \) to the saddle \( s \) located at the extremity of \( \sigma_m \). We describe precisely how to detect such a saddle \( s \), and therefore where to stop such a growth, in the next subsection (Sect. 3.3). We will visit the vertex \( v \) at value 3 after visiting the vertex at value 1 (following the priority queue \( Q_m \)). At this point, the neighbors of \( v' \) which have not been visited yet by \( \sigma_m \) and which are not in \( Q_m \) yet (dashed green edges) will be added to \( Q_m \). The minimizer \( v' \) of \( Q_m \) (vertex 2) has a scalar value lower than \( v' \). Hence \( v' \) is a merge saddle. This strategy has two disadvantages. First not all saddles of \( f \) necessarily corresponding to branching in \( \mathcal{F}^- (f) \) and/or \( \mathcal{F}^+ (f) \). Thus some unnecessary computation would need to be carried out. Second, we found in practice that even optimized implementations of such a classification [51] tend to be slower than the entire augmented merge tree computation in sequential. Therefore, another strategy should be considered for the sake of performance.

The local leaf growth procedure (Sect. 3.2) visits the vertices of \( \mathcal{M} \) with a breadth-first search traversal initiated in \( m \), for increasing \( f \) values. At each step, the minimizer \( v \) of \( Q_m \) is selected. Assume that \( f(v) < f(v') \) where \( v' \) was the vertex visited immediately before \( v \). This implies that \( v \) belongs to the lower link of \( v' \), \( Lk^-(v') \). Since \( v \) was visited after \( v' \), this means that \( v \) does not project to \( \sigma_m \) through \( \phi \). In other words, this implies that \( v \) does not belong to the connected component of sub-level set containing \( m \). Therefore, \( v' \) happens to be the saddle \( s \) that correspond to the extremity of \( \sigma_m \). Locally (Fig. 3), the local leaf growth entered the saddle \( s \) through the connected component of lower link projecting to \( \sigma_m \) and jumped across the saddle \( s \) downwards when selecting the vertex \( v \), which belongs to another connected component of lower link of \( s \).

Therefore, a sufficient condition to stop a local leaf growth is when the candidate vertex returned by the priority queue has a lower \( f \) value than the vertex visited last. In such a case, the last visited vertex is the saddle \( s \) which closes the arc \( \sigma_m \) (Fig. 3).
When reaching process when only one arc growth is remaining. Initially, if \( f \) is not the last arc reaching \( s \), the growth of \( \sigma \) is switched to the terminated state. Therefore, the number of remaining arc growths will decrease from \( N \) to \( 0 \) along the execution of the algorithm. In particular, the last arc growth will visit all the remaining, unvisited, vertices of \( \mathcal{M} \) upwards until the global maximum of \( f \) is reached, possibly reaching on the way an arbitrary number of pending join saddles, where other arc growths have been stopped and marked terminated (white disks in Fig. 2, third column). Thus, when an arc growth reaches a saddle \( s \), if it is the last active one, we have the guarantee that it will construct in the remaining steps of the algorithm a sequence of arcs which constitutes a monotone path from \( s \) up to the root of \( \mathcal{T}^{−}(f) \). We call this sequence the trunk of \( \mathcal{T}^{−}(f) \) (Fig. 2).

The trunk of the join tree can be computed faster than through the breath-first search traversals described in Secs. 3.2 and 3.4. Let \( s \) be the saddle where the trunk starts. Let \( S = \{ s_0, s_1, \ldots, s_n \} \) be the sorted set of join saddles that are still pending in the computation (which still have unvisited vertices in their lower link). The trunk is constructed by simply creating arcs that connect two consecutive entries in \( S \). Next, these arcs are augmented by simply traversing the vertices of \( \mathcal{M} \) with higher scalar value than \( f(s) \) and projecting each unvisited vertex \( v \) to the trunk arc that spans it scalar value \( f(v) \).

Thus, our algorithm for the construction of the trunk does not use any breadth-first search traversal, as it does not depend on any mesh traversal operation, and it is performed in \( O(|\sigma||\log(\sigma)|) \) steps (to maintain regular vertices sorted along the arcs of the trunk). To the best of our knowledge, this algorithmic step is another important novelty of our approach.

4 Task-based Parallel Merge Trees

The previous section introduced a new algorithm based on local arc growths with Fibonacci heaps for the construction of augmented join trees (split trees being constructed with a symmetric procedure). Note that this algorithm enables to process the minima of \( f \) concurrently. The same remark goes for the join saddles; however, a join saddle growth can only be started after all of its lower link vertices have been visited. Such an independence and synchronization among the numerous arc growths can be straightforwardly parallelized thanks to the task parallel programming paradigm. Also, note that such a split of the work load does not introduce any supplementary computation. Task-based runtime environments also naturally support dynamic load balancing, each available thread picking its next task among the unprocessed ones. We rely here on OpenMP tasks [4], but other task runtimes (e.g. Intel Threading Building Blocks, Intel Cilk Plus, etc.) could be used as well with a few modifications. In practice, users only need to specify a number of threads among which the tasks will be scheduled. In the remainder, we will detail our task-based implementation for the arc growth step, and also present how we have parallelized the other steps.

At a technical level, our implementation starts with a global sort of all the vertices according to their scalar value in parallel (using the STL parallel sort). This allows all vertex comparisons to be done only by comparing two indices, which is faster in practice than accessing the scalar values, and which does not depend on the scalar type of the input data set.

4.1 Parallel leaf search

For each vertex \( v \in \mathcal{M} \), the extraction of its lower link \( Lk^{−}(v) \) is a local operation. This makes this step embarrassingly parallel and enables a straightforward parallelization of the corresponding loop using OpenMP. The size of \( Lk^{−}(v) \) for each vertex is required in the saddle detection step. For this reason, we have to perform the complete leaf search first. Once done, we have the list of extrema from which the leaf growth should be started.
4.2 Leaf growth tasks
Each leaf growth is independent from the others, spreading locally until it finds a saddle. Each leaf growth is thus simply implemented as a task, starting at its previously extracted leaf.

4.3 Saddle stopping condition
The saddle stopping condition presented in Sect. 3.3 can be safely implemented in parallel with tasks. When a vertex \( v \) is visited for the first time and is not marked as a saddle, we mark it as so, and we proceed to visit its children. These operations are performed atomically and in parallel, and they are independent from other operations that may be performed concurrently.

4.4 Saddle growth tasks
Once the saddle is detected, we also have to check if the current growth is the last to reach \( s \) as described in Sect. 3.4. In this purpose, each task detecting a saddle \( s \) atomically decrements an integer counter, initialized at the size of \( L_k^{-1}(s) \) during the leaf search step, by the number of vertices below \( s \) coming from the current growth. The task setting this counter to zero is the last reaching this saddle.

4.5 Parallel trunk growth
During the arc growth step, we keep track of the pending saddles (saddles reached by some tasks but for which the lower link has not been completely visited yet). The list of pending saddles enables us to compute the trunk. Once the trunk growth has started, we choose a vertex whose scalar value is greater than the lowest pending saddle, as all other vertices have already been processed during the regular arc growth procedure. Next, we create the sequence of arcs connecting pairs of pending saddles in ascending order. At this point, each vertex can be projected independently of the others along one of these arcs. Using the sorted nature of the list of pending saddles, we can use dichotomy for a fast projection. Moreover when we process vertices in the sorted order of their index, a vertex can use the arc of the previous one as a lower bound for its own projection. Each new vertex processed next relies on its predecessor for its own projection. Note that this procedure can visit (and ignore) vertices already processed by the arc growth step.

5 Task based parallel contour trees
As described in Sect. 1.1, an important use case for the contour tree is the computation of the contour tree. Our task-based merge tree procedure can be used quite directly for this purpose. First, it is used for the computation of the join and split trees. Next these two trees can then be efficiently combined into the output contour tree using the linear combination pass of the reference algorithm [7]. We describe in the following the adjustments that are necessary for this.

5.1 Post-processing for contour tree augmentation
Our merge tree procedure segments \( \mathcal{M} \) by marking each vertex with the identifier of the arc it projects to through \( \phi \). In order to produce such a segmentation for the output contour tree (Sect. 5.2), each arc of \( \mathcal{F}(f) \) needs to be equipped at this point with the explicit sorted list of vertices which project to it. We reconstruct these explicit sorted lists in parallel. For vertices processed by the arc growth step, we save during each arc growth the visit order local to this growth. During the parallel post-processing of all these vertices, we can safely build (with a linear operation count) the ordered list of regular vertices of each arc in parallel thanks to this local ordering. Regarding the vertices processed by the trunk step, we cannot rely on such a local ordering of the arc. Instead each thread concatenates these vertices within bundles (one bundle per arc for each thread)

The bundles of a given arc are then sorted according to their first vertex and concatenated in order to obtain the ordered list of regular vertices for this arc. Hence, the \( O(n \log n) \) operation count of the sort only applies to the number of bundles, which is much lower than the number of vertices in practice. At this point, to use the linear combination pass from the reference algorithm [7], the join tree needs to be augmented with the nodes of the split tree and vice-versa. This step is straightforward since each vertex stores the identifier of the arc it maps to, for both trees.

5.2 Combination
Next, we combine the join and split trees into the output contour tree by adding arcs from both trees leaf after leaf, according to the reference algorithm [7]. Each time we add an arc of one of the two trees, we have to remove the list of regular vertices of this arc from the other tree. As this algorithm is not straightforward to parallelize, we execute it sequentially in our current implementation. As we detail next, this sequential procedure is very fast in practice and it has only a limited impact on the parallel performances.

6 Results
In this section we present performance results obtained on a workstation with two Intel Xeon E5-2630 v3 CPUs (2.4 GHz, 8 CPU cores and 16 hardware threads each) and 64 GB of RAM. By default, parallel executions will thus rely on 32 threads. These results were performed with our VTK/OpenMP based C++ implementation (provided as additional material) using g++ version 5.4.0 and OpenMP 4.0. This implementation (called Fibonacci Task-based Merge tree, or FTM) was built as a TTK [51] module. FTM uses TTK’s triangulation data structure which supports both tetrahedral meshes and regular grids by performing an implicit triangulation with no memory overhead for the latter. For the Fibonacci heap, we used the implementation available in Boost.

Our tests have been performed using eight data sets from various domains. The first one, Elevation, is a synthetic data set with only one arc in the output tree. Five data sets (Ethane Diol, Boat, Combustion, Enzo and File) result from simulations and two (Foot and Lobster) from acquisition, containing large sections of noise. For the sake of comparison, these data sets have been re-sampled on the same regular grid and have therefore the same number of vertices.
Table 1: Running times (in seconds) of the different FTM steps on a 512\(^3\) grid for the \textit{join} tree (white background) and \textit{split} tree (gray background) computations. \(|\mathcal{F}|(f)\) is the number of arcs in the tree.

| Data set    | \(|\mathcal{F}|(f)\) | Sequential Overall | Parallel (32 threads on 16 cores) |
|-------------|------------------------|--------------------|----------------------------------|
|             |                        | Sort               | Leaf search | Arc growth | Trunk growth | Overall | Speedup |
| Elevation   | 1                      | 29.67              | 1.39        | 1.17       | 0           | 0.20    | 2.97    | 9.99    |
| Ethane Diol | 1                      | 29.65              | 1.42        | 1.17       | 0           | 0.21    | 2.99    | 9.92    |
| Boat        | 1                      | 85.91              | 3.41        | 1.17       | 7.32        | 0.50    | 12.81   | 6.70    |
| Combustion  | 19                     | 81.15              | 3.45        | 1.16       | 2.41        | 0.51    | 7.74    | 10.48   |
| Boat        | 1.596                  | 75.36              | 3.69        | 1.17       | 0.09        | 0.82    | 5.99    | 12.58   |
| Boat        | 1.672                  | 77.11              | 3.84        | 1.17       | 0.74        | 0.81    | 6.77    | 11.39   |
| Combustion  | 26.91                  | 87.29              | 3.46        | 1.17       | 3.33        | 0.78    | 8.79    | 9.73    |
| Enzo        | 23.606                 | 84.85              | 3.51        | 1.17       | 0.57        | 0.79    | 6.24    | 13.60   |
| Foot        | 96.001                 | 190.27             | 3.67        | 1.17       | 14.05       | 0.79    | 19.91   | 9.56    |
| File        | 115.287                | 98.28              | 3.72        | 1.17       | 4.14        | 0.96    | 10.19   | 9.64    |
| Foot        | 147.748                | 83.34              | 3.21        | 1.17       | 1.58        | 0.90    | 7.07    | 11.79   |
| Lobster     | 241.841                | 57.57              | 2.34        | 1.18       | 0.90        | 0.68    | 5.33    | 10.80   |
| Lobster     | 266.654                | 75.23              | 2.39        | 1.18       | 7.65        | 0.72    | 12.17   | 6.18    |
| Lobster     | 472.862                | 122.12             | 2.49        | 1.18       | 3.99        | 0.89    | 8.77    | 13.92   |
| Lobster     | 490.236                | 61.38              | 2.51        | 1.19       | 6.57        | 0.76    | 11.03   | 5.56    |

Figure 5: Merge tree scalability on various 512\(^3\) data sets. The gray area denotes using 2 threads per core.

6.1 Merge tree performance results

Table 1 details the execution times and speedups of FTM for the join and the split tree on a 512\(^3\) grid. One can first see that the FTM sequential execution time varies greatly between data sets despite their equal input size. This denotes a sensitivity on the output tree, which is common to most merge tree algorithms. Moving to parallel executions, the leaf search times are the same for all data sets since the tasks on the single thread so that the last task will be the one that corresponds to the greatest possible trunk. Instead, the runtime will likely process each available arc one at a time, leading to a trunk detection at the vicinity of the root. On the contrary, in parallel, it is more likely that the runtime environment will run out of leaves sooner, hence yielding a larger trunk than in sequential, hence leading to increased (possibly supra-linear) speedups.

The 32-thread executions. Another interesting point is the Lobster data set presenting speedups greater than the ideal one for 4 and 8 threads. This unexpected but welcome supra-linearity is due to the trunk processing of our algorithm.

As highlighted in Table 2, in sequential mode, the trunk step is able to process vertices much faster than the arc growth step, since no breadth-first search traversal is performed in the trunk step (see Sect. 3.5). However, for a given data set, the size of the trunk highly depends on the order in which leaves have been processed. Since the trunk is detected when only one growth remains active, distinct orders in leaf processing will yield distinct trunks of different sizes, for a given data set. Hence maximizing the size of this trunk minimizes the required amount of computation, especially for data sets like Lobster where the trunk encompasses a large proportion of the domain. Note however, that the leaf ordering which would maximize the size of the trunk cannot be known in advance. In a sequential execution, it is unlikely that the runtime will schedule the tasks on the single thread so that the last task will be the one that corresponds to the greatest possible trunk. Instead, the runtime will likely process each available arc one at a time, leading to a trunk detection at the vicinity of the root. On the contrary, in parallel, it is more likely that the runtime environment will run out of leaves sooner, hence yielding a larger trunk than in sequential, hence leading to increased (possibly supra-linear) speedups.

As the dynamic scheduling of the tasks on the CPU cores may vary from one parallel execution to the next, it follows that the trunk size may also vary across different executions, hence possibly impacting noticeably runtime performances. As shown in Table 3, the range within which the execution times vary is clearly small compared to the average time and the standard deviation shows a very good stability of our approach in practice.

Finally, in order to better evaluate the FTM performance, we compare our approach to two reference implementations, which are, to the best of our knowledge, the only two public implementations supporting augmented trees:

- \textit{libboutre} (LT) [15], an open source sequential reference implementation of the traditional algorithm [7];
- the open source implementation [51] of the parallel Contour Forest (CF) algorithm [22].

In both implementations, TTK’s triangulation data structure [51] is used for mesh traversal. Due to its important memory consumption, we were unable to run CF on the 512\(^3\) data sets on our workstation.
Table 4: **Sequential** join tree computation times (in seconds) and ratios between libtourtre (LT), Contour Forest (CF) and our Fibonacci Task-based Merge tree (FTM), on a 256³ grid (bold: FTM speedups).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>LT</th>
<th>CF</th>
<th>FTM</th>
<th>LT / FTM</th>
<th>CF / FTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>5.81</td>
<td>7.70</td>
<td>3.57</td>
<td>1.63</td>
<td>2.15</td>
</tr>
<tr>
<td>Ethane Diol</td>
<td>11.59</td>
<td>17.75</td>
<td>7.14</td>
<td>1.62</td>
<td>2.48</td>
</tr>
<tr>
<td>Boat</td>
<td>11.84</td>
<td>17.11</td>
<td>6.93</td>
<td>1.70</td>
<td>2.46</td>
</tr>
<tr>
<td>Combustion</td>
<td>11.65</td>
<td>16.87</td>
<td>8.06</td>
<td>1.44</td>
<td>2.09</td>
</tr>
<tr>
<td>Enzo</td>
<td>14.23</td>
<td>17.90</td>
<td>17.94</td>
<td>0.97</td>
<td>1.00</td>
</tr>
<tr>
<td>File</td>
<td>11.32</td>
<td>15.62</td>
<td>7.15</td>
<td>1.58</td>
<td>2.18</td>
</tr>
<tr>
<td>Foot</td>
<td>9.45</td>
<td>12.72</td>
<td>5.94</td>
<td>1.59</td>
<td>2.14</td>
</tr>
<tr>
<td>Lobster</td>
<td>11.65</td>
<td>14.80</td>
<td>13.99</td>
<td>0.83</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Thus, we have created a smaller grid (256³ vertices) with downsampled versions of the scalar fields used previously. For the first step of this comparison we are interested in the sequential execution. The corresponding results are reported in Table 4. Our sequential implementation is about twice faster than Contour Forests and more than one and half time faster than libtourtre for most data sets. This is due to the faster processing speed of our trunk step. The parallel results for the merge tree implementation are presented in Table 5. The sequential libtourtre implementation starts by sorting all the vertices, then computes the tree. Using a parallel sort instead of the serial one is straightforward. Thus, we used this naive parallelization of LT in the results reported in Table 5 with 32 threads. As for Contour Forest we report the best time obtained on the workstation, which can be obtained with less than 32 threads (due to possible extra work in parallel). Despite our straightforward contour tree computation based on FTM, which includes a sequential combination, we clearly outperform the two other implementations for all data sets: libtourtre with a factor of 4.7 (on average) and Contour Forest with a factor of 2.7 (on average).

6.2 Contour tree performance results

The performance results obtained using our merge tree implementation adapted for Contour Tree (Sect. 5, named hereafter FTM-CT) on the 512³ grid are presented Table 6. We recall that the combination of the two merge trees is performed sequentially. These results still show good speedups varying between 6.01 and 9.40. The average speedup is 7.9 leading to an average parallel efficiency of 49%.

As the merge tree in Sect. 6.1, we compare our implementation with libtourtre (LT) and Contour Forest (CF) using the smaller (256³ vertices) grid. The sequential comparison is shown Table 7. As for the parallel comparison (see Table 8), we have created a naive parallel implementation of libtourtre by sorting in parallel using 32 threads and by computing the join and split trees in parallel (with 2 threads). Here again for Contour Forest, we report the best time on the workstation, which can be obtained with less than 32 threads (due to possible extra work in parallel). Despite our straightforward contour tree computation based on FTM, which includes a sequential combination, we clearly outperform the two other implementations for all data sets: libtourtre by a factor of 4.7 (on average) and Contour Forest by a factor of 2.7 (on average).

6.3 Limitations

In order to understand the limitations of the our approach, we first detail the arc growth step in Fig. 6 which presents the number of remaining tasks through time, focusing on the part where this number of tasks becomes lower than the number of threads (32). From the time the curve is lower than 32, until it reaches 1, our arc growth step has less remaining tasks than available threads and does not thus fully exploit the parallel compute power of our CPUs. Depending on the data set, this suboptimal section can have different proportions: 30% for Foot, but 100% for Ethane Diol. As we launch one task by leaf and this latter data set has only 8 leaves, we can not expect this arc growth step to have a speedup greater than 8. More generally, depending on the data set and the number of cores, this suboptimal

---

**Figure 6:** Number of remaining tasks throughout time. This chart is cropped at 32 to highlight the suboptimal section.
Table 8: Parallel contour tree computation times (in seconds) and ratios between libtourtre (LT), Contour Forest (CF) and our Fibonacci Task-based Merge tree for Contour Tree (FTM-CT), on a 256^3 grid.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>LT</th>
<th>CF</th>
<th>FTM-CT</th>
<th>LT / FTM-CT</th>
<th>CF / FTM-CT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevation</td>
<td>5.15</td>
<td>2.53</td>
<td>0.83</td>
<td>6.20</td>
<td>3.04</td>
</tr>
<tr>
<td>Ethane Diol</td>
<td>12.65</td>
<td>5.39</td>
<td>2.27</td>
<td>5.57</td>
<td>2.37</td>
</tr>
<tr>
<td>Boat</td>
<td>12.99</td>
<td>4.97</td>
<td>1.46</td>
<td>8.87</td>
<td>3.40</td>
</tr>
<tr>
<td>Combustion</td>
<td>10.59</td>
<td>6.89</td>
<td>1.95</td>
<td>5.43</td>
<td>3.53</td>
</tr>
<tr>
<td>Enzo</td>
<td>14.82</td>
<td>11.72</td>
<td>4.37</td>
<td>3.39</td>
<td>2.68</td>
</tr>
<tr>
<td>File</td>
<td>12.51</td>
<td>6.28</td>
<td>2.80</td>
<td>4.47</td>
<td>2.24</td>
</tr>
<tr>
<td>Foot</td>
<td>10.85</td>
<td>8.30</td>
<td>4.52</td>
<td>2.40</td>
<td>1.84</td>
</tr>
<tr>
<td>Lobster</td>
<td>13.05</td>
<td>17.69</td>
<td>8.14</td>
<td>1.60</td>
<td>2.17</td>
</tr>
</tbody>
</table>

Figure 7: Worst case data set with the initial scalar field (left), with 50% of added randomness (middle), and with 100% of added randomness (right). The color map goes from blue (low) to green (high).

section can limit our parallel speedups for the arc growth step. The larger the number of cores, the sooner this step becomes suboptimal.

In order to study this effect further, we have created a worst case data set composed of only two large arcs as illustrated on the left of Fig. 7. As expected, the speedup of the arc growth step on this data set does not exceed 2, even when using 32 threads (results not shown). Then we randomize this worst case data set gradually, starting by the leaf side as illustrated in Fig. 7 and report the corresponding computation times with 2 and 32 threads in Fig. 8. As the random part progresses (from 10 to 40%), the 32-thread execution takes less time while the 2-thread execution takes more. This is due to the faster processing of the leaf growths associated with random noise with 32 threads. When the random part becomes too large, the execution time increases for both 2 and 32 threads, probably since most of our tasks are now too small. Fortunately, in practice such a worst case and such a large random section are unlikely to appear in real life acquired or simulated data sets.

Finally, a last limitation of our current approach lies in the sequential combination of the contour tree computation. This combination takes a minor part in the overall computation in sequential (about 2% of the total time). However when using a high number of cores in parallel, this sequential step can limit the overall parallel speedups according to Amdahl’s law. As a future work, an efficient parallel combination could lead to even better speedups than the ones presented in Table 6.

7 APPLICATION

The merge tree is a well known tool for data segmentation used in various applications. It is especially used in the medical domain [8] as illustrated by Fig. 9 which shows a 3D scan of a human foot. The scalar field is the density, different densities corresponding to different tissues. The skeleton is easy to detect as it corresponds to the highest density. We can extract the corresponding regions using the segmentation of deepest arcs of the split tree (the arcs adjacent to the leaves) as shown in Fig. 9(b). By using topological simplification we can merge regions of interest to identify bones belonging to the same toe as illustrated by Fig. 9(c). Thanks to our approach this processing can be done in a handful of seconds, even for 512^3 grids, which greatly improves interactivity in visual exploration tasks.

8 CONCLUSION

In this paper, we have presented a new algorithm to compute the augmented merge tree on shared memory multi-core architectures. This new approach makes use of the Fibonacci heaps to completely revisit the traditional algorithm and compute the merge tree using independent local growths which can be expressed using tasks. This work is well suited for both regular grids and unstructured meshes. We also provided a lightweight generic VTK-based C++ reference implementation of our approach, based on the OpenMP task runtime. This implementation is the fastest to our knowledge to compute this topological data structure in augmented mode, both sequentially and in parallel. Moreover, using our implementation to compute the contour tree gives competitive results, clearly outperforming libtourtre and Contour Forest in all our test cases.

As future work, we plan to improve our parallel performance in four different ways. First, we would like to investigate improvements to our arc growth step, whose scalability is currently bounded by the number of leaves in the output tree (Sect. 6.3). Such improvements could be beneficial for machines with a large number of cores, such as the Intel Xeon Phi. Second, we plan to improve our parallel contour tree performances on multi-core architectures thanks to a parallel combination algorithm. Third, while our efforts focused so far on time efficiency, we would also like to further improve the memory complexity of our implementation, to be able to address larger data-sets; for 1024^3 grids, only topologically simple scalar fields are currently handled by our implementation on our test hardware (64 GB of RAM, Sect. 6). A fourth interesting research direction would be to study the relevance of our approach for in-situ visualization, where the analysis code is executed in parallel and in synergy with the simulation code generating the data.
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