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ABSTRACT

With robots becoming increasingly autonomous
helpers in human environments, recent develop-
ment goes from semi-autonomous robotic sys-
tems, that need to be directed, towards au-
tonomous partners that can cooperate with hu-
mans in joint activities. When operating au-
tonomously in the real world, the probability
of unexpected events dramatically increases and
failures might make it necessary for the robot to
adapt its behavior to be able to fulfill its goals. In
our complex and constantly changing real world,
it is not possible for the programmer to anticipate
all situations a robot might encounter. So the di-
agnosis of cooperative plans for human robot in-
teraction is a particular challenge since for a robot
it is often unclear what is to be considered as
an error. A general understanding of normality,
based on the validity expectations would enable a
robot to detect unexpected events and failures that
have not been foreseen by the programmer, thus
leading to a more robust and flexible behavior of
the robot. We propose the combination of dif-
ferent learned models and common-sense knowl-
edge to generate expectations, that could improve
failure detection and enable us to detect and react
upon unexpected events. In this paper, we formu-
late the key challenges for failure detection in hu-
man robot interaction, which we see in the repre-
sentation of expectations, the modeling efficiency
and the execution efficiency. We also provide a
stack of possible knowledge-based solutions.

1 INTRODUCTION

Robots generally were designed to perform
monotonous and exhausting tasks to make life
easier for humans. While they have been mostly used
in factories so far, the achievements in the area of
robotics in the last decades have made it possible to
think about robots helping humans also in domestic
environments. There are already research projects
with robots assisting humans in medical care, elder

care and even in cooperating with humans in everyday
household tasks.

When performing complex tasks in continually
changing environments like a human household, a
robot will at some time be confronted with unexpected
situations, which can lead to errors that might prevent
the robot to fulfill its goals. To be able to deal with
an error in an appropriate way, we have to detect and
isolate it to initiate an adequate response.

Figure 1: Left: An ”abnormal” simulated scene in hu-
man robot interaction. Right: A “normal” simulated
scene in human robot interaction.

In most model based diagnosis approaches, explicit
models of the robot behavior are used (Carlson and
Murphy, 2003), so every possible failure state has to be
modeled. These approaches mostly focus on the inter-
nal faults of the robots that are caused by errors in the
components of the robot itself. In our high-level plan-
ning domain, we are more interested in plan failures,
that are caused despite perfectly functioning compo-
nents of the robot, also referred to as external faults
(Akhtar, 2011). For fault detection, we need knowl-
edge about what a fault is. In complex robotic sys-
tems with human agents this is not necessarily always
clear. Consider for example a robot and a human cook-
ing a meal together, when suddenly the human partner
leaves the room. Should this already be treated as an
error and the robot stop its actions because the human
might have abandoned the plan or did the human just
get a telephone call and will return soon, expecting the
robot to continue the common cooking plan? Or has
the person forgotten that he/she was in the middle of a



cooking task (which typically happens to people suf-
fering from dementia)?

To diagnose unexpected events like this, the robot
could use an abstract understanding of what is consid-
ered as “normal” in its environment at the given time.
This general understanding of normality is a key as-
pect of human cognition and failure diagnosis, and has
to our knowledge not sufficiently been addressed in the
field of robotics and artificial intelligence. For exam-
ple, the left picture in figure 1 shows a scene in a sim-
ulated environment that a human will quickly identify
as ’not normal” in contrast to the right scene. This
understanding of normality of humans is generated by
validating a combination of expectations based on dif-
ferent learned models and common sense knowledge.
In the example of figure 1, flying objects will be clas-
sified abnormal because of the violation of physical
models, but other observations, like the human lying
on the ground, can not be explained this way. A hu-
man lying on the ground is physically possible, but
might indicate an abnormal behavior of a human and
could require the robot to react. When it comes to co-
operative tasks of the human and the robot, there are
even more events that can happen unexpectedly for the
robot and might make reactions necessary. A human
that goes to the couch and lies down might be perfectly
normal, but not if the human and the robot are in the
middle of cooking a meal together. Here an appropri-
ate action for the robot would be to ask after the hu-
mans well-being, especially when dealing with elderly
people. Also the fact that humans consider a situation
as ’not normal” influences their actions since in a situ-
ation that is ’not normal” one might act more carefully
or react differently than in a normal” situation.

We want to equip robots with this general under-
standing of normality of a situation thus improving
failure diagnosis in cooperative high level plans for hu-
man robot interaction and allowing the detection of un-
expected events and failures that could not be detected
with other approaches. It could also be used to regulate
the level of error detection thus improving the compu-
tational efficiency of the diagnosis system, which is an
important factor because an autonomous system in hu-
man robot interaction has to run in real-time.

Humans consider a situation as normal when it ful-
fills their expectations about the world, themselves and
the situation. To classify a situation as “normal”, we
have to combine different expectations that have dif-
ferent properties and might depend on each other. We
see expectations as a combination of common sense
knowledge and models that implicitly and explicitly
include predictions of plans, the robots environment,
the human partner(s) and the robot itself. The combi-
nation of such expectations would allow failure diag-
nosis of external faults in robotic systems and give the
robot a general understanding of what is considered as
normal or not. This would enable us to diagnose un-
expected events and errors without explicitly modeling
every possible failure state.

There are already approaches in model-based diag-
nosis that model nominal behavior of technical sys-
tems, but for human robot interaction we face addi-
tional challenges when generating, combining and val-
idating different expectation models that are applicable
in this domain. The nominal behavior of a human for

example should only be modeled on a certain level and
always depends on factors like his plans, his actions,
the environment and attributes of the individual hu-
man being. Thus for notions of normality, not just the
events themselves but often also their durations mat-
ter. When for example the human in the aforemen-
tioned cooperative cooking task lies down on the sofa,
the robot would classify this as an unexpected behav-
ior when validating the expectations about the plan and
knowing that lying down while cooking is not normal.
It could trigger a reaction like asking the human why
he lies down and how to proceed. Also the robot could
be aware that a human sitting down for a few minutes,
then continuing cooking could still be treated as nor-
mal but lying down for a longer time in the middle of
cooking could be an evidence for the human to be sick
or not feeling well.

In the next chapter, we will specify the challenges
we see in designing such a flexible system that is able
to use general expectations for failure diagnosis and
recovery.

2 RELATED WORK

Prior work in the field of diagnosis for robotic sys-
tems mostly addresses the problem of internal faults
of single components of a system. For example Gerald
Steinbauer (Steinbauer and Wotawa, 2005) proposes
observers that perform model based diagnosis on sin-
gle components of a robot without affecting the behav-
ior of the control system.

Kuhn et al. (Kuhn et al., 2008) introduce the novel
paradigm of pervasive diagnosis that enables active di-
agnosis and model based control simultaneously. Us-
ing predictions of uncertainties of given plans and
a heuristic to calculate potential information gain of
plans, they select the plan that maximizes the infor-
mation gain while still achieving the goal of the plan.
This provides them with the ability to identify the ac-
tions that caused the plan to fail.

Wiliams et al. (Williams et al., 2003) suggest the
use of model based autonomy to allow for state and
fault aware autonomous systems in uncertain envi-
ronments. They use an explicit model that encodes
the nominal behavior of a system and common fail-
ure modes to perform extensive reasoning for failure
recognition and recovery. However they see the fu-
ture in ”(...) cooperative robotic networks, in which
robotic systems act together to achieve elaborate mis-
sions within uncertain environments.”. In (Shah et al.,
2009) his group addresses planning with agents that
can interact and adapt to humans by supporting just-
in-time task assignment and scheduling. They rely on
logic reasoning to predict the outcome of possible task
allocations and scheduling decisions thus finding an
optimal plan.

For the prediction of external faults of autonomous
systems, Naveed Akhtar (Akhtar, 2011) uses qualita-
tive reasoning on naive physics concepts for diagnosis.
Here only external faults, that occur in the absence of
any external agent, are considered and the focus of the
work lies in the reasoning part of the system.

An example for the use of expectations in au-
tonomous robots can be found in (Maier and Stein-
bach, 2010). Here Maier et al. work with expecta-



tions for diagnosis in the robotics domain.They use
surprise detection based on a dense map of images
of the robot’s environment and comparisons of lumi-
nance and chrominance values of the images at differ-
ent times. This enables them to detect changes in the
robot’s environment and make assumptions about the
expectations and uncertainties in the environment.

These approaches work well for diagnosing faults
in specific domains. But to our knowledge there is
no approach that incorporates a combination of differ-
ent models, including a human agent, to enable robots
performing diagnosis on cooperative everyday tasks in
household environments.

3 CHALLENGES

Most fault diagnosis approaches in robotics address
internal faults of the robot, meaning failures in the
robot’s components, like sensors or actuators, and
model based diagnosis has been successfully been
applied in this domain. In robotics, complex non-
linear systems with noisy sensors and high uncertain-
ties are used, while the aforementioned approaches
are restricted to devices with well behaved processes
(Akhtar, 2011). Naveed Akthar already addresses di-
agnosis of external faults of robotics systems in the ab-
sence of humans, but diagnosis of high level plans of
a robot in the presence of humans and also in coop-
eration with them is still an open problem. For ex-
ample, our group focuses on robots performing every-
day household tasks together with a human, mainly in
kitchen-environments. Therefore the robot uses reac-
tive plans that can be adapted to changes and allow for
reasoning about themselves. The human agent brings
even more uncertainties in the continually changing
and uncertain world and thus the use of only one model
of plans, the environment or the system is not suitable
for the detection of some errors that arise in cooper-
ative plans in human robot interaction. The idea of
working with expectations in this domain by combin-
ing different abstract models raises certain challenges
that we want to split into three categories: the repre-
sentation of expectations, the modeling efficiency and
the execution efficiency.

3.1 Representation of expectations

To provide a robot with a measure of normality, we
have to combine different models of expectations.
These expectations should allow the robot to evaluate
robot plans, recognize unexpected events and predict
failures to avoid them or trigger appropriate reactions.
We claim that for human robot interaction it makes
sense to consider four categories: the environment, the
human agent, the plans of the robot and the robot it-
self. If we think about the cooperative cooking task, a
rule-based model of the environment could for exam-
ple tell the robot that an object moves that is supposed
to be static, which could be due to the robot or human
accidentally pushing it or a leg of the table breaking off
and objects slipping. On the other hand, a human sud-
denly leaving the room could be labeled as unexpected
by having a set of areas where the human is expected
to be. But this event should not yet be treated as an er-
ror, so we also need knowledge that sometimes human
beings can do non task-related actions like going to the

restroom in the middle of another task. This could for
example be addressed by ontological knowledge about
human beings that could also tell us that a human lying
on the ground should be considered “not normal” (in
most situations).

Expectations about all of the categories should be
probabilistic because the real world is full of uncertain-
ties and they should be adaptable since expectations
can change over time. If we think about the human
changing something in our world, we can see that our
categories have dependencies among each other. Con-
sider the human picking up an object and bringing it to
another place. This action can involve changes in the
environment, the human and even can affect the robot’s
plans if the object was part of the plan. So we need to
find a representation that allows us to model different
uncertain expectations that depend on each other and
offers a way to combine them.

3.2 Modeling efficiency

Considering we have found a way to represent expec-
tations, we still need to generate them. In our complex
world, we do not want to model every possible state
our world could be in, neither do we want to model
every possible failure since this would result in an infi-
nite amount of data very fast. Think about a robot try-
ing to put a cup onto a table when suddenly the table
collapses because one leg broke off. In a case like that
we would like to be able to recognize that something
went wrong, but we do not want to explicitly have to
model that a leg of a table (or every other thing in the
world that is not indestructible) can break, since this
would result in an infinite number of models. Our ex-
pectations need to be general enough to give our robot
an understanding of what is considered “normal” in
our world and what should be treated as an ”abnormal”
event. So we have to find a way of combining different
kinds of information to generate a measure of normal-
ity. This measure of normality could for example be
generated by using abstract ontological and geometri-
cal knowledge from available data bases like OpenCyc
or the TUM kitchen data set (Tenorth et al., 2009). But
also learned models of the robot’s experiences could be
useful to address this challenge. Therefore we propose
to use the Robot Learning Language (RoLL) (Kirsch,
2009), which provides us with learned data about the
robots plans and environment as well as logged expe-
riences of the robot.

3.3 Execution efficiency

To be able to react to unexpected events, we need to
validate our expectations. In our domain of human
robot interaction, it is obvious that the execution of
our plans runs in real-time and the validation of the
expectations should on the one hand also run in real
time and on the other hand not prevent the actual plan-
ning from running in real time. One could imagine a
diagnosis component that validates the current expec-
tations during plan execution like the approach of Ger-
ald Steinbauer (Steinbauer and Wotawa, 2005). The
performance in our robotics application is affected by
the huge state space we have when modeling the real
world. To achieve a performance suitable for real-time
applications, a solution could be not to consider the
whole state space, but only parts of it. However this



raises the question, which parts are relevant for the ex-
pectation that should be validated right now. It might
also be useful for the robot not to validate expectations
for its whole plan, but only for a short time in the fu-
ture. So the challenge here is to find a set of expec-
tations and their adequate level of detail they should
have to be useful for diagnosis in human robot interac-
tion.

4 CONCLUSION

An autonomous system that incorporates expectations
into its high level planning to diagnose and prevent er-
rors would be an important contribution. The enhance-
ment of robustness and flexibility in combination with
real time capabilities could improve the productivity
and usefulness of future robotic systems. We see the
main challenges for such a system to become reality in
the representation of expectations, the modeling effi-
ciency and the execution efficiency.

To generate high level plans for our autonomous
systems, we use the CRAM plan language proposed
by Beetz et al. (Beetz et al., 2010). This allows au-
tonomous robots to reason about their plans and in-
fer control decisions thus making them more flexible,
reliable and general than robots without that ability.
We see our future contribution in extending the CRAM
plan language with a general representation of expec-
tations to allow for a more adaptive, anticipatory robot
that adapts to the human and foresees possible prob-
lems to avoid them. Currently we have already set up a
system and an simulation environment, that will enable
us to test different expectation models for plan based
robots and evaluate them in cooperative human robot
interaction tasks in simulated household environments.
We use the MORSE simulator (Echeverria et al., 2011)
and a simulated human that can be controlled as in
modern 3D computer games. Figure 2 shows a sim-
ulated environment for human robot interaction using
the MORSE simulator.

In our future work, we want to provide robots with
a general understanding of normality and enable them
to “expect the unexpected”.

Figure 2: A simulated environment for human robot
interaction using the MORSE simulator
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