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Abstract. Iterative reconstruction methods in Computed Tomography (CT) are known to provide better image quality than analytical methods but they are not still applied in many fields because of their computational cost. In the last years, Graphical Processor Units (GPU) have emerged as powerful devices in order to parallelize calculations, but the efficiency of their use is conditioned on applying algorithms that can be massively parallelizable. Moreover, in non-destructive testing (NDT) applications, a segmentation of the reconstructed volume is often needed in order to have an accurate diagnosis on the material health, but performing a segmentation after the reconstruction introduces uncertainties in the diagnosis from both the reconstruction and the segmentation algorithms. In this paper, we propose an iterative reconstruction method for 3D CT that performs a joint reconstruction and segmentation of the controlled object in NDT for industrial applications. The method is based on a 3D Gauss-Markov-Potts prior model in Bayesian framework, which has shown its effective use in many image restoration and super-resolution problems. First, we briefly describe this model, before deriving the expression of the joint posterior distribution of all the unknowns. Next, an effective maximization of this distribution is presented. We use a ray-driven projector and a voxel-driven backprojector implemented on GPU. The algorithm is developed so it can be massively parallelized.
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Finally, we present our results on simulated and real phantoms. In addition, we investigate further reconstruction quality indicators in order to compare our results with other methods.
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### 1. Introduction

Computed tomography (CT) is a powerful imaging technique to see the interior of a three-dimensional object and has a wide field of applications. In particular, in medicine and industry, X-rays are used to pass through the object to image, which makes their intensity decrease depending on the density they encounter in the interior. Thanks to the measurement of this intensity at the output of the acquisition process, the interior of the object is retrieved by applying what is called a reconstruction algorithm.

Many reconstruction algorithms have been developed for the last decades and can be divided in two categories. The first are analytical reconstruction methods and are based on the use of Radon transform [1, 2, 3]. In 1984, Feldkamp, Davis and Kress proposed a filtered back-projection (FBP) algorithm [4] for cone-beam CT. This algorithm is now known as FDK algorithm and is the most widely used in industry for non-destructive testing. More recently, Katsevich proposed an exact inversion algorithm for spiral cone-beam CT [5, 6], detailed in [7]. Other CT analytical algorithms use Fourier slice theorem [8] to achieve reconstruction but have to deal with a tricky interpolation from circular to cartesian gridding in Fourier space [3]. To overcome this difficulty, several convolutions of Fourier transform of the projections by a filter have been studied [9].

However, all these analytical reconstruction methods suffer from artifacts due to approximations and give poor results with limited-angle projections. From this standpoint, algebraic reconstruction techniques (ART) have been developed since the first one by Gordon, Bender and Herman [10]. These methods consider a linearized discretized model

$$ g = Hf + \epsilon $$

where $f$ is the object to retrieve. This is typically an ill-posed problem [11]. First ART like SIRT [12] or SART [13] focus on minimizing the distance between the real and estimated projections $\|g - Hf\|^2$, which is a data-matching criterion. However, this does not give entirely satisfactory results, because it does not take into account any information *a priori* [14]. These priors can be enforced by adding a regularization term to data-matching term in the criterion to minimize. Many choices are possible for this regularization term, depending on the priors. For instance, some methods favour solutions with minimum $L_2$-norm, like in [15]. Another famous prior is to enforce solutions which can be clearly divided in quite homogeneous regions. DART algorithm [16] precisely favours this type of solution by focusing on the estimation of the contours. An improvement of DART has been proposed in [17]. However, DART can be only applied for objects with finite sets of gray level. Otherwise, total variation (TV) regularization is widely used in imaging and have been successfully applied to CT in [18], by applying Chambolle and Pock algorithm [19]. Other functionals exist to enforce compact regions, like piecewise-constant Mumford-Shah functional [20]. Another noteworthy model is Potts model [21], of which the greatest interest is to perform joint reconstruction and segmentation of the object to reconstruct.

Among algebraic reconstruction techniques, we may emphasize Bayesian methods, which make the user able to take into account the errors and to estimate the uncertainty on each pixel (2D) or voxel (3D). This is a great advantage compared to non-Bayesian algebraic methods. Moreover, Bayesian framework gives a high understanding of the parameters, making their tuning easier, while it is rather tedious with non-Bayesian ART. In Bayesian framework, Gauss-Markov-Potts (GMP) model has been applied successfully in microwave imaging [22, 23] and image restoration [24, 25]. It enables to reconstruct an image or an object with finite number of materials, mapped in several compact regions. For each material, pixels (in 2D) or voxels (in 3D) of this material may vary around a mean value, but
these variations can be controlled thanks to the hyperparameters tuning. This quite appealing simple idea has led us to implement a 3D Gauss-Markov-Potts model for CT for non-destructive testing (NDT) applications, typically in industry, based on the works done in [25]. In order to comply with industrial needs which require to obtain a high reconstruction speed, in this paper, we propose a fast and massively parallelizable algorithm. Because we know all the priors, for such models as GMP, a Gibbs sampler has been often used to perform Expectation A Posteriori (EAP) or Maximization A Posteriori (MAP) [26, 24]. However, Gibbs sampling requires more iterations as the dimension grows, and one iteration for GMP model would require to sample a Potts model, which would require thousands of iterations too. Hence, because it would require thousands of iterations which would be much longer as the dimension grows, and because industrial applications deal with very huge size volume, we show a Gibbs sampler would not be affordable in order to match industrial needs. Variational Bayesian Approach (VBA) [25] would require much more memory to keep each parameter of the approaching distribution of each unknown. All these considerations have led us to perform a joint maximization a posteriori (JMAP) for 3D Gauss-Markov-Potts model, which make able to jointly retrieve:

- a high quality estimation of the object to reconstruct
- a segmentation of the reconstructed object in compact and well-distinguishable regions
- an estimation of the means and the variances for each of these regions

In our knowledge, this has never been done before for general linear inverse problems such as CT. Moreover, Gauss-Markov-Potts prior model has been used very often in segmentation or image restoration with small size point spread function (PSF), but never in 3D for general inverse problems with real industrial number of voxels. In addition, the proposed method has the great advantage to perform the reconstruction and a segmentation of this object at the same time. Using other reconstruction methods, the segmentation has to be done after the reconstruction, which leads to cumulate two different sources of uncertainties on the classification of the voxels, i.e. the reconstruction algorithm and the segmentation algorithm, and can be a drawback for the control.

Moreover, we have noticed many papers presenting new reconstruction algorithms only qualitatively compare the gain of their methods with respect to other classical methods. Here, we take advantage of the fact that our method retrieves both a reconstruction and a segmentation to introduce quantitative reconstruction quality indicators, when comparing our results with FDK and TV methods.

The rest of the paper is organized as follows. First, we briefly describe the main prior model given in [25]. Then, the expression of the joint posterior distribution of all the unknowns is obtained. Then, we propose a joint maximization a posteriori (JMAP) algorithm to estimate the unknowns. We justify our choice of the algorithm by the huge dimension of the data. Next, we present several reconstruction quality indicators before showing our results on simulated and real phantoms.

2. Proposed models and method

2.1. Forward model

As we said, we are concerned with NDT applications of CT. Figure 1 shows the basics of the 3D reconstruction in CT, with a cone-beam acquisition process. X-rays are sended from a source and are projected on an array of detectors. Before reaching the detectors, X-rays go through an object (some industrial part) of which we want to control the interior. In order to obtain several perspectives, the object is rotated around $z$-axis, with an angle $\phi$, as shown in figure 1. By passing through the object, the intensity of X-rays decreases depending on the density of the material which compose the object, according to Beer-Lambert’s law. Measurements of this intensity by the detectors at the ouput enable the tomograph to estimate the interior of the object thanks to some reconstruction algorithm (for instance, FDK algorithm [4], which is the most popular in industry). Thanks to such a process, the absence of defects in the industrial part can be controlled.
We denote by $g$ the vector of the $M$ line projections, and by $f$ the vectorized density in the object space to reconstruct. The object is divided in $N$ voxels to be estimated in order to perform the reconstruction. By discretization of Radon transform [2, 3] and accounting for the errors, we have the following model for the projections:

$$g = Hf + \epsilon$$

where $H_{ij}$ is the length of voxel $j$ crossed by X-ray $i$. The errors $\epsilon$ are modeled as Gaussian

$$p(\epsilon_i|v_{\epsilon_i}) = \mathcal{N}(\epsilon_i|0, v_{\epsilon_i}), \forall i,$$

which gives the likelihood

$$p(g|f, v_\epsilon) = \mathcal{N}(g|Hf, V_{\epsilon})$$

where $V_\epsilon = \text{diag}[v_\epsilon], v_\epsilon = (v_{\epsilon_1}, \ldots, v_{\epsilon_M})$. For all measure $i$, the variance $v_{\epsilon_i}$ of the uncertainty is modeled as following an Inverse Gamma distribution:

$$p(v_{\epsilon_i}|\alpha_{\epsilon_0}, \beta_{\epsilon_0}) = \mathcal{IG}(v_{\epsilon_i}|\alpha_{\epsilon_0}, \beta_{\epsilon_0}) \propto v_{\epsilon_i}^{-\alpha_{\epsilon_0} - 1} \exp\left[-\frac{\beta_{\epsilon_0}}{v_{\epsilon_i}}\right], \forall i$$

where $\alpha_{\epsilon_0}$ and $\beta_{\epsilon_0}$ are fixed hyperparameters. With these assignments, we see that in fact, we are assuming $\epsilon_i$ follows a generalized Student-t distribution [27]:

$$\mathcal{S}_t(\epsilon_i|\alpha_{\epsilon_0}, \beta_{\epsilon_0}) = \int_0^{+\infty} \mathcal{N}(\epsilon_i|0, v_{\epsilon_i})\mathcal{IG}(v_{\epsilon_i}|\alpha_{\epsilon_0}, \beta_{\epsilon_0})dv_{\epsilon_i}$$

### 2.2. Gauss-Markov-Potts model

In NDT application, industrial parts are composed of several materials, each material filling one or several compact regions. In order to take into account this prior information, we need to introduce common characteristic for the voxels which represent the same material (we assume that one voxel represents only one material, i.e. the resolution is sufficiently high). To do so, we use a Gauss-Markov-Potts model [24, 25, 23]. This model first consists in labeling each voxel by the material it represents: that leads to introduce a hidden field $z$ so that $z_j = k$ if the voxel $j$ represents material $k$. In NDT applications, the number of materials in a volume to control is known: we denote it by $K$.

In order to enforce a certain homogeneity, the gray values of the voxels of a same material $k$ are distributed around a mean value $m_k$, with variance $v_k$

$$p(f_j|z_j = k, m_k, v_k) = \mathcal{N}(f_j|m_k, v_k) \text{ if } z_j = k.$$
It gives the following prior for $f$, depending on the labels $z$, the means of the classes $m$ and the variances of the classes $v$:

$$p(f | z, m, v) \propto \det(V_z)^{-1/2} \exp\left[-\frac{1}{2} \|f - m_z\|_V^2\right]$$

(8)

where $V_z = \text{diag} [v_z]$, with $m_z$ and $v_z$ the vectors of size $N$ which correspond to $m$ and $v$ (of size $K$) distributed over the voxels according to the segmentation $z$: $\forall j$ and $\forall k$, $m_{z_j} = m_k$ and $v_{z_j} = v_k$ if $z_j = k$. Concerning the prior on the means and variances of the classes, we choose to model the means as gaussian

$$p(m_k | m_0, v_0) = \mathcal{N}(m_k | m_0, v_0)$$

(9)

and the variances as following an Inverse Gamma distribution:

$$p(v_k | \alpha_0, \beta_0) = \mathcal{IG}(v_k | \alpha_0, \beta_0)$$

(10)

where $m_0, v_0, \alpha_0$ and $\beta_0$ are fixed parameters, depending on the object to control.

The next step is to enforce compactness, using a Markov-Potts model for hidden field $z$:

$$p(z) \propto \exp\left[\sum_j \Phi(z_j) + \gamma_0 \sum_{i \in \mathcal{V}(j)} \delta(z_j - z_i)\right]$$

(11)

where $\mathcal{V}(j)$ is the neighbourhood of voxel $j$. The parameter $\gamma_0$ is called the granularity coefficient, because it has a huge influence on the granularity of the field $z$. In fact, there exists a critical value $\gamma_c$ for Potts coefficient $\gamma_0$ so that the regions are compact if $\gamma_0 \geq \gamma_c$ [28, 29]. This critical value $\gamma_c$ can be computed for Ising field ($K = 2$ classes) in the 2D-case [30]. To illustrate this influence, figure 2 shows the influence of $\gamma_0$ the middle slices of generated $64 \times 64 \times 64$ Potts fields with $K = 5$ classes, for different values of $\gamma_0$. As we see, the granularity of the field sharply changes when we increase $\gamma_0$ from 0.7 to 0.8.

Concerning the energy of singleton cliques,

$$\Phi(z_j) = \sum_{k=1}^{K} \alpha_k \delta(z_j - k), \forall j$$

(12)

where $\alpha$ is related to the proportions of each class in the hidden field $z$, which leads to the constraint, given by [25]:

$$\sum_{k=1}^{K} \exp[\alpha_k] = 1$$

(13)

So, the prior for hidden Markov-Potts field (HMPF) $z$ reads

$$p(z | \alpha, \gamma_0) \propto \exp\left[\sum_j \left(\sum_{k=1}^{K} \alpha_k \delta(z_j - k) + \gamma_0 \sum_{i \in \mathcal{V}(j)} \delta(z_j - z_i)\right)\right]$$

(14)
2.3. Bayesian methods for estimation

Given the prior model we have detailed in sections 2.1 and 2.2, many Bayesian methods exist in order to retrieve an estimation of the unknowns \( f, z, v, m \) and \( v \), using the joint posterior distribution of the unknowns

\[
p(f, z, v, m, v | g; \mathcal{M})
\]
given the data \( g \) and the model \( \mathcal{M} \). In our case, this posterior distribution is not available. As it can be found in [31], we shall consider numerical or analytical approximations.

Analytical approximations, such as Variational Bayesian Approach (VBA), computes an approximation of the posterior distribution, which is maximized when a chosen divergence, such as Kullback-Leibler divergence, does not change significantly. A completely factored distribution is often used to approximate the true posterior distribution but can lead to too gross approximations [32], since it overlooks the correlation between each variables by the mean-field approximation (MFA) [33, 34]. Moreover, VBA requires much memory in order to keep each parameter of each approaching distribution in the fully factored model.

On the opposite, numerical methods try to deal with the true posterior distribution, by Monte Carlo Markov Chain (MCMC) methods, or Joint Maximization A Posteriori (JMAP). JMAP try to maximize the posterior distribution with respect to each unknown iteratively, as it is done in equation (25) in section 3. MCMC methods aim at computing MMSE (Minimum Mean Square Error) or MAP (Maximum A Posteriori) estimators by generating samples of the posterior distribution. When all the priors are known, this often consists in a Gibbs sampler. These methods are more reliable than JMAP but have to pick many samples of the conditional distributions of each unknown given the others. In addition, they require more samples as the dimension grows. In our case, the very huge size of the controlled volume result in thousands of iterations of which each one would be very long. In the sequel, in section 3, we emphasize how a Gibbs sampling would be very costly in terms of computation time compared with JMAP. This huge cost makes MCMC methods unaffordable for our industrial NDT application and leads us to consider JMAP in order to estimate all the unknowns by maximizing their joint posterior distribution.

3. Joint maximization of the posterior distribution

3.1. Algorithm for the estimation of the unknowns

Our model is summarized in figure 3. By applying Bayes’s rule, the posterior distribution of all the unknowns \( f, z, v, m \) and \( v \) reads

\[
p(f, z, v, m, v | g; \mathcal{M}) = \frac{p(g, f, z, v, m, v | \mathcal{M})}{p(g | \mathcal{M})}.
\]  

(15)

Our prior model appears in

\[
p(g, f, z, v, m, v | \mathcal{M}) = \frac{p(g | f, z, v, m, v) \cdot p(f, v | z, m, v) \cdot p(v | \alpha, \beta) \cdot p(z | \alpha; \gamma_0) \cdot p(m, v | m_0, v_0) \cdot p(v | \alpha, \beta_0)}{p(g | \mathcal{M})}.
\]  

(16)

with

\[
p(g | f, v) \propto \det(V)_{-1/2} \exp \left[ -\frac{1}{2} \| g - H f \|_V^2 \right],
\]  

(17)

\[
p(f | z, m, v) \propto \det(V)_{-1/2} \exp \left[ -\frac{1}{2} \| f - m \|_V^2 \right],
\]  

(18)

\[
p(v | \alpha, \beta) \propto \exp \left[ -\sum_i \left( \frac{1}{2} \left( \alpha + 1 \right) \ln(v_i) + \frac{\beta}{v_i} \right) \right],
\]  

(19)
The method [36, 37] has been proposed to compute one sample conjugate priors) in very huge dimension. To do that in an efficient way, a perturbation-optimization posterior distribution given the other unknowns leads to sampling a Gaussian field (because of the Gauss-Markov-Potts model). Moreover, only one cycle would take very long time too. Indeed, sampling would require thousands of cycles (or global iterations) to converge.

To estimate the unknowns $f, z, v, m$ and $v$, which such a prior model, it is common to use a Gibbs sampler, which consists in, at the $t^{th}$ global iteration:

$$
\begin{align*}
  f^{(t)} &\sim p(f| z^{(t-1)}, v^{(t-1)}, m^{(t-1)}, v^{(t-1)}; g, M) \\
  z^{(t)} &\sim p(z| f^{(t)}, v^{(t-1)}, m^{(t-1)}, v^{(t-1)}; g, M) \\
  v^{(t)} &\sim p(v| f^{(t)}, z^{(t)}, v^{(t)}, m^{(t-1)}, v^{(t-1)}; g, M) \\
  m^{(t)} &\sim p(m| f^{(t)}, z^{(t)}, v^{(t)}, m^{(t-1)}, v^{(t-1)}; g, M) \\
  v^{(t)} &\sim p(v| f^{(t)}, z^{(t)}, v^{(t)}, m^{(t)}; g, M)
\end{align*}
$$

(23)

This has been done, for instance, in microwave imaging [22], diffraction imaging [26] and ultrasound imaging [35]: after a heating time, the algorithm (23) generates samples that can be used to compute MAP or MMSE estimators. The problem of Gibbs sampling is that it requires more samples as the dimension grows. In our application in 3D, the controlled volumes have very huge sizes: in section 5.3, we show results on volumes with $256^3$ and $512 \times 512 \times 256$ voxels, but we are eager to use our algorithm on volumes with $1024^3$ or $2048^3$ voxels when it will be fully parallelized. So, Gibbs sampling would require thousands of cycles (i.e. global iterations) to converge.

Moreover, only one cycle would take very long time too. Indeed, sampling $f$ with respect to its posterior distribution given the other unknowns leads to sampling a Gaussian field (because of the conjugate priors) in very huge dimension. To do that in an efficient way, a perturbation-optimization method [36, 37] has been proposed to compute one sample $f$ by solving a linear system, in which the data and the prior mean have been perturbed. The problem is this technique makes the quality of the sample dependent on the number of iterations of the gradient descent to solve the system. To take into account this approximation, an accept-reject strategy is developed in [38], but the use of this strategy to sample $f$ would increase the computation time. In addition, sampling $z$ with respect
to \( p(z|f, v, m, v, g, M) \) would require thousands of iterations. For instance, in [39], by applying the method of [40] for a little volume of about \( 100^3 \) voxels, the burn-in period to sample correct labels with respect to the conditional distribution given all the other unknowns represents nearly 1000 iterations. In [35], Gibbs sampling is applied for a similar Potts model in ultrasound imaging and \( z \) is sampled as it is done in [26] : the computational complexity for sampling \( z \) in one cycle is estimated to be of the order \( O(KN) \). In our application, \( N \) is very huge \((256^3, 512^3, 1024^3, 2048^3, \ldots)\). Thereby, in our case, this step in one cycle of Gibbs sampling cannot be achieved in reasonable time.

As we have seen, one cycle of a Gibbs sampling would take very much time. Given that we would need thousands of these cycles in order to obtain correct samples of the joint posterior distribution of the unknowns \( f, z, v, m \) and \( v \), a Gibbs sampling would be infinitely long. Hence, a Gibbs sampling is not affordable in our industrial application, which needs fast reconstruction algorithms. That is why we chose to perform a joint maximization of the posterior distribution of all the unknowns :

\[
(f, z, v, m, v) = \arg \max_{(f, z, v, m, v)} \{ p(f, z, v, m, v|g, M) \} \tag{24}
\]

by doing the approximate algorithm :

\[
\begin{align*}
    f^{(t)} &\leftarrow \arg \max_f \left\{ p(f|z^{(t-1)}, v^{(t-1)}, m^{(t-1)}, v^{(t-1)}; g, M) \right\} \\
    z^{(t)} &\leftarrow \arg \max_z \left\{ p(z|f^{(t)}, v^{(t-1)}, m^{(t-1)}, v^{(t-1)}; g, M) \right\} \\
    v^{(t)} &\leftarrow \arg \max_v \left\{ p(v, f^{(t)}, z^{(t)}, m^{(t-1)}, v^{(t-1)}; g, M) \right\} \\
    m^{(t)} &\leftarrow \arg \max_m \left\{ p(m|f^{(t)}, z^{(t)}, v^{(t)}, v^{(t-1)}; g, M) \right\} \\
    v^{(t)} &\leftarrow \arg \max_v \left\{ p(v|f^{(t)}, z^{(t)}, v^{(t)}; m, g, M) \right\} 
\end{align*} \tag{25}
\]

This joint maximization a posteriori (JMAP) requires less computation time than a Gibbs sampler. The other side of the coin is the algorithm is dependent on the initialization, which has to be sufficiently good. This matter is discussed in section 5.2. In the rest of this section, we describe each step of this algorithm. After having defined reconstruction quality indicators using the estimated volume \( f \) and the estimated labels \( z \), we present results obtained on simulated and real data in section 5.3.

### 3.2. Estimation of the object \( f \)

The posterior distribution for the object \( f \)

\[
p(f|z, v, m, v; g, M) \propto p(g|f, v) \ p(f|z, m, v) \tag{26}
\]

gives the criterion to minimize in order to retrieve the estimation of the object, given all the other unknowns :

\[
J(f) = \|g - Hf\|_{V_{\epsilon}}^2 + \|f - m_z\|_{V_z}^2 \tag{27}
\]

The gradient reads

\[
\nabla J(f) = 2 \left( H^T V_{\epsilon}^{-1} H + V_z^{-1} \right) f - 2 \left( V_z^{-1} m_z + H^T V_{\epsilon}^{-1} g \right). \tag{28}
\]

It gives the analytical expression of the optimal object which minimizes the criterion :

\[
f^* = \left(H^T V_{\epsilon}^{-1} H + V_z^{-1}\right)^{-1} \left(H^T V_{\epsilon}^{-1} g + V_z^{-1} m_z\right) \tag{29}
\]

Because of the huge dimension, this expression is not suitable for our application : that is why we decide to minimize the criterion by a simple gradient descent. We give details about this algorithm in appendix A.
3.3. Estimation of the hidden Potts field $z$

As for the object, we compute the posterior distribution of the Potts field $z$ given all the other unknowns

$$p(z|f, v_r, m, v; g, M) \propto p(f|z, m, v)p(z|\alpha; \gamma_0)$$  \hspace{1cm} (30)

$p(z|\alpha, \gamma_0)$ is given by equation (14). The likelihood is

$$\ln (p(f|z, m, v)) \propto -\frac{1}{2} \sum_{k=1}^{K} \sum_{j \in R_k} \left( \frac{(f_j - m_k)^2}{v_k} + \ln (v_k) \right)$$

$$\propto -\frac{1}{2} \sum_{j} \sum_{k=1}^{K} \delta(z_j - k) \left( \frac{(f_j - m_k)^2}{v_k} + \ln (v_k) \right)$$  \hspace{1cm} (31)

So, we need to maximize Potts energy with respect to $z$ in order to estimate the segmentation

$$J(z) = \sum_{j} \left[ \sum_{k=1}^{K} \left( \alpha_k - \frac{(f_j - m_k)^2}{2v_k} - \frac{1}{2} \ln (v_k) \right) \delta(z_j - k) + \gamma_0 \sum_{i \in V(j)} \delta(z_j - z_i) \right]$$  \hspace{1cm} (32)

By denoting

$$\alpha_{jk} = \alpha_k - \frac{(f_j - m_k)^2}{2v_k} - \frac{1}{2} \ln (v_k),$$  \hspace{1cm} (33)

we can rewrite this energy

$$J(z) = \sum_{j} \left[ \sum_{k=1}^{K} \alpha_{jk} \delta(z_j - k) + \gamma_0 \sum_{i \in V(j)} \delta(z_j - z_i) \right].$$  \hspace{1cm} (34)

We now have to choose an algorithm to estimate the labels $z$, which are markovian. Because we deal with huge size data, again, the chosen algorithm has to be fast and massively parallelizable.

The maximization of Potts energy has been dealt with in [41] using a graph-cut method. In this algorithm, the possible labels and the classes of the voxels are gathered in a same graph. Each voxel $j$ and label $k$ are linked by an edge weighted by the term $\alpha_{jk}$ and each neighboring voxels by an edge weighted by the term $\gamma_0$. When assigning a class to the voxels, the graph is cut to link only a voxel and its class, and neighboring voxels which have the same class. Potts energy of the segmentation corresponds to the sum of the weights of the cut. Hence, as it is done in [42], finding the optimum of Potts energy leads to finding the optimal cut, which corresponds to the graph with maximum flow.

This can be done by using, for instance, the algorithm proposed by Ford and Fulkerson [43]. To move from one segmentation to another, Boykov et al. propose $\alpha\beta$-swaps and $\alpha$-expansion [41]. Unfortunately, memory is a limiting factor of maximum flow algorithms [44]. Moreover, although parallel implementations of graph-cut have been proposed (see [44] for instance), a fast implementation of maximum flow algorithms is probably not possible [45].

Another well-known segmentation algorithm is Iterated Conditional Modes (ICM) [46], which has obtained good results in the past decades [47, 48, 49]. This algorithm has been often compared with Simulated Annealing (SA) [50] which reaches global optimum but requires too much computing time [47]. The idea of ICM is to divide the voxels into two subsets, called "black" voxels and "white" voxels. These subsets are such that the neighbours of a "white" voxel are only "black" voxels, and vice versa. Figure 4, taken from [24], illustrates this subdivision. We denote by $z_N$ the segmentation for "black" voxels, and by $z_B$ the segmentation for "white" voxels. After having done this subdivision, it is obvious that, given the "white" voxels, "black" voxels are independent from each other, and this is the same for "white" voxels given the "black" voxels. The labellings for "white" voxels and "black" voxels are performed one after the other, as shown in figure 5. This algorithm is clearly massively parallelizable because "white" voxels (respectively "black" voxels) in figure 4 can be labelled at the same time. Its main disadvantage is its local nature, which make the initial segmentation crucial. Its highly-parallelizable nature is the main reason why we have chosen to apply ICM in order to estimate $z$ given the other unknowns, although $\alpha$-expansion and $\alpha\beta$-swap both dominate it [51]. We repeat ICM as long as Potts energy in equation (32) changes significantly.
3.4. Estimation of the other unknowns

Thanks to conjugate prior, the estimation of the other unknowns \( v, m \) and \( v \) is very straightforward and we obtain the following formulas. Concerning the variances of the noise \( v \),

\[
p(v_i | f, z, m, v; \mathcal{M}) = IG(v_{\epsilon i}, \hat{\alpha}_{\epsilon 0}, \hat{\beta}_{\epsilon 0}), \forall i
\]

with

\[
\begin{align*}
\hat{\alpha}_{\epsilon 0} &= \alpha_{\epsilon 0} + \frac{1}{2} \\
\hat{\beta}_{\epsilon 0} &= \beta_{\epsilon 0} + \frac{1}{2} (g_i - \hat{H}f_i)^2, \forall i
\end{align*}
\]

which gives the estimation \( \hat{v}_i \) of the variance of the \( i \)th measurement, by maximizing the posterior distribution \( p(v_i | f, z, m, v; \mathcal{M}) \)

\[
\hat{v}_i = \frac{\beta_{\epsilon 0} + \frac{1}{2} (g_i - \hat{H}f_i)^2}{\alpha_{\epsilon 0} + \frac{3}{2}}, \forall i.
\]

Then, we estimate the means of the classes. We compute the expression of their posterior distribution

\[
p(m_k | f, z, v, m_0, v_0) = \mathcal{N}(m_k | \hat{m}_{0k}, \hat{v}_{0k}), \forall k \in \{1, \ldots, K\},
\]

with

\[
\begin{align*}
\hat{m}_{0k} &= \frac{1}{N_k} \sum_{j \in \mathcal{R}_k} f_j + \frac{m_0}{v_0} \\
\hat{v}_{0k} &= \frac{1}{N_k} + \frac{1}{v_0}, \forall k \in \{1, \ldots, K\}
\end{align*}
\]

where \( \mathcal{R}_k \) denotes the set of voxels which are in class \( k \) and \( N_k = |\mathcal{R}_k| \) the number of voxels in class \( k \). So we have

\[
\hat{m}_k = \frac{m_0 + \frac{v_0}{v_k} \sum_{j \in \mathcal{R}_k} f_j}{1 + \frac{N_k v_0}{v_k}}, \forall k \in \{1, \ldots, K\}.
\]
The last step is the estimation of the variances of the classes. Their posterior distribution is
\[ p(v_k | f, z, \nu, m; \alpha_0, \beta_0) = IG(\hat{\alpha}_0, \hat{\beta}_0) \]  
with
\[ \hat{\alpha}_0 = \alpha_0 + \frac{N_k}{2}, \forall k \in \{1, \ldots, K\} \]
\[ \hat{\beta}_0 = \beta_0 + \frac{1}{2} \sum_{j \in R_k} (f_j - m_k)^2, \forall k \in \{1, \ldots, K\} \]
So,
\[ \hat{\nu}_k = \frac{\beta_0}{\alpha_0 + \frac{N_k}{2} + 1}, \forall k \in \{1, \ldots, K\}. \]

### 3.5. Summary of the algorithm

We now have all the ingredients to perform JMAP algorithm of equation (25). After having obtained a first estimation of the volume \( f^{(0)} \), the variances of the noise \( \nu^{(0)} \) are estimated and a segmentation of the initial volume \( f^{(0)} \) is performed, which gives \( z^{(0)} \). Using \( f^{(0)} \) and \( z^{(0)} \), the initial means \( m^{(0)} \) and variances \( \nu^{(0)} \) of the classes are computed. As we said, because the algorithm, which is detailed by algorithm 1, finds a local optimum, the initial volume and segmentation has to be good enough. This point is discussed in section 5.2.

### 4. Indicators to evaluate the quality of the reconstruction

In order to evaluate the performances of the reconstruction algorithm, we define some indicators for evaluating the quality of the reconstruction. To our mind, a good reconstruction quality indicator should agree with the judgement we make when just looking at the reconstruction. In our knowledge, this matter has not been far-investigated. Here, we define four indicators.

A common indicator is the relative \( L_p \)-difference between the actual and the estimated projections:
\[ \Delta_p g = \frac{\|g - Hf\|_p}{\|g\|_p} \]  
Here, we use \( p = 2 \). Because CT is an ill-posed problem, it is known that \( \Delta_p g \) is not an optimal reconstruction quality indicator.

In order to investigate this matter further, we here define three indicators which do not need reference in order to apply it in real-life applications. These indicators use the segmentation estimated by our algorithm. Since the segmentation is estimated jointly with the reconstructed object (i.e. the quality of the reconstruction depends on the quality of the reconstruction and vice versa), a good reconstruction implies a good segmentation and vice versa. The first indicator we define is a compactness indicator which computes for each voxel \( j \) in class \( k \) the percentage of its neighbours which are in the same class
\[ \frac{1}{N_{V}} \sum_{i \in V(j)} \delta(k - z_i) \]
where \( N_V \) denotes the number of neighbours. Here, \( N_V = 6 \). Then, we compute the average of this percentage over all the voxels of class \( k \) and then over all the classes. Finally, it gives the compactness indicator
\[ C_{omp} = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{j \in R_k} \frac{1}{N_V} \sum_{i \in V(j)} \delta(k - z_i) \]  
When computing a reconstruction, we are eager to obtain regions as compact as possible. So, in our sense, a good reconstruction has a high \( C_{omp} \). Notice that we always have \( C_{omp} \leq 1 \). On the
Algorithm 1 Detailed JMAP algorithm

Initialize the algorithm with \(f^{(0)}, z^{(0)}, v_{e}^{(0)}, m^{(0)}, v^{(0)}\)

Fix parameters \(K, \alpha, \gamma_0, m_0, v_0, \alpha_0, \beta_0, \alpha_e, \beta_e\)

\{start the iterations\}
\[\Delta E \leftarrow 10 \times tol\]
\[t \leftarrow 1\]

\(\textbf{while} \ t \leq T \text{ and } \Delta E > tol \textbf{ do}\)

\(m_z^{(t)}: \text{distribute } m^{(t-1)} \text{ over the voxels with respect to } z^{(t-1)}\)
\(v_z^{(t)}: \text{distribute } v^{(t-1)} \text{ over the voxels with respect to } z^{(t-1)}\)

\[f^{(t)} \leftarrow \arg \min f \left\{ \| g - H f \|_{V_z^{(t-1)}}^2 + \| f - m_z^{(t)} \|_{V_z^{(t-1)}}^2 \right\} \{\text{initial object: } f^{(t-1)}\}\]
\[z^{(t)} \leftarrow \text{segmentation of } f^{(t)} \text{ obtained as explained in section 3.3 (initial field: } z^{(t-1)}\)\]

\(\textbf{for} \ j \in \{1, \ldots, M\} \textbf{ do}\)

\[v_{i_{j}}^{(t)} \leftarrow \left( \beta_{e_0} + \frac{1}{2} \left( g_{i} - [H f^{(t)}]_{i} \right)^2 \right) / \left( \alpha_{e_0} + \frac{3}{2} \right)\]

\(\textbf{end for}\)

\(\textbf{for} \ k \in \{1, \ldots, K\} \textbf{ do}\)

\[N_k^{(t)} \leftarrow |R_k^{(t)}|\]
\[m_k^{(t)} \leftarrow \left( m_0 + \frac{v_0}{v_k^{(t-1)}} \sum_{j \in R_k^{(t)}} f_j^{(t)} \right) / \left( 1 + \frac{N_k^{(t)} v_0}{v_k^{(t)}} \right)\]
\[v_k^{(t)} \leftarrow \left( \beta_0 + \frac{1}{2} \sum_{j \in R_k^{(t)}} ( f_j^{(t)} - m_k^{(t)} )^2 \right) / \left( \alpha_0 + \frac{N_k^{(t)}}{2} + 1 \right)\]

\(\textbf{end for}\)

\{variation of Potts energy\}
\[E^{(t)} \leftarrow E(f^{(t)}, z^{(t)}, m^{(t)}, v^{(t)})\]
\[\Delta E \leftarrow \left| \frac{E^{(t)} - E^{(t-1)}}{E^{(t-1)}} \right|\]

\textbf{end while}

opposite, no compact classes are seen as defaults due to the reconstruction algorithm. That is why in the formula of \(C_{omp}\), an uniform average over the classes is performed, so that no compact classes strongly penalize the reconstruction.

Next, once we have compact classes, one may be interested to focus on the contours of the regions : on the contours, do we have different classes’s voxels well-distinguishable ? To take into account this requirement, for one voxel \(j\) in class \(k\) and one of its neighbours \(i\) not in the same class as it, we compute a penalization term

\[\exp \left( - (f_j - f_i)^2 \right)\]

which is low if the classes of \(j\) and \(i\) are well-distinguishable, and high (i.e. close to 1) if not. We next compute the average of this term over all the neighbours of \(j\) which are not in the class as \(i\)

\[\langle d_{isl} \rangle_j = \left\{ \begin{array}{ll}
\frac{\sum_{i \in \nu(j)} \exp \left( - (f_j - f_i)^2 \right) \left( 1 - \delta(k - z_j) \right)}{\sum_{i \in \nu(j)} \left( 1 - \delta(k - z_j) \right)} & \text{if } j \text{ is on a contour } (z_j = k) \\
0 & \text{otherwise}
\end{array} \right. \]

(46)

Like for compactness indicator, we next perform the average over class \(k\) and over the classes, and we
define the distinguishability indicator as
\[
d_{\text{díst}} = 1 - \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{j \in R_k} (\bar{d}_{\text{díst}})_j
\]
(47)
in order to have an indicator which is high for good reconstructions: the higher \(d_{\text{díst}}\) is, the better the reconstruction is. This indicator \(d_{\text{díst}}\) favours reconstructions with well-distinguishable contours. Still, we compute an uniform average over the classes to penalize the classes which are not distinguishable from the others.

At last, we are eager to see if voxels in the same class have near gray levels. That is what we aim at when defining the homogeneity indicator
\[
h_{\text{homo}} = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{j \in R_k} (\hat{h}_{\text{homo}})_j
\]
(48)
with, if \(z_j = k\):
\[
(\hat{h}_{\text{homo}})_j = \begin{cases} 
\frac{\sum_{i \in \mathcal{V}(j)} \exp(- (f_j - f_i)^2) \delta(k - z_i)}{\sum_{i \in \mathcal{V}(j)} \delta(k - z_i)} & \text{if } \sum_{i \in \mathcal{V}(j)} \delta(k - z_i) \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]
(49)
Once again, \(h_{\text{homo}}\) is such that the higher \(h_{\text{homo}}\) is, the better the reconstruction is.

In total, we have defined three new reconstruction quality indicators which exploits the segmentation estimated jointly with the volume. In section 5, when comparing our method with others, we calculate these indicators for each reconstruction, in order to see if they agree with visual judgement.

5. Results

Here, we test our method on simulated and real volumes. The simulated volume is a Shepp-Logan phantom [52] in 3D, with \(256^3\) voxels, shown in figure 8, with its corresponding segmentation in \(K = 5\) classes. For this volume, 64 projections are used to do the reconstruction.

The real volume is a 3D IQI phantom [53], with size \(512 \times 512 \times 256\) voxels. 300 uniformly-distributed projections have been acquired. Each projection is an image with \(512 \times 512\) pixels, like the ones in figure 15. The real volume is shown in figure 14: it has been obtained by FDK reconstruction method [4] from 2400 projections.

5.1. Details of implementation

Because we deal with huge dimension object, matrix \(H\) is impossible to keep in memory. Consequently, we need to implement a projection operator (operator \(H\)) and a backprojection operator (operator \(H^T\)) to perform the object estimation step in JMAP algorithm (in section 3.2). Here, speed of these two operators arises as a key point for the efficiency of the algorithm.

The core of algorithm speed up consists in implementing forward projection and backprojection on GPU hardware, using CUDA to have high computing performances [15]. Details about types of projector and backprojector and their implementation can be found in [15, 54, 55, 56, 57, 58, 59].

As in [15], the projector we use here is ray-driven, i.e. one thread on GPU handles the ray-tracing of one ray. In one thread, the considered ray is regularly sampled in the volume in \(n_k\) points. At each point on the ray, the value of the volume is calculated by a trilinear interpolation. Then, this computed value multiplied by the step-size between two consecutive sample points is added to the value of the projection, according to the discretized Beer-Lambert law. A scheme of this ray-driven projector is shown in figure 6, in 2D for the sake of readability. Concerning the backprojector, once again as in
[15], it is voxel-driven, i.e. one thread handles one voxel. In one thread, as it is presented in figure 7 in 2D, for each projection angle \(\phi\), we trace a ray between the source and the considered voxel and we project it on the plan of detectors. The value of the obtained projection is computed by a bilinear interpolation. This value is added to the backprojected volume for the considered voxel. As we see, in our implementation, projector and backprojector are unmatched, i.e. backprojection operator is not exactly \(H^T\). This can be a problem to well-estimate the object [59], but we did not notice troubles due to that.

We may underline that the segmentation step is done on CPU. A good way to speed up the algorithm would be to implement this step on GPU too. This will be done in future works.

5.2. Strategies for the initialization of the algorithm and choice of the parameters

The initialization is a key step when applying a local optimization algorithm. Here, JMAP algorithm needs an initial volume and an initial segmentation.

To have an initial volume, FDK algorithm [4] can be used. Another way is to minimize the squared \(L_2\)-norm between the true and the estimated projections:

\[
f^{(0)} = \arg\min_f \{ \|g - Hf\|^2 \}.
\]  

(50)

Concerning the initial labels, as in [24], \(K\)-means algorithm [60] can be applied to the initial volume. This is what we did for the test on simulated Shepp-Logan phantom. On the opposite, it gave very bad results for real IQI phantom. That is why, for IQI phantom, we performed a non-uniform thresholding of the initial volume. To determine the thresholds, we use the histogram of the initial volume, and we apply the peak-picking algorithm explained in [61] and originally developed for non-parametric clustering [62]. For each bin in the histogram, we seek the nearest peak in its neighbourhood: this peak is called the parent-bin of the current bin, which is so called a child-bin of this peak. Each parent-bin and its children are seen as a class, i.e. the voxels in the children-bins of parent-bin \(k\) are assigned the initial class \(k\). When we know the number of classes, each parent-bin is assigned as the child-bin of a higher parent-bin in its neighbourhood until there are only \(K\) parents-bins.

Now, we present how to fix each parameter of the algorithm. An important one is the number of materials \(K\). In industry, the number of materials in the controlled volume is known. For the simulated Shepp-Logan phantom, we can compute \(K\) by using the true segmentation in figure 8: that gives \(K = 5\). For the real IQI phantom, the volume is composed of nylon, polytetrafluoroethylene (PTFE), polyamide and air: we fix \(K = 4\).

Next, the initialization can be used to fix several parameters thanks to their clear meaning. First, the initial volume is used to initialize the variances of the noise according to equation (37). In the initial segmentation, we compute the number of voxels \(N_k^{(0)}\) in each class \(k\). We fix the singleton energy by

\[
\alpha_k = \ln\left(\frac{N_k^{(0)}}{N}\right)
\]  

(51)

Moreover, on the initial segmentation, initial means \(m^{(0)}\) and variances \(v^{(0)}\) of the classes are computed.

The parameter \(m_0\) for the means of the prior on \(m\) is fixed so that it corresponds to an approximation of the median gray level in the volume

\[
m_0 = \frac{1}{2} \left( \max_j f_j^{(0)} + \min_j f_j^{(0)} \right)
\]  

(52)

By this way, and fixing \(v_0\) sufficiently large, we are ensured that all possible values for \(m_k, k \in \{1, \ldots, K\}\) can be selected by the algorithm. For the same reason, parameters \(\alpha_0\) and \(\alpha_{e_0}\) are chosen
Figure 6: Ray-driven projector

Figure 7: Voxel-driven backprojector
sufficiently large, and $\beta_0$ and $\beta_{\epsilon_0}$ sufficiently small, so that all possible values for $v_k, k \in \{1, \ldots, K\}$ and $v_{\epsilon_i}, i \in \{1, \ldots, M\}$ are allowed. Concerning parameter $\beta_{\epsilon_0}$, there is a way to fix it more precisely by using a prior on signal-to-noise ratio (SNR), and using the formula

$$\beta_{\epsilon_0} = \frac{\alpha_{\epsilon_0} - 1}{M} \times \|g\|^2 \times \frac{10^{-\frac{\text{SNR}}{10}}}{1 + 10^{-\frac{\text{SNR}}{10}}}. \quad (53)$$

explained in appendix B. Here, we assume $\text{SNR} = 20$ db.

The next parameter to fix is the granularity coefficient $\gamma_0$. Fixing this coefficient enforces our prior that classes in the volume are compact. So, it has to be chosen greater than the critical value $\gamma_c$. Because $\gamma_c$ is unknown, based on the results in figure 2, $\gamma_0$ is fixed greater than 1 if we want to enforce compact classes. The more compact we think the classes in the volume are, the farther from 1 $\gamma_0$ has to be fixed: here, we take $\gamma_0 = 3$. An improvement would be to fix this parameter automatically based on the initial segmentation, or at each iteration. There exist MCMC methods, like in [63] and [64], that estimate $\gamma_0$ based on a segmentation, without dealing with the untractable normalizing constant of $p(z | f, v, m, v; g, M)$ but, once again, a MCMC method would be too costly for our industrial application.

Tables 1 and 2 summarize the values of most of the parameters we fixed to apply our method, for reconstruction of respectively Shepp-Logan and IQI phantoms.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\alpha_{\epsilon_0}$</th>
<th>$K$</th>
<th>$\gamma_0$</th>
<th>$\epsilon_0$</th>
<th>$\alpha_0$</th>
<th>$\beta_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed values</td>
<td>2.1</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 1: Parameters of JMAP for simulated Shepp-Logan phantom reconstruction

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$\alpha_{\epsilon_0}$</th>
<th>$K$</th>
<th>$\gamma_0$</th>
<th>$\epsilon_0$</th>
<th>$\alpha_0$</th>
<th>$\beta_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed values</td>
<td>2.1</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 2: Parameters of JMAP for 3D IQI phantom reconstruction

5.3. Application of the algorithm and comparison with other methods

5.3.1. Test on simulated data

We first test our method on simulated Shepp-Logan phantom. Because we are in simulation, the projections are noisy such that $\text{SNR}=20$ db.

The initial volume is obtained by simple least-squares minimization. $K$-means algorithm [60] is applied on this volume to obtain the initial segmentation. JMAP algorithm gives the volume and the segmentation shown in figure 9. The evolution of Potts energy during the reconstruction is shown in figure 10.

These results are compared to FDK [4] and TV minimization. To perform TV minimization, we use the algorithm described in [65], based on Bregman iterations [66]. The segmentation of FDK and TV reconstructions in figures 11 and 12 are obtained thanks to what we call a posterior Potts segmentation. This posterior Potts segmentation consider the same Gauss-Markov-Potts model we have presented here above, but with no projection operation ($H=I$, which is the identity matrix), on which we have performed JMAP. This model for segmentation is presented in [67].
Because there are too few projections compared to the size of the volume, FDK obtains very bad results. JMAP and TV reconstruct good quality volumes. The border between the bone and the interior of the head is sharper for TV than JMAP. On the opposite, we notice JMAP reconstruction has a high contrast while TV reconstruction is more blurred. In figure 13, we have zoomed on the above part of the middle slice of the phantom for the original and the three reconstructions. Still, we see that JMAP gives the most contrasted reconstruction, while FDK reconstruction is very noisy and TV is blurred.

In table 3, we compute the reconstruction quality indicators presented in section 4. Because, for this phantom, the actual volume is known, we also compute

$$\Delta^2 f = \frac{\|f - f_0\|^2}{\|f_0\|^2},$$

(54)

where $f_0$ is the true volume. Once again, the failure of FDK with few projections is highlighted. JMAP obtains the best $\Delta^2 f$ thanks to a comprehensive prior on the volume. Concerning $C_{comp}, d_{ist}$ and $h_{omo}$, TV reconstruction achieves the highest values.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>$\Delta^2 g$</th>
<th>$\Delta^2 f$</th>
<th>$C_{comp}$</th>
<th>$d_{ist}$</th>
<th>$h_{omo}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDK</td>
<td>167.6 %</td>
<td>103.1 %</td>
<td>84.0 %</td>
<td>50.4 %</td>
<td>49.9 %</td>
</tr>
<tr>
<td>TV</td>
<td>13.5 %</td>
<td>26.1 %</td>
<td>94.2 %</td>
<td>81.2 %</td>
<td>81.0 %</td>
</tr>
<tr>
<td>JMAP</td>
<td>1.35 %</td>
<td>18.1 %</td>
<td>88.7 %</td>
<td>68.4 %</td>
<td>66.8 %</td>
</tr>
</tbody>
</table>

Table 3: Comparison FDK, TV and JMAP reconstruction of real IQI phantom using quality indicators defined in section 4

### 5.3.2. Test on real data

We now apply our method on an IQI phantom [53] with the parameters fixed in section 5.2. We obtain the reconstruction and the segmentation shown in figures 20 and 21. In figure 22, we show the evolution of Potts energy during the reconstruction, which converges to a maximum.

As in section 5.3.1, we compare our results on the real phantom with FDK and TV minimization. Concerning FDK, we show the reconstruction in figure 16. The corresponding segmentation is shown in figure 17. To obtain this segmentation, we performed the non-uniform thresholding based on the histogram of the volume and described in section 5.2.

These FDK reconstruction and segmentation are used as initial volume and labels for JMAP algorithm. FDK reconstruction is also used as initial volume for TV minimization algorithm. The results for this algorithm on the IQI phantom are shown in figures 18 for the reconstruction and 19 for the corresponding posterior Potts segmentation.

As we see, JMAP obtains a better quality in terms of contrast compared with both FDK and TV reconstructions. This better contrast is emphasized when in figure 23, we plot the profiles of the little holes in the bottom of the object : the profile of JMAP reconstruction is sharper than the ones of FDK and TV reconstructions. Moreover, when comparing figure 20 and 14, we can see that JMAP achieves a quality comparable to FDK reconstruction with 8 times less projections, which is a gain of time for the acquisition process.

In table 4, we compute the reconstruction quality indicators we have defined in section 4. Because the labels for the three reconstructions are very similar, $C_{comp}$ is practically the same for FDK, TV and JMAP. For $d_{ist}$ and $h_{omo}$, JMAP achieves the highest values, which is in accordance with our visual evaluation.
In this paper, we have presented a Bayesian reconstruction algorithm for 3D Computed Tomography. Developing this algorithm, the goal was to propose an enforcement of a Gauss-Markov-Potts prior model. The algorithm needed to be fast for industrial applications: that made MCMC methods unaffordable and led us to prefer JMAP algorithm.

We were also eager to propose a massively parallelizable algorithm, due to the very huge size of the volumes we are dealing with. This consideration has led us to make choices, that we have fully explained, for the estimation of each unknown in one global iteration of our method. Thanks to the prior model enforced by the algorithm, we have shown with simulated and real phantoms that our method achieves high quality reconstructions which outperform FDK and Total Variation minimization. Another great advantage is our method returns labels of voxels jointly with the reconstructed volume. Moreover, thanks to the fact that the prior model is clearly expressed in terms of probability distributions, tuning the parameters of our algorithm is very straightforward, based on the strategy we have detailed in section 5.2. For Total Variation minimization algorithm, this step has been more difficult, because the meaning of its parameters is not so clear.

In addition, we have investigated some reconstruction quality indicators in order to quantitatively compare FDK, TV and JMAP algorithms. These indicators have been useful to fully analyze our results in terms of compacity, homogeneity and distinguishability of the regions in the reconstructed volumes.

A future work would be to implement a full-GPU version of the method. A proof of convergence of the algorithm, with conditions on the initialization and the parameters, would be also valuable. A work on Variational Bayesian Approach on this model in the same context is also currently underway.

### A. Simple Gradient descent to estimate the object $f$ in JMAP algorithm

In section 3.2, the criterion to minimize in order to estimate the object in one iteration of JMAP is

$$J(f) = \|g - Hf\|_{V_c}^2 + \|f - m_z\|_{V_z}^2. \quad (55)$$

We do that by a simple gradient descent, that we detail in this section.

At iteration $(k+1)$ of simple gradient descent, we update the object as follows:

$$f^{(k+1)} = f^{(k)} - \lambda_k \nabla J \left( f^{(k)} \right) \quad (56)$$

where

$$\lambda_k = \arg \min_{\lambda > 0} \left\{ J(f^{(k+1)}) \right\} \quad (57)$$

is the optimal step of the descent. The gradient reads

$$\nabla J(f) = 2 \left( H^T V_c^{-1} H + V_z^{-1} \right) f - 2 \left( V_z^{-1} m_z + H^T V_c^{-1} g \right)$$
\[ \nabla J(f) = 2H^T V_{\epsilon}^{-1} (Hf - g) + 2V_{\epsilon}^{-1} (f - m_z). \quad (58) \]

As we see, the computation of the gradient requires one projection ($H$ operator), which is already done when we compute the criterion (see (27)), and one backprojection ($H^T$ operator).

To find the optimal step $\lambda_k$, we compute

\[
J(f^{(k+1)}) = J(f^{(k)}) + \lambda_k^2 \nabla J(f^{(k)})^T [V_{\epsilon}^{-1} + H^T V_{\epsilon}^{-1} H] \nabla J(f^{(k)})
\]

\[
+ 2\lambda_k \left[ (g - H f^{(k)})^T V_{\epsilon}^{-1} H - (f^{(k)} - m_z)^T V_{\epsilon}^{-1} \right] \nabla J(f^{(k)})
\]

and we solve

\[
\frac{dJ(f^{(k+1)})}{d\lambda_k} = 0
\]

which leads to:

\[
\lambda_k = \frac{\|\nabla J(f^{(k)})\|^2}{2\|\nabla J(f^{(k)})\|^2 [V_{\epsilon}^{-1} + H^T V_{\epsilon}^{-1} H] \nabla J(f^{(k)})}
\]

which can be rewritten:

\[
\lambda_k = \frac{\|\nabla J(f^{(k)})\|^2}{2 \left[ \|V_{\epsilon}^{-1} \nabla J(f^{(k)})\|^2 + \|V_{\epsilon}^{-1} H \nabla J(f^{(k)})\|^2 \right]}
\]

\[ (59) \]

The computation of $\lambda_k$ requires one projection of the gradient $\nabla J(f^{(k)})$. As stop criterion, we use the relative evolution of the criterion $J(f)$ between two iterations:

\[
\left| \frac{J(f^{(k+1)}) - J(f^{(k)})}{J(f^{(k)})} \right| = \frac{1}{2} \frac{\|\nabla J(f^{(k)})\|^2 |\lambda_k|}{J(f^{(k)})}
\]

\[ (60) \]

**B. Parameters for the prior of the variances of the noise**

The prior of the variances of the noise $\epsilon$ is

\[
p(v_{\epsilon}, |\alpha_{\epsilon_0}, \beta_{\epsilon_0}) = IG(v_{\epsilon}, |\alpha_{\epsilon_0}, \beta_{\epsilon_0}), \forall i
\]

\[ (61) \]

We fix $\alpha_{\epsilon_0}$. Next, we want to fix $\beta_{\epsilon_0}$ with respect to $\alpha_{\epsilon_0}$ and SNR, in order to perform reconstruction using JMAP algorithm explained in section 3. SNR (Signal-to-Noise Ratio) is defined by

\[
SNR = 10 \log \left( \frac{\|g_0\|^2}{\|\epsilon\|^2} \right)
\]

where $\log$ is the logarithm to the base 10, and $g_0$ the unnoisy projections of the object. Because we do not know these unnoisy projections, we make the common assumption that the noise $\epsilon$ and the unnoisy projections $g_0$ are orthogonal:

\[
\|g\|^2 = \|g_0\|^2 + \|\epsilon\|^2
\]

\[ (63) \]

That leads to

\[
SNR = 10 \log \left( \frac{\|g\|^2}{\|\epsilon\|^2} - 1 \right)
\]

\[ (64) \]
We approximate $\|\epsilon\|^2$ by its expectation, which gives:

$$\|\epsilon\|^2 \approx \mathbb{E}(\epsilon^T\epsilon) = \text{Tr}[\mathbb{E}(\epsilon\epsilon^T)]$$

$$= \text{Tr}[\mathbb{E}(\mathbb{E}(\epsilon\epsilon^T|\mathcal{V}_\epsilon))]$$

$$= \text{Tr}[\mathbb{E}(\mathcal{V}_\epsilon)]$$

$$= \mathbb{E} \left( \sum_{i=1}^{M} v_{\epsilon_i} \right)$$

$$= \sum_{i=1}^{M} \mathbb{E}(v_{\epsilon_i})$$

$$= M \times \frac{\beta_{\epsilon_0}}{(\alpha_{\epsilon_0} - 1)}$$

Using the definition of SNR in equation (62), we find the expression given in equation (53) to fix $\beta_{\epsilon_0}$:

$$\beta_{\epsilon_0} = \frac{\alpha_{\epsilon_0} - 1}{M} \times \|g\|^2 \times \frac{10^{-\frac{\text{SNR}}{10}}}{1 + 10^{-\frac{\text{SNR}}{10}}}.$$ (65)
Figure 10: Evolution of Potts energy during JMAP reconstruction of Shepp-Logen phantom

Figure 11: FDK reconstruction (a) and posterior segmentation in $K = 5$ classes (b) of Shepp-Logan phantom (middle slice)

Figure 12: TV reconstruction (a) and posterior segmentation in $K = 5$ classes (b) of Shepp-Logan phantom (middle slice)
Figure 13: Zooms on original Shepp-Logan phantom (a), and its reconstructions by FDK (b), TV (c) and JMAP (d)

Figure 14: Real IQI phantom, obtained by FDK from 2400 projections (bottom and top)
Figure 15: Two projections at angle 0° (a) and 90° (b) of the volume to reconstruct
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Figure 16: FDK reconstruction (bottom and top) from 300 projections

Figure 17: Segmentation of FDK reconstruction (bottom and top) with 300 projections
Figure 18: TV reconstruction (bottom and top) from 300 projections

Figure 19: Segmentation of TV reconstruction (bottom and top) with 300 projections
Figure 20: Reconstruction obtained by JMAP (bottom and top) from 300 projections

Figure 21: Segmentation obtained by JMAP (bottom and top) from 300 projections
Figure 22: Evolution of Potts energy during JMAP reconstruction of real IQI phantom
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Figure 23: Profiles of holes for FDK (a), TV (b) and JMAP (c) reconstructions of real IQI phantom from 300 projections


