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Abstract

The ability to monitor our own errors is mediated by a network that includes dorsomedial prefrontal cortex (dmPFC) and anterior insula (AI). However, the dynamics of the underlying neurophysiological processes remain unclear. In particular, whether AI is on the receiving or driving end of the error-monitoring network is unresolved. Here, we recorded intracerebral electroencephalography signals simultaneously from AI and dmPFC in epileptic patients while they performed a stop-signal task. We found that errors selectively modulated broadband neural activity in human AI. Granger causality estimates revealed that errors were immediately followed by a feedforward influence from AI onto anterior cingulate cortex and, subsequently, onto presupplementary motor area. The reverse pattern of information flow was observed on correct responses. Our findings provide the first direct electrophysiological evidence indicating that the anterior insula rapidly detects and conveys error signals to dmPFC, while the latter might use this input to adopt behavior following inappropriate actions.
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Introduction

The ability to monitor our own errors is a critical aspect of learning that is mediated by coordinated activity in the dorsal medial prefrontal cortex (dmPFC) including anterior cingulate cortex (ACC), and presupplementary motor area (preSMA) and anterior insula (AI) (Ullsperger and von Cramon 2001; Holroyd and Coles 2002; Ito et al. 2003; Wessel et al. 2012). However, the functional hierarchy and precise spatio-temporal dynamics of error-monitoring signals in the human brain remains debated. A classical view postulates a leading role of anterior cingulate cortex (ACC). This largely stems from scalp-electroencephalography (EEG) studies that have identified the ACC as the generator of an error-related negativity potential occurring around 100 ms after behavioral errors (Gehring et al. 1993; Dehaene et al. 1994; Debener et al. 2005). An alternative hypothesis posits that signals coming from the AI may be the actual input to the error-monitoring network (Sridharan et al. 2008; Ham et al. 2013) and may reflect an error-awareness signal (Ullsperger et al. 2010; Klein et al. 2013).
In parallel, a recent study suggests that responses in supplementary motor area during error-monitoring occur systematically before ACC responses, which might be an indication that SMA plays a leading role in the error-monitoring network (Bonini et al. 2014).

These partly diverging accounts of information flow within the error-monitoring circuitry may be due to differences in experimental paradigms and spatial sampling but also to differences in the techniques used to assess brain’s response to errors. For instance, functional neuroimaging and scalp-EEG differ in terms of spatio-temporal resolution, but they also measure different underlying physiological processes. Such discrepancies may explain why it has been difficult so far to reach a consensus on the dynamic properties of the error-detection network and the role of the insula therein.

In the present study, we sought to overcome some of these limitations by directly recording neural signals with depth electrodes implanted in key structures of the error-monitoring network. To this end, we recorded intracerebral electroencephalography (stereotactic electroencephalography, sEEG) in 6 epileptic patients, while they performed a stop-signal task (SST). This task has been used in numerous previous studies to probe the neural correlates of the error-monitoring network (Ito et al. 2003; Ramautar et al. 2006; Sharp et al. 2010). Using sEEG, we were able to assess both local activity and inter-areal connectivity modulations during error processing with both high spatial and temporal precision. Key to this study was the opportunity to simultaneously record AI and dmPFC structures (ACC or preSMA) in most patients. Precisely, all patients had electrodes in AI and, in 3 out of the 6 patients; the AI recordings were obtained simultaneously with signals from ACC or preSMA (or both). This allowed us to probe the role of AI by measuring error-related changes in (1) its local activity and (2) its long-range effective connectivity within the error-monitoring network. We found that error commission was associated with an increase in broadband gamma activity (BGA, 50–150 Hz) in AI as well as a remarkable reversal of information flow within the error-monitoring circuitry with AI driving dmPFC activity on error trials but dmPFC driving AI on correct responses. Taken together, our findings reveal the broadband electrophysiological underpinnings of human AI activity following behavioral errors and, most importantly, they posit AI as the key error-signaling component within the error-monitoring network.

Materials and Methods

Patients

Intracerebral recordings were obtained from 6 neurosurgical patients with intractable epilepsy (4 female, mean age: 29.5 ± 3.5 years) at the Epilepsy Department of the Grenoble University Hospital. In order to localize epileptic foci that could not be identified through noninvasive methods, neural activity was monitored in lateral, intermediate, and medial wall structures in these patients using stereotactically implanted multilead electrodes (sEEG). Electrode implantation was performed according to routine clinical procedures and all target structures for the presurgical evaluation were selected strictly according to clinical considerations with no reference to the current study. Patients selected for the study were those whose electrodes sampled anterior insular cortices. All participants had normal or corrected to normal vision and provided written informed consent. Experimental procedures were approved by the Institutional Review Board and by the National French Science Ethical Committee (CPP Sud-Est V no. 09-CHUG-12).

Electrode Implantation

Eleven to fifteen semi-rigid, multilead electrodes were stereotactically implanted in each patient. Electrodes had a diameter of 0.8 mm and, depending on the target structure, contained 10–15 contact leads 2 mm wide and 1.5 mm apart (DIXI Medical Instruments). All electrode contacts were identified on each patient’s individual postimplantation MRI. Each subject’s individual preimplantation MRI was co-registered with the postimplantation MRI to determine the anatomical location of each contact and to compute all contacts coordinates in the Montreal Neurological Institute (MNI) space using standard Statistical Parametric Mapping (SPM) algorithms. Visual inspection of the contacts locations was also used to check whether each sEEG contact was located in gray or white matter.

Intracerebral EEG Recordings

SEEG recordings of 128 contacts in each patient were conducted using a commercial video-sEEG monitoring system (System Plus, Micromed, Italy). The data were bandpass-filtered online from 0.1 to 200 Hz and sampled at 512 Hz, using a reference electrode located in white matter. Each electrode trace was subsequently re-referenced with respect to its direct neighbor (bipolar derivations with a spatial resolution of 3.5 mm) in order to achieve high local specificity by canceling out effects of distant sources that spread equally to both adjacent sites through volume conduction. All electrodes exhibiting epileptiform signals were discarded from the present study. This was achieved in collaboration with the medical staff and was based on visual inspection of the recordings.

SST Experimental Procedures

Patients completed on average 414 ± 41 trials of a SST, which was composed of 2 types of trials (GO and STOP trials, Fig. 1A) presented in a randomized order. The SST generates a large number of errors during stop trials. Comparison of neural responses across correct and incorrect button presses allowed us to identify electrode contacts that responded in an error-monitoring selective manner equivalent to that typically observed in the functional magnetic resonance imaging (fMRI)-defined error-monitoring network. The majority (70%) of trials were GO trials, which consisted of an imperative GO cue (a white circle subtending 1° of visual angle) that prompted patients to press a button with the right index as fast as they could. During STOP trials (30% of trials), patients were asked to inhibit their prepared movement in response to a STOP cue (a white cross subtending 1° of visual angle) that unpredictably followed the GO cue after a variable delay (the stop-signal delay, SSD). GO cues were preceded by a variable fixation period (range: 500–1500 ms) and vanished after button press or after 1000 ms during GO trials and after the SSD during STOP trials. STOP cues disappeared after 500 ms or after incorrect button press, in case of errors.

The ability to stop a response is related to the SSD value (the longer the SSD, the more difficult it is to stop). The SSD was varied from trial to trial to adjust task difficulty using a staircase procedure: if subjects succeeded in withholding the response in a STOP trial, the SSD increased by 50 ms; if they failed, SSD decreased by the same amount of time. The staircase procedure ensured that...
the subjects would fail in withholding their response in around 50% of the stop trials. To maintain high attentional and motivational level, a feedback lasting 1500 ms appeared 1000 ms after each trial to indicate success or failure to patients in the current trial. Successful trials were accompanied by a score increase of 1 point for GO trials and of 3 points for STOP trials. Unsuccessful trial feedbacks consisted of losing 1 point for GO trials and of 3 points for STOP trials, respectively. During feedback, both score increase/decrease in the current trial and the total of points won previously were displayed. Visual stimuli were delivered on a 19-in. TFT monitor with a refresh rate of 60 Hz, controlled by a PC with Presentation 14.1 (Neurobehavioral Systems, Albany, CA). The monitor was placed 70 cm away from the subject’s eyes. All patients responded to the tasks through right-hand button presses.

Signal Preprocessing and Time–Frequency Power Analysis

The first step of our analysis was to determine the typical response to errors in the AI. To do this, we used the freely available ELAN analysis toolbox (Aguera et al. 2011), developed at the Brain Dynamics and Cognition Laboratory (INSERM U1028, Lyon, France) to compute standard time–frequency (TF) wavelet decomposition of power (Lachaux et al. 2003), which allowed us to identify major TF components of interest across correct vs. incorrect button presses. The frequency range was 1–150 Hz and the time interval included a 1000-ms prestimulus baseline and lasted until 1000 ms after button presses. Normalized power values (Z scores were computed using a −700 to −200 ms prestimulus baseline) were computed and averaged across trial types for each sEEG contact-pairs to visualize task-induced power modulations.

Computation of Single-Trial Instantaneous Broadband Envelopes

Broadband gamma activity (BGA) was extracted with the Hilbert transform of sEEG signals using custom Matlab scripts (Mathworks Inc., MA, USA) as follows: the sEEG signals were first bandpass filtered in 10 successive 10-Hz-wide frequency bands.
(e.g., 10 bands, beginning with 50–60 Hz up to 140–150 Hz). For each bandpass-filtered signal, we computed the envelope using a standard Hilbert during the entire experiment with a time resolution of 15.625 ms. Again, for each band, this envelope signal (i.e., time-varying signal amplitude) was divided by its mean across the entire recording session and multiplied by 100 for normalization purposes. Finally, the envelope signals were computed for each consecutive frequency band (e.g., 10 bands of 10 Hz intervals between 50 and 150 Hz) were averaged together, to provide one single time-series (the BGA) across the entire session, expressed as percentage of the mean. This time series was then divided into trial-wise responses, which were analyzed as detailed below. We performed similar computations to estimate functional modulation in the other frequency bands (4–8 Hz; 8–12 Hz; 15–35 Hz; For 15–35 Hz activity, we used 5 successive 5-Hz-wide frequency bands).

Identification of Sites in the AI with Error-Specific Responses

We first used the BGA responses to identify error-selective contacts in the insula for theoretical reasons. For each sEEG contact, we calculated the average BGA during the post-button press interval (0–800 ms) for each of the correct and incorrect button presses. Error-related sites within the insula corresponded to contact-pairs for which the unpaired t-test on the activity between error and correct trials was positive and reached significance after controlling the P values for multiple comparisons over the number of available sEEG electrodes for each patient (n = 95 ± 3 contact-pairs for each patient) using the False Discovery Rate - FDR - algorithm (Genovese et al. 2002). To exclude recording sites in AI with BGA responses that could be caused by a saliency effect (driven by the unexpectedness of STOP cues) rather than error processing, we performed a further analysis where BGA responses were time-locked to stop cues. We calculated the average BGA during the postSTOP-cue interval (0–800 ms) for each of the successful STOP and unsuccessful STOP trials. We then compared these values using an unpaired t-test and corrected the P-values for multiple comparisons over the number of available sEEG electrodes using the FDR. Contacts that showed significantly greater response to errors time locked to button presses as well as errors time-locked to stop cues were deemed to be error-related sEEG contacts. A similar type of conjunction analysis was used previously in a neuroimaging study to clarify the respective contribution of saliency versus error component in AI, preSMA and ACC (Wessel et al. 2012).

Response Onset and Peak Latencies

We examined the timing of error-monitoring signals. These signals were defined by the difference between correct and incorrect responses, time-locked to button presses or to stop cues. We calculated onset latencies for each contact by comparing BGA for the appropriate conditions for each 15.625 ms time bin in the [−250 to 1000 ms] time interval, using single-trial responses at each time bin as observations (unpaired t-tests across trials). The resulting P-values were corrected for multiple comparisons in the time domain with the FDR algorithm to take into account the 81 tests performed across time. The onset latency for a contact corresponded to the first time bin at which a significant corrected P value was observed. In addition, the duration of experimental effects had to be superior or equal to 90 ms (6 bins) to derive onset latency for a sEEG contact. We also calculated the peak latency for each contact, which corresponded to the time point at which the activity observed after errors reached its maximum.

Computation of Event-Related Potentials

Event-related potentials (ERPs) were measured by averaging data segments across epochs in the time domain of all bipolar derivations after applying a zero-phase low-pass Butterworth filter with a cutoff frequency of 15 Hz.

Whole-Brain Analyses

To generate statistical images summarizing our findings at the group level, we took the following approach. First, we computed for each patient and for each sEEG site, a Welch t-test between error and correct trials time-locked to button presses during the 800 ms following the motor responses (either in the gamma or in the beta bands). FDR correction was then performed to correct for multiple comparisons across the number of sEEG contacts of each patient. A 3-mm isotropic 3D image of the resulting P-values was then obtained by assigning the P-values to all voxels in a sphere of 10 mm radius centered on the MNI position of the corresponding sEEG site. Such spatial smoothing is needed because of the low spatial coverage within-subject and high-sampling variability across subjects. In addition to the spatial heterogeneity, there is also a fair amount of variability across patients in the temporal domain (this is why we used an 800 ms window for the analysis). To display the voxels activated at the group-level, we used individual statistical images and count within each voxel the number of patients showing a statistically significant change in activity. A voxel was considered to be significant if the FDR corrected P-value was < 0.05 in at least 2 patients. This contrast between unsuccessful suppression (US) and a correct button press (GO) conditions is thus denoted by “US > GO” (see Fig. 5).

A similar approach was used to display cortical distributions of error-related activities that rule out a pure saliency effect, that is, activity increases merely generated by the occurrence of an unexpected stop cue. To this end, we used a conjunction analysis that depicted the number of patients with a statistically significant change in power not only time-locked to the button press (failed suppression vs. correct button presses) but also time-locked to the stop cue (failed suppressions vs. successful suppression [SS]). Similarly, to the response-locked analysis, the stop-cue-locked responses were assessed using a Welch t-test and a 0–800 ms time interval (P < 0.05 FDR corrected). This conjunction approach identifies voxels where 2 contrasts are statistically significant: (a) US vs. correct button press (GO), and (b) US vs. SS, and is thus denoted by “US > GO & US > SS” (see Fig. 5).

Finally, previous activations from functional neuroimaging studies were added to the final images, representing the rAI, preSMA, and ACC regions (Ramaurat et al. 2006; Klein et al. 2007; Sharp et al. 2010; Wessel et al. 2012; Ham et al. 2013). We used the MNI coordinates reported in these 5 landmark papers to determine on these brain maps the areas typically involved in error-monitoring. All voxel <10 mm from the MNI coordinates reported in these publications were colored in light gray (see Fig. 5). For display purposes, 3D images were projected on an inflated cortical mesh of a canonical brain using routines from the Statistical Parametric Mapping (SPM 12) software. Note that we projected all left sEEG sites onto the right hemisphere. Although this assumes the absence of lateralization effects, it was useful in order to visualize and summarize the activity across the 6 patients of this study using these whole-brain representations. The within-subject statistical tests for all AI sites are summarized in Supplementary Table S1.

Measuring Task-Related Network Interactions

The dynamics of information flow between anterior insular and medial prefrontal components of the error-monitoring network
were probed using Granger causality (GC) (Granger 1969). In practice, GC was estimated between the unfiltered raw SEEG signals simultaneously recorded in AI and key structures of the dor-somedial prefrontal cortex (ACC and/or preSMA). This was possible because in 3 out of 6 patients, AI recordings were obtained simultaneously either with ACC or preSMA (or both). In particular, participants P2 and P4 were implanted in AI and in dACC (Fig. 6), and participants P3 and P4 were implanted in AI and in preSMA (Fig. 7). A careful identification of the anatomical locations of the recording sites is of the highest importance, in particular when it comes to delineating the borders between pre-SMA and dACC (Amiez et al. 2013, 2015). Supplementary Figure S1 shows the coordinates and locations of the preSMA and dACC sites overlaid on the individual subject MRI. The detection of statistically significant BGA responses described in the first part of the study provided a practical and functionally relevant electrode-selection procedure for the subsequent GC analysis. Only data from insular sites that showed significant error-related BGA responses were used to assess the error-related modulations of connectivity with ACC and/or preSMA. The GC analysis was conducted using a MATLAB Toolbox (Seth 2010). In the analysis, Granger Causality was computed across trials separately in the GO (correct button press) and US (unsuccessful STOP, i.e., erroneous button press) conditions; the computations were performed using partially overlapping 200 sample-long windows (ca. 390 ms given the 512 Hz sampling frequency), with window centers spanning the range from 293 ms preceding button press to 780 ms after button press. Each time window was detrended, the ensemble mean was subtracted, and first-order differencing was applied. The optimal model order was determined by evaluating the Akaike (Akaike 1974) and Bayesian (Seth 2005) information criteria (AIC and BIC respectively). While the former failed to converge, the BIC yielded an optimal model order of 25. Subsequently, the Granger Causality terms were computed, and the difference of influence (DOI) measure was computed. This represents the overall net directionality between 2 sites A and B, obtained by assessing the difference between GC measured from A to B and the GC measured from B to A. The statistical significance of DOI terms was determined using permutation tests (200 permutations), a standard nonparametric technique widely used in neuroscience. We used the implementation of permutation test provided with the Granger Causality toolbox (Seth 2010). Furthermore, we also ran the same analysis, with different window size and model order parameters. This led to comparable results and confirmed robustness of the GC analysis. Note that while we often refer to the coupling captured by Granger Causality throughout the manuscript as neuronal interaction (with a putative dominant direction of influence), it is important to keep in mind that what is actually estimated is a directed statistical measure of functional connectivity.

Computing Task-Related Temporal Modulation of Heartbeat Rate

The time course of the heart-beat rate was estimated from the electrocardiogram (ECG), which was also sampled at 512 Hz. The R peaks of the ECG’s QRS complex were identified using a dedicated detection algorithm provided as part of the FMRIB plug-in to EEGLab (Niazy et al. 2005; Wessel et al. 2011). Next, the duration of the inter-beat interval was extracted by computing the difference between the latencies of every 2 successive R peaks. The time series of heart rate in beats per minutes (bpm) was then estimated by linear interpolation of the inter-beat intervals. The data were individually checked for artifacts via visual inspection and subsequently segmented into 1-s nonoverlapping intervals from one second preceding the response to 3 s following the response. For each subject, we thus obtained estimates of heartbeat rate at 4 time intervals around button presses. By separately averaging these heart rate time series for correct and erroneous button presses, we were able to compare heart rate values in correct (GO trials) and incorrect (US trials) conditions. Statistical significance for these comparisons was assessed via unpaired t-tests applied to each of the 4 time intervals.

Results

Intracerebral EEG data were collected from a total of 559 intracerebral sites across 6 patients with intractable epilepsy (4 women; mean age, 30 ± 3.5 years) while they performed a SST (Fig. 1A). The average error rate was 3.8 ± 1.5% during GO trials and 53.9 ± 2.6% during STOP trials. This group performance is close to the expected 50% level given the staircase procedure used to adjust dynamically stop-trial difficulty as a function of subject performance (see Materials and Methods for details). Patients committed only very few omission errors during GO trials (n = 5, 0, 40, 6, 23, and 4 omission errors in participants P1–P6 respectively). The mean response time computed over incorrect stop trials was 495 ± 61 ms, which was significantly shorter (P = 0.0036) than the mean response time over correct GO trials (598 ± 66 ms). Overall, all subjects performed well and the behavioral results were comparable with those reported in previous eSEEG studies based on a stop-signal task (Swann et al. 2009, 2012).

Compared with correct button presses (GO trials), erroneous button presses (i.e., unsuccessful stop, US trials) were associated with a strong broadband increase in neuronal population response in anterior insular cortex of all 6 patients (Fig. 1B–G). In the following, we primarily focus on BGA (50–150 Hz) because previous studies on humans have shown that this neural marker is correlated with neuronal firing (Manning et al. 2009) as well as with fMRI BOLD responses (Lachaux et al. 2007; Jerbi et al. 2009). Nevertheless, for the sake of completeness, task-related changes in the lower frequency bands are also examined and discussed.

In order to precisely assess the dynamics of AI activity during error-monitoring, we quantified BGA on a trial-by-trial basis and across conditions (Fig. 2). We found a robust increase in BGA in AI when participants had to refrain from pressing a button, but failed to do so (US). This increase was absent when the subjects actually performed a required button press (GO trials). This effect was highly consistent across trials and patients (Fig. 2). This BGA increase was found to be statistically significant in 22 AI recording sites across all patients (Fig. 2; t-test on single-trial BGA between 0 and 800 ms posterior vs. correct responses; all t-values >3.4; P < 0.05 corrected, see Materials and Methods section). This error-monitoring response in AI started 44 ± 14 ms after button press and lasted slightly longer than half a second (mean effect duration was 632 ± 70 ms and the effect peaked on average at 274 ± 48 ms following the erroneous button press). These latencies were determined as the time at which responses to incorrect button presses (US) became statistically different from responses to correct button presses. Note that if we only selected a single representative recording site per patient, the above latencies remained largely unchanged (57 ± 15 ms, 553 ± 72 ms and 254 ± 66 ms, for the mean onset, duration and peak latencies, respectively).

Figure 2G shows the anatomical location in each patient of the AI electrode contacts that showed the strongest error-related BGA response (mean MNI coordinates: x = ±35, y = 17, z = ±3). These AI sites were located within the accessory and anterior short gyri of the insular agranular cortex that functionally correspond to the
cognitive subregion of the insula (Dupont et al. 2003; Kurth et al. 2010). Figure 2H shows the grand-average error-related BGA across these sites. Note that this group-level overview remained similar when all AI contacts with significant responses were used (n = 22) rather than one contact per patient. Furthermore, removing the functional selection bias did not affect the group-level response, suggesting that the error-monitoring effect in AI was very robust (i.e., this was demonstrated by keeping in the group-level analysis all sEEG sites within AI instead of selecting only the sites that statistically showed the error-monitoring effect individually). In theory, the AI response following errors might simply be a response to the saliency of the stop cue (an unexpected and behaviorally significant event). But if this were the case, then the same response should be observed after STOP signals even when patients successfully withhold their response. Therefore, to rule out that the observed significant BGA increases in the failed STOP trials across the 22 insular sites could be entirely explained by stimulus saliency, we directly compared insular responses in correct STOP trials (SS) to those observed in incorrect STOP trials (US). Since the salient stop signal was present in both, an account exclusively based on stimulus saliency would predict comparable insular responses in both conditions or even a stronger response during SS trials (because patients might have paid more attention to the unexpected stop cue when they were successful). This is not what we observed: we found that although BGA activity was enhanced in both cases (in line with the involvement of AI in saliency processing, Fig. 3), the amplitude of the BGA response was significantly higher after US compared with SS in 15 out of the 22 AI contacts (unpaired t-tests on single-trial BGA between 0 and 800 ms post-Stop-cue onset performed for each AI site, P < 0.05). In other words, out of the 22 AI sites that display significant BGA increases for US compared with GO trials (i.e., analysis time-locked to button press), a large portion (15 sites) also showed a significant BGA increase for US compared with SS (i.e., analysis time-locked to stop-cue). Thus, the temporal profile of BGA response (Fig 3) suggests an additive effect of saliency and error monitoring in the AI: the initial BGA component could reflect saliency processing while the higher peak and more sustained response may reflect more specific error-monitoring processes.

Note that in the US condition the Stop cue disappeared on button press, whereas in SS the STOP cue remained visible for 500 ms. One could therefore ask whether the higher gamma response in AI in the US condition (compared with SS) could be due to the subtle difference in the visual stimulus. This interpretation is unlikely given that the extinction of the stimulus upon button press in the GO condition did not elicit a comparable gamma response. In addition, if the gamma response was related...
to the duration of cue presentation, we would have expected to find a higher response for SS compared with US, which is the opposite of what we observed. Nevertheless, we performed a control analysis where we repeated the US versus SS analysis but this time restricting the US trials to the trials where the participants pressed the button even before the appearance of the Stop cue. This guaranteed that the sensory stimulus was identical across the 2 conditions. Because such trials are rare, this analysis was only possible using data from 2 participants (P1: n = 13 US trials and P3: n = 45 US trials). Critically, the Stop-cue-related BGA activity was significantly greater (P < 0.05, FDR corrected) during US trials compared with SS trials for these 2 patients. This confirms that the AI GBA Stop-cue effect (US > SS) is preserved when we control for visual stimulus properties. Alternative interpretations based on motor-components can also be ruled out given the absence of a statistically significant BGA response in the GO trials (see Fig. 2).

Moreover, we asked whether another type of error, failure to press the button on Go trials (i.e., omission errors) was also associated with gamma power increases. However, because these errors are very rare events, we were only able to test this hypothesis in one participant (P3) who committed 40 omission errors. Remarkably, we found that AI activity in the gamma frequency range was higher after omission errors than after correct GO trials during an 800 ms time interval after feedback onset (AI contact P3, unpaired t-test, t = 4.85, P < 0.05, FDR corrected). No such effect was present in the beta frequency range. Although highly interesting, this result needs to be taken with a lot of caution because we were only able to test it in one participant given that the study was not designed to explore omission errors.

Although our primary focus was on the AI, we also performed exploratory whole-brain analyses to identify regions that were differentially activated during error-monitoring. Figure 5A shows that errors were associated with significant increases in BGA mainly in AI and dmPFC (ACC and preSMA), in addition to smaller clusters in the dorsolateral prefrontal cortex (including the inferior frontal gyrus) and in the dorsal and ventral premotor cortex. The rest of the active clusters reasonably matched components of the saliency network (Menon and Uddin 2010). Figure 5B shows that a conjunction analysis of the gamma activity corresponding to errors time-locked to button presses and stop cues revealed an effect only in the AI, ACC and ventral premotor sites. This
suggests a more specific encoding of error-related processes at these sites because they were activated in the gamma band when the error-signal was time-locked to button presses but also when contrasting unsuccessful and successful stop trials (corrected P < 0.05). Finally, a different picture emerged when estimating the dynamics of error-related activities within the beta band (13–35 Hz); error commission was associated with a clear increase of beta power that was anatomically restricted to the AI (Fig. 5C).

Figure 4. Grand-average electrophysiological responses in the AI following errors and correct responses. (A–C) Grand-average profile of theta (4–8 Hz), alpha (8–12 Hz), and beta (15–35 Hz) amplitudes (n = 6) following errors and correct button presses (t = 0 corresponds to button press). (D–F) Grand-average profile of theta, alpha, and beta amplitudes (n = 6) following correct and incorrect stop trials (t = 0 corresponds to stop-cue presentation). The format and conventions are the same as in Figure 2 (panels A–C) and 3 (panels D–F).

Figure 5. Whole-brain analyses. (A) Dynamics of the error-monitoring signal across all patients in the gamma band (errors > correct button presses, P < 0.05, FDR corrected). The upper views depict the right hemisphere (lateral surface) and the lower views the mesial surface of the right hemisphere. (B) Dynamics of the error-monitoring effect in the gamma band with a saliency mask (errors > correct button presses and US > SS trials in the [0–800 ms] time interval, P < 0.05, FDR corrected). (C) Dynamics of the error-monitoring signal across all patients in the beta band (errors > correct button presses, P < 0.05, FDR corrected). t = 0 corresponds to button press. Hot colors indicate activity increase after errors whereas cold colors indicate a decrease of activity after errors.

Note that this beta band activation was restricted to a yet smaller portion of AI following the same conjunction analysis performed for gamma responses in order to rule out stimulus saliency effects (not shown, but see Supplementary Table S1 for details).

Next, to probe the dynamic contribution of AI to error-processing from a network perspective, we assessed the directionality of information flow by measuring GC between AI and simultaneously recorded key dmPFC structures. In particular,
we probed GC between AI and either dorsal ACC (dACC), preSMA or both, depending on availability of simultaneous recordings in these structures. This was possible in 3 out of 6 patients (see Materials and Methods for details). The causality analyses revealed a remarkable change in the pattern of information flow between AI and dmPFC after errors: while after correct button presses the Granger DOI (direction of influence) indicated a prominent drive from dACC and preSMA toward AI, the reverse relationship was observed after behavioral errors (failed inhibition), with a prominent drive now from AI to dACC and preSMA (Figs 6 and 7). Interestingly, these DOI reversals (permutation tests, $P < 0.05$) occurred first in the dACC–AI interaction (within 400 ms following button press), and then for the preSMA–AI interaction (between 600 and 800 ms after button press). These DOI reversal windows were determined as the time points for which DOI switches from being statistically significant in one direction on correct button press trials to being statistically significant in the opposite direction on error trials.

In order to relate our findings to previous noninvasive EEG literature, we also computed event-related potentials (ERPs) on correct and incorrect button presses. Similar to GBA analysis, ERPs were calculated for AI sites across all 6 patients and among these also for available ACC sites (2 patients) and preSMA sites (2 patients). Consistent error-related negativity potentials (ERN) were found in AI (Supplementary Fig. 2) and in ACC (Supplementary Fig. 3), but not in preSMA. Although, the peaks on the recorded ERP were not easy to identify in all patients; on average, the ERP in AI peaked at $239 \pm 27$ ms ($n = 6$ patients, see Supplementary Fig. 2). Interestingly, in the 2 individuals that had sEEG recordings simultaneously in AI and ACC, we observed that the AI peak preceded ACC peak in one patient while the other patient showed the opposite pattern (Supplementary Fig. 3). However, when comparing the latency at which error potentials began to differ from correct response potentials ($P < 0.05$), we found that the onset of the effect in AI preceded that of ACC in both patients (P2 and P4). As such, the temporal order of the onset of ERP difference (error vs. correct responses) in AI and ACC is in agreement with the GC results. ERP peak latencies, however, seem to be a less robust indicator of directionality.

Finally, we analyzed the electrocardiogram from all patients during a 4-s window around button presses ($-1$ s to $+3$ s) to verify whether error trials were associated with interoceptive responses. As expected from previous studies, we found a significant deceleration in heart rate after errors compared with correct trials in all 6 patients (Supplementary Fig. 4).

**Discussion**

We found that committing an error (failure to inhibit a button press in a SST) is associated with a rapid increase of electrophysiological activity in the AI as well as a reversal of the direction of information flow between AI and key nodes of the
dorsomedial prefrontal cortex. Our findings provide direct electrophysiological evidence for a leading role of AI within the saliency-error-monitoring networks.

Disentangling pure saliency-driven from pure error-monitoring processes is an intricate endeavor and is only possible up to a given extent. Realizing that one has committed an error is, in most contexts, a highly relevant event that may induce emotional reactions and may also require behavioral adaptation. The error-monitoring network and the salience network are thereby inherently related to one another. Converging evidence suggests that the activity of the Insula and ACC nodes of the salience network is modulated by the extent of "subjective salience", which may be cognitive, homeostatic, or emotional (Damasio et al. 2000; Critchley et al. 2004; Naqvi et al. 2007; Seeley et al. 2007; Craig 2009; Shenhav et al. 2013). So, to which extent do our findings allow us to distinguish between neuronal processes specifically mediating error-monitoring or, more generally representing salient events? To address this question, we first discuss how our results relate to an objective form of saliency (such as the presence of an unexpected stimulus, e.g., the mere appearance of the STOP signal) and then we separately discuss "subjective saliency", which may also be related to interoceptive processes. First of all, note that the hypothesis that AI activity modulations are purely driven by salient task-relevant stimuli cannot fully explain our results because, if this were the case, we would have found similar responses for successful and unsuccessful inhibition in AI when performing an analysis time-locked to the stop cue (defacto an external salient signal). Our data are not consistent with this idea since AI exhibited stronger responses on error trials, in addition to an early increase of activity induced by the salient cues. This electrophysiological pattern may support an account of AI activity that would incorporate over time the effects of stimulus saliency and error-related signals (such as error-awareness). This interpretation is consistent with several non-invasive neuroimaging studies that either show similar functional responses in AI using an identical paradigm (Ramautar et al. 2006; Sharp et al. 2010) or that report a similar gradient of response within AI with higher BOLD responses when contrasting error to novelty processes (Wessel et al. 2012) or conscious to unconscious errors (Ullsperger et al. 2010; Klein et al. 2013; Charles et al. 2014).

Distinguishing pure error-related components from subjective saliency effects that arise in the context of error awareness is by definition a much more complex endeavor. For example, we cannot exclude the possibility that error-related activity in AI may reflect a rapid subjective saliency signal specifying to the other brain regions that more attention is required after errors to optimize task performance. In line with this hypothesis, patients’ heart rate decreased after errors, as expected (Wessel et al. 2011). However, we failed to find any clear relationship...
between AI activity (measured in the BGA, beta band or evoked potentials) and this heart rate decrease. This was slightly surprising since AI direct electrical stimulation has been shown to induce changes in heart rate (Oppenheimer et al. 1992). Such findings are closely related to the hypothesis that one functional role of AI is to signal an enhanced subjective feeling of such interoceptive signals that may contribute to our sense of agency (Craig 2009).

We focused on broadband gamma as a marker of neural activity in AI because of its robust relationship with BOLD and extra-cellular neuronal activity (Lachaux et al. 2007; Jerbi et al. 2009; Manning et al. 2009). However, further analyses revealed an unexpected and very specific increase of beta band power in addition to BGA within AI. This extends to AI previous findings from electrophysiological studies that also found an increase of beta band power during executive control in the inferior frontal gyrus and in the subthalamic nucleus (Swann et al. 2009; Bastin et al. 2014). The pattern of event-related responses was less consistent across participants (and with previous reports) in particular in terms of the ERP waveform. Discrepancies with the literature may be explained by a number of in part subtle differences. The established ERP waveforms are typical of scalp-EEG recordings, direct recordings in ACC may differ. In depth SEEG signals, ERP waveforms are also sensitive to the choice of the reference site (often taken in white matter) and to the re-referencing procedure (bipolar vs. monopolar) if any. Subtle differences in experiment design can also underlie differences in the properties of error-related negativity. Moreover, noninvasive and invasive investigations, both in human and nonhuman primates, have shown a great degree of variability in the observed ERP waveforms in error-related analyses (Godlove et al. ; Reinhart et al. ; Emeric et al. 2008; Jung et al. 2010; Buzsaki and Wang 2012; Bonini et al. 2014). That said, our ERP results clearly dissociated errors from correct trials in AI and this encoding of error-related signals occurred earlier in AI than in ACC. Our data also suggest that the temporal order of error-related ERP onset across structures provides a better match with the GC findings than an account based on the sequence of error-related ERP peak latencies.

Previous SEEG explorations of the performance and error-monitoring system in humans have sought to infer the dynamics and hierarchy within the network by investigating the temporal order of activation of its nodes (Jung et al. 2010; Bonini et al. 2014). Furthermore, only few neuroimaging studies have explored the dynamics of the error-monitoring circuitry by explicitly assessing the directionality of interactions among the nodes of the network. GC has been applied to fMRI in a Stop-Signal-Task to investigate the origin of the activation in the ventrolateral prefrontal cortex (VLPFC) that occurs during posterior slowing (Ide and Li 2011). The results provide evidence for the functional role of a cerebellum-thalamo-cortical pathway in error-related cognitive control. A parallel stream of research based on Bayesian approaches using dynamic causal modeling (DCM) has also provided interesting insights into the effective connectivity within the error processing networks (Ham et al. 2013). The results of the latter study are consistent with our findings that AI plays a driving role in the error-processing network. Using DCM, Ham et al. (2013) investigated the causal interactions of the 3 key cortical nodes within the SN, which are dACC, left and right AI. They found that input onto the SN came through the right AI, and that this was the only node showing intrinsic connectivity to the other 2 parts of the SN. Both these fMRI findings and the direct electrophysiological data presented here are in line with the hypothesis that the AI acts as a “cortical-outflow hub” regulating activity in other brain regions (Sridharan et al. 2008; Menon and Uddin 2010). An important limitation of fMRI-based explorations of network dynamics is that the hemodynamic response is insensitive to rapid interactions between network nodes. Applying DCM to fMRI data assesses the longer-lasting time-varying properties of the network, rather than its instantaneous interaction dynamics. Our ability to detect fast and transient reversals of causality (between AI on one hand, and ACC and preSMA on the other) illustrates the added value of the high temporal and spectral resolution obtained with SEEG data and highlights the complementarities between different modalities.

The reversal of information flow between AI and dmPFC on erroneous button presses was revealed here using time-domain GC. The link to the local BGA findings is thus not straightforward.

The very early onset of error-monitoring signals in AI as captured by broadband power modulations, and the reversal of its directionality relationship with ACC and preSMA, as revealed by GC, are consistent with a leading role of AI over dmPFC after errors (Sridharan et al. 2008; Ham et al. 2013). Our findings are also in agreement with predictions from a recent model of ACC function (Shenhav et al. 2013) that postulates that AI sends motivationally relevant (unexpected and erroneous) signals to ACC to be used to adjust cognitive control signals. In parallel, AI input to preSMA might enable preSMA to adjust the ongoing speed-accuracy trade-off in the motor system to switch from a fast/habitual response to more controlled/slower behavior (Isoda and Hikosaka 2007). Note however that, although statistically significant, the reversals observed here between AI and preSMA were slightly less consistent across participants than the clear-cut reversals observed between AI and dACC.

In summary, using rare intracerebral data simultaneously acquired from key nodes of the error-monitoring network, our study provides direct electrophysiological evidence in humans supporting the view that AI is the input to the brain’s error-monitoring system. The error-related signals computed by AI may be used as priors by ACC and preSMA to compute more elaborate signals that mediate learning and adaptive behavior.

Supplementary Material
Supplementary material can be found at: http://www.cercor.oxfordjournals.org/.
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