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Abstract: This paper is devoted to the design of an $\mathcal{H}_\infty$ discrete-time nonlinear state observer for an anaerobic digestion model. Indeed, the designed observer can be used for different class of systems, mainly linear systems, LPV systems with known and bounded parameters, and nonlinear Lipschitz systems. We use an LMI approach to guarantee the $\mathcal{H}_\infty$ asymptotic stability of the estimation error despite the disturbances affecting the system dynamics and measurements. The synthesised LMI is relaxed due to the inclusion of additional decision variables which enhance its feasibility. This was possible due to the use of a suitable reformulation of the Young’s inequality. Simulation results are given to show the robustness of the designed observer.
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1. INTRODUCTION AND PRELIMINARIES

1.1 Introduction

Anaerobic digestion (AD) is a promising process for green energy production. It occurs in an anaerobic digester where the organic matter, recovered from different types of waste, is converted to biogas. Inside the digester, several species of bacteria cohabit with each other and usually each species has different living conditions than the others and even sometimes compete for food. Thus, to ensure a healthy functioning of the process, continuous supervision and monitoring are needed.

However, unfortunately both the monitoring and supervision of the process are hampered by several hurdles. One of them is the poverty of knowledge about the bacteria behaviour and the microbial metabolic pathways, this problem has been widely investigated in the literature and as a result several models has been proposed (Bastin and Dochain, 1990), (K. Chaib Draa and M. Alma, 2015). Another hurdle, lies in the lack of reliable and cheap measurement devices. An alternative solution for such a problem is the design of software sensors (observers) to estimate the unmeasurable state variables. An alternative solution for such a problem is the design of software sensors (observers) to estimate the unmeasurable state variables. However, this does not seem to be an easy task due to the complexity of the biological models, the absence of key measurements and the sensitivity of estimations to the measurement noise (L. Yu and Chen, 2013). Therefore, many researchers have investigated the observation problem for the AD models. Among the designed observers, we can cite the asymptotic observer (Bastin and Dochain, 1990) which is quite simple and does not require the knowledge of some specific nonlinear functions. However, such an observer is very sensitive to model uncertainties and its convergence rate depends on the operational conditions. Therefore, it has been extended to interval observers (Bernard and Gouzé, 2004) which have the advantage of using reliable measurements, which are nonlinear functions of the state vector. The interval observers estimate the interval where the state is lying when the system has large uncertainties. However, generally the rate of convergence is partially tunable and it is not easy to exploit the intervals for control. In order to enhance the convergence rate of the observers the Kalman filter has been designed repeatedly in the literature (F. Haugen and Lie, 2014), (E. Rocha-Cozatl and Wouwer, 2015), which shows suitable results in different chemical applications, but unfortunately the convergence of estimation errors to zero is not guaranteed. The high gain observer (Gauthier et al., 1992), (M. Farza and Busawon, 1997) converges rapidly to the model state variables, however its synthesis is complex and it is very sensitive to noise (M. Lombardì and Laurent, 1999). Thus, it is relevant to design an observer which can overcome model disturbances and measurements corruption.
An other issue related to the design of observers for the AD models is that most of the observer designers assume that measurements are available on line and continuously. Whereas, this is not true in real applications. Therefore, in reality the observer operates in discrete time and is driven by discrete time measurements (sampled data) (Kravaris et al., 2013). Consequently, we design in the current paper a suitable $\mathcal{H}_\infty$ discrete time nonlinear observer for the AD process. The designed observer is simple to implement, robust as it can be seen further in the paper and its rate of convergence is tunable. Moreover, we provide a novel algorithm to ensure the stability of the observation error. Literally, we give a new and less conservative LMI to find the observer gains. Indeed, this was possible due to the use of a suitable reformulation of the Young’s inequality (Zemouche et al., 2016). Actually, we include additional decision variables in the LMI to allow its feasibility.

The paper is organized as follows, in Section 2 we present the process modelling, then in Section 3 we state the problem of $\mathcal{H}_\infty$ observer design. Later, in Section 4 we give the new LMI synthesis conditions, then in Section 5 we simulate and apply the findings to the considered AD model and finally we conclude the paper in Section 6.

1.2 Notation and Preliminaries

Notation: The following notations will be used throughout this paper:

- $(\ast)$ is used for the blocks induced by symmetry;
- $A^T$ represents the transposed matrix of $A$;
- $I_r$ represents the identity matrix of dimension $r$;
- for a square matrix $S$, $S > 0$ ($S < 0$) means that this matrix is positive definite (negative definite);
- the set $C_0(x,y) = \{ \lambda x + (1 - \lambda)y, 0 \leq \lambda \leq 1 \}$ is the convex hull of $\{x, y\}$,
- $e_s(i) = \left(0, \ldots, 0, 1, 0, \ldots, 0\right)^T \in \mathbb{R}^s$, $s \geq 1$ is a vector of the canonical basis of $\mathbb{R}^s$;

Preliminaries: The preliminaries provided herein are very useful in the design of the synthesis conditions to ensure the asymptotic convergence of the state observer that we will propose later.

Lemma 1. (a variant of Lipschitz reformulation). Let $\varphi : \mathbb{R}^n \rightarrow \mathbb{R}^q$ a differentiable function on $\mathbb{R}^n$. Then, the following items are equivalent (Zemouche et al., 2016):

- $\varphi$ is a globally $\gamma_\varphi$-Lipschitz function;
- there exist finite and positive scalar constants $a_{ij}, b_{ij}$ so that for all $x, y \in \mathbb{R}^n$ there exist $z_i \in C_0(x, y)$, $z_i \neq x, z_i \neq y$ and functions $\psi_{ij} : \mathbb{R}^n \rightarrow \mathbb{R}$ satisfying the following:
  \[
  \varphi(x) - \varphi(y) = \sum_{i,j=1}^{q,n} \psi_{ij}(z_i) \mathcal{H}_{ij}(x - y) \tag{1}
  \]
  \[
  a_{ij} \leq \psi_{ij}(z_i) \leq b_{ij}, \tag{2}
  \]
  where
  \[
  \psi_{ij}(z_i) = \frac{\partial \varphi_i}{\partial x_j}(z_i), \mathcal{H}_{ij} = e_q(i)e_n^T(j).
  \]

Notice that this lemma has been introduced in order to simplify the presentation of the proposed observer design method. Indeed, for our technique, we will exploit (1)-(2) instead of a direct use of Lipschitz property.

Lemma 2. ((Zemouche et al., 2016)). Let $X$ and $Y$ be two given matrices of appropriate dimensions. Then, for any symmetric positive definite matrix $S$ of appropriate dimension, the following inequality holds:

\[
X^TY + Y^TX \leq \frac{1}{2} \left[ X + SY \right]^T S^{-1} \left[ X + SY \right]. \tag{3}
\]

This lemma will be very useful for the main contributions of this paper. It allows providing less restrictive LMI conditions compared to the classical LMI techniques for the considered class of systems.

2. Anaerobic Digestion Modeling

The AD model proposed in O. Bernard and Steyer (2001) has been slightly modified by introducing two control inputs reflecting the addition of stimulating substrates (acids ($S_{2ad}$) and alkalinity ($Z_{ad}$)). The mass balance model of the process is given by equations (4), where $x_1 (g/l)$ represents the concentration of the organic matter to be digested and $x_2 (g/l)$ the concentration of aciogenic bacteria, which degrades the organic matter. The volatile fatty acids concentration $x_3 (\text{mmol/l})$ is supposed to be pure acetate, $x_4 (g/l)$ is the concentration of methanogenic bacteria, $x_5 (\text{mmol/l})$ represents the inorganic carbon concentration and $x_6 (\text{mmol/l})$ the alkalinity concentration.

The other control inputs are $u_1 = \frac{F_{1in}}{v_1} \text{ (1/day)}$ and $u_2 = \frac{F_{2in}}{v_2}$ (1/day), where $F_{1in}$ is the input flow rate of waste to the digester and $F_{2in}$ the input flow rate of the added alkalinity ($Z_{ad}$). Since the digester volume ($v$) is constant, the output flow rate $u_{out} = u_1 + u_2$, the rest of the used parameters in the model are defined in Table 1.

\[
\begin{align*}
\dot{x}_1 &= -k_1\mu_1(x_1)x_2 + u_1S_{1in} - u_{out}x_1 \\
\dot{x}_2 &= (\mu_1(x_1) - \alpha)u_{out}x_2 \\
\dot{x}_3 &= k_{mu_1}(x_1)x_3 - k_{mu_2}(x_3)x_4 + u_1(S_{2in} + S_{2ad}) - u_{out}x_3 \\
\dot{x}_4 &= (\mu_2(x_3) - \alpha)u_{out}x_4 \\
\dot{x}_5 &= k_{mu_1}(x_1)x_5 + k_{mu_2}(x_3)x_4 + u_1C_{in} - u_{out}x_5 - q_m(x) \\
\dot{x}_6 &= u_1Z_{in} + u_2Z_{ad} - u_{out}x_6
\end{align*}
\]

with

\[
\begin{align*}
\mu_1(x_1) &= \frac{\mu_1}{x_1 + k_{s1}}, \quad \mu_2(x_3) = \frac{\mu_2}{x_3 + k_{s2} + \frac{x_3^2}{k_2}} \\
\mu_3(x_4) &= \frac{\mu_3}{x_4 + k_{s3}} \\
\mu_4(x_5) &= \frac{\mu_4}{x_5 + k_{s4}} \\
\mu_5(x_6) &= \frac{\mu_5}{x_6 + k_{s5}} \\
\end{align*}
\]

\[
\begin{align*}
q_m(x) = k_{L_m} & (c_{o_2} - K_H P_C(x)), \\
q_m(x) = k_{L_m} & (c_{o_2} - K_H P_C(x)), \\
P_C(x) = \phi - \sqrt{\phi^2 - 4K_H P_C c_{o_2}} & \frac{2K_H}{c_{o_2}} \\
\end{align*}
\]

where $q_m(x)$ and $q_o(x)$ represent the methane and $c_{o_2}$ gas flow rates, respectively.

We divide the system outputs into nonlinear ($y_1$) and linear ($y_2$) outputs

\[
\begin{align*}
y_1 &= q_m(x) \\
y_2 &= [x_1, x_3, x_6]^T
\end{align*}
\]
Table 1. Model Parameters (O. Bernard and Steyer, 2001)

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Definition</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>k₁</td>
<td>Yield for substrate ((x₁)) degradation</td>
<td>g/(g of (x₂))</td>
<td>42.1</td>
</tr>
<tr>
<td>k₂</td>
<td>Yield for VFA ((x₃)) production</td>
<td>mmol/(g of (x₂))</td>
<td>116.5</td>
</tr>
<tr>
<td>k₃</td>
<td>Yield for VFA consumption</td>
<td>mmol/(g of (x₄))</td>
<td>268</td>
</tr>
<tr>
<td>k₄</td>
<td>Yield for (CO₂) production</td>
<td>mmol/g</td>
<td>50.6</td>
</tr>
<tr>
<td>k₅</td>
<td>Yield for (CO₂) production</td>
<td>mmol/g</td>
<td>343.6</td>
</tr>
<tr>
<td>k₆</td>
<td>Yield for (CH₄) production</td>
<td>mmol/g</td>
<td>453</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>Maximum acidogenic bacteria ((x₂)) growth rate</td>
<td>1/day</td>
<td>1.25</td>
</tr>
<tr>
<td>(\tau₂)</td>
<td>Maximum methanogenic bacteria ((x₄)) growth rate</td>
<td>1/day</td>
<td>0.74</td>
</tr>
<tr>
<td>(x₁)</td>
<td>Half saturation constant associated with (x₁)</td>
<td>g/l</td>
<td>7.1</td>
</tr>
<tr>
<td>(x₂)</td>
<td>Half saturation constant associated with (x₃)</td>
<td>mmol/l</td>
<td>9.28</td>
</tr>
<tr>
<td>(x₃)</td>
<td>Inhibition constant associated with (x₃)</td>
<td>mmol/l</td>
<td>256</td>
</tr>
<tr>
<td>(k₅)</td>
<td>Acidity constant of bicarbonate</td>
<td>mol/l</td>
<td>6.5 (10^{-7})</td>
</tr>
<tr>
<td>(K_H)</td>
<td>Henry’s constant</td>
<td>mmol/(l.atm)</td>
<td>27</td>
</tr>
<tr>
<td>(P_H)</td>
<td>Total pressure</td>
<td>atm</td>
<td>1.013</td>
</tr>
<tr>
<td>(k_{La})</td>
<td>Liquid/gas transfer constant</td>
<td>1/day</td>
<td>19.8</td>
</tr>
</tbody>
</table>

3. PROBLEM FORMULATION OF THE \(\mathcal{H}_\infty\) OBSERVER DESIGN

To render the findings general and suitable for other nonlinear models, we will present the results in a general way for a certain class of nonlinear models.

Motivated by the model of anaerobic digestion (4), we will investigate the general class of discrete-time models described by the following equations:

\[
\begin{align*}
    x_{k+1} &= A(p_k)x_k + B_{\gamma}(x_k) + g(y_{ik}, u_k) + Ew_k \\
    y_{2k} &= Cx_k + Dw_k
\end{align*}
\]  

(6)

where \(x_k \in \mathbb{R}^n\) is the state vector, \(y_{ik} \in \mathbb{R}^p\) is the nonlinear output measurement and \(y_{2k} \in \mathbb{R}^q\) is the linear output measurement, \(u_k \in \mathbb{R}^r\) is an input vector, \(w_k \in \mathbb{R}^s\) in the disturbance \(\mathcal{L}_2\) bounded vector and \(p_k \in \mathbb{R}^t\) is an \(\mathcal{L}_\infty\) bounded and known parameter. The affine matrix \(A(p_k)\) is expressed under the form

\[
A(p_k) = A_0 + \sum_{j=1}^s \rho_k^j A_j
\]

(7)

which means that the parameter \(p_k\) belongs to a bounded convex set for which the set of \(2^s\) vertices can be defined by:

\[
V_p = \{ \theta \in \mathbb{R}^t : \theta^j \in \{\rho_{\min}^j, \rho_{\max}^j\} \}.
\]

The matrices \(A_i \in \mathbb{R}^{n \times n}\), \(B \in \mathbb{R}^{n \times m}\), \(C \in \mathbb{R}^{p \times n}\), \(E \in \mathbb{R}^{p \times n}\) and \(D \in \mathbb{R}^{p \times q}\) are constant. The nonlinear function \(\gamma : \mathbb{R}^n \rightarrow \mathbb{R}^m\) is assumed to be globally Lipschitz. It is obvious that \(\gamma(.)\) can always be written under the detailed form:

\[
B_{\gamma}(x_k) = \sum_{i=1}^m B_i \gamma_i(H_i x_k)
\]

where \(H_i \in \mathbb{R}^{n \times n}\) and \(B_i\) refers to the \(i\)th column of the matrix \(B\).

Remark 1. Notice that the fact we use the same disturbances vector \(w\) in the dynamics and the output measurements is not a restriction because the matrices \(E\), \(D\) and the dimension of \(w\) are arbitrary. Indeed, if we assume that in the dynamics we have \(E_1 w_1\), and in the measurement equation, we have \(E_2 w_2\), then we can always write \(E = [E_1 \quad 0], D = [0 \quad E_2]\) and \(w = [w_1 \quad w_2]\), which lead to the form (6).

It is easy to show that the model of anaerobic digestion (4) can be written under the form (6) with particular parameters that will be provided in a detailed description in Section 4. It is also obvious to see that the assumptions on the LPV parameter \(p_k\) and the global Lipschitz property of \(\gamma(.)\) corresponding to (4) are preserved.

In order to estimate the unmeasurable variables of the model (4), we use the following observer structure:

\[
\dot{x}_{k+1} = A(p_k) \hat{x}_k + \sum_{i=1}^m B_i \gamma_i(\hat{\theta}_i) + g(y_{ik}, u_k)
\]

\[
+ L(p_k)(y_{2k} - C\hat{x}_k)
\]

(8)

\[
\dot{\theta}_i = H_i \hat{x}_k + K_i(p_k)(y_{2k} - C\hat{x}_k)
\]

(9)

\[
L(p_k) = L_0 + \sum_{j=1}^s \rho_k^j L_j,
\]

\[
K_i(p_k) = K_i^0 + \sum_{j=1}^s \rho_k^j K_i^j
\]

(10)

where \(\hat{x}_k\) is the estimate of \(x_k\). The matrices \(L_i \in \mathbb{R}^{n \times p}\) and \(K_i^j \in \mathbb{R}^{n \times p}\) are the observer parameters to be determined so that the estimation error \(e_k = x_k - \hat{x}_k\), be \(\mathcal{H}_\infty\) asymptotically stable.

Since \(\gamma(.)\) is globally Lipschitz, then from Lemma 1 there exist \(z_i \in Co(\partial \theta_i, \partial \theta_i)\), functions

\[
\phi_{ij} : \mathbb{R}^{n_i} \rightarrow \mathbb{R}
\]

and constants \(a_{ij}, b_{ij}\), such that

\[
\gamma(x) - \gamma(\hat{x}) = \sum_{i=1}^{n_{m_i}} \phi_{ij}(z_i) H_{ij} (\hat{\theta}_i - \dot{\hat{\theta}}_i)
\]

(11)

and

\[
a_{ij} \leq \phi_{ij}(z_i) \leq b_{ij}
\]

(12)

where

\[
\phi_{ij}(z_i) = \frac{\partial \gamma_i(z_i)}{\partial \theta_i^j}, \quad H_{ij} = B_i e_{ni}(j).
\]
For shortness, we set \( \phi_{ij} \triangleq \phi_{ij}(z_i) \). Without loss of generality, we assume that \( a_{ij} = 0 \) for all \( i = 1, \ldots, m \) and \( j = 1, \ldots, n_i \). For more details about this, we refer the reader to (Arcak and Kokotovic, 2001).

Since \( \dot{v}_i - \dot{\theta}_i = (H_i - K_i(\rho_k)C) \dot{e}_k - K_i(\rho_k)Dw_k \), then we have

\[
\gamma(\varepsilon_k) - \gamma(\hat{\varepsilon}_k) = \left[ \sum_{i,j=1}^{m,n_i} \phi_{ij} H_{ij}(H_i - K_i(\rho_k)C) \right] e_k - \left[ \sum_{i,j=1}^{m,n_i} \phi_{ij} H_{ij} K_i(\rho_k)D \right] w_k
\]

Therefore, the dynamic equation of the estimation error can be obtained as

\[
e_{k+1} = \left( K_L(\rho_k) + \sum_{i,j=1}^{m,n_i} \left[ \phi_{ij} H_{ij} \mathbb{H}_K \right] \right) e_k + \left( \varepsilon_{L}(\rho_k) + \sum_{i,j=1}^{m,n_i} \left[ \phi_{ij} H_{ij} \mathbb{D}_K \right] \right) w_k
\]

with

\[
K_L = A(\rho_k) - L(\rho_k)C, \quad \mathbb{H}_K = H_i - K_i(\rho_k)C.
\]

The main results related to the convergence analysis of the estimation error is summarized in the following theorem.

Theorem 3.

For shortness, we set \( \phi_{ij} \triangleq \phi_{ij}(z_i) \). Without loss of generality, we assume that \( a_{ij} = 0 \) for all \( i = 1, \ldots, m \) and \( j = 1, \ldots, n_i \). For more details about this, we refer the reader to (Arcak and Kokotovic, 2001).

Since \( \dot{v}_i - \dot{\theta}_i = (H_i - K_i(\rho_k)C) \dot{e}_k - K_i(\rho_k)Dw_k \), then we have

\[
\gamma(\varepsilon_k) - \gamma(\hat{\varepsilon}_k) = \left[ \sum_{i,j=1}^{m,n_i} \phi_{ij} H_{ij}(H_i - K_i(\rho_k)C) \right] e_k - \left[ \sum_{i,j=1}^{m,n_i} \phi_{ij} H_{ij} K_i(\rho_k)D \right] w_k
\]

Therefore, the dynamic equation of the estimation error can be obtained as

\[
e_{k+1} = \left( K_L(\rho_k) + \sum_{i,j=1}^{m,n_i} \left[ \phi_{ij} H_{ij} \mathbb{H}_K \right] \right) e_k + \left( \varepsilon_{L}(\rho_k) + \sum_{i,j=1}^{m,n_i} \left[ \phi_{ij} H_{ij} \mathbb{D}_K \right] \right) w_k
\]

with

\[
K_L = A(\rho_k) - L(\rho_k)C, \quad \mathbb{H}_K = H_i - K_i(\rho_k)C.
\]

As already mentioned, our target is to make the estimation error dynamics (14) \( \mathcal{H}_\infty \) asymptotically stable. In other words, we want to find the observer gains such that the following \( \mathcal{H}_\infty \) criterion is satisfied:

\[
\|e\|_{\mathcal{L}_2}^2 \leq \sqrt{\mu \|w\|_2^2 + \nu \|e_0\|^2}
\]

(16)

Usually, a quadratic Lyapunov function is used to analyse the \( \mathcal{H}_\infty \) stability of the estimation error

\[
V(e_k) = e_k^T \varepsilon_{\rho} e_k, \quad \varepsilon_{\rho} = \varepsilon_{\rho}^T > 0.
\]

Consequently, the \( \mathcal{H}_\infty \) criterion is satisfied if the following holds

\[
\mathcal{W} \triangleq \Delta V + \|e\|^2 - \mu \|w\|^2 \leq 0
\]

where \( \Delta V = V(e_{k+1}) - V(e_k) \).

4. NEW LMI SYNTHESIS CONDITIONS

The main results related to the convergence analysis of the estimation error is summarized in the following theorem, which provides new LMI conditions.

Theorem 3.

If there exist symmetric positive definite matrices \( \mathcal{P} \in \mathbb{R}^{n \times n} \), \( \mathcal{S}_i \in \mathbb{R}^{n_i \times n_i} \), matrices \( \mathcal{X}_0, \mathcal{X}_l \in \mathbb{R}^{p \times n} \), and \( \gamma_0, \gamma_i \in \mathbb{R}^{p \times n}, i = 1, \ldots, m; l = 1, \ldots, s, \) of appropriate dimensions so that the convex optimization problem \( \min(\mu) \) subject to the constraint (18) is solvable:

\[
\begin{bmatrix}
M(g) & \Pi^T \cdots \Pi^T_m \\
0 & -\Lambda S
\end{bmatrix} < 0, \forall g \in \mathcal{V}_\rho
\]

(18)

with

\[
M(g) = \begin{bmatrix}
-\mathcal{P} & 0 & M_{13}(g) \\
0 & -\mu I & M_{23}(g) \\
M_{13}(g) & M_{23}(g) & -\mathcal{P}
\end{bmatrix}
\]

(19)

then, the estimation error satisfies the \( \mathcal{H}_\infty \) criterion (16) with \( \nu = \lambda_{\max}(\mathcal{P}) \). Consequently, the observer parameters \( L_l \) and \( K_i^l \) are to be computed as follows:

\[
L_l = \mathcal{P}^{-1} \mathcal{X}_l^T, \quad K_i^l = \mathcal{S}_i^{-1}(\gamma_i^l)^T.
\]

Proof.

By calculating \( \mathcal{W} (17) \) along the trajectories of (14), we obtain:
Using the Schur lemma we deduce that $W < 0$ if the subsequent matrix inequality holds:

$$
\begin{bmatrix}
-P + I_n & 0 \\
0 & -\mu E_x \\
\end{bmatrix}
\begin{bmatrix}
\tilde{A}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} H_{K_i} \end{bmatrix}^T
\begin{bmatrix}
P \\
0 \\
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\tilde{E}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} D_{K_i} \\
\end{bmatrix}^T
\begin{bmatrix}
-P \\
0 \\
\end{bmatrix} < 0
$$

(30)

which can be rewritten under the following form:

$$
\begin{bmatrix}
-P + I_n & 0 \\
0 & -\mu E_x \\
\end{bmatrix}
\begin{bmatrix}
\tilde{A}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} H_{K_i} \\
\tilde{E}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} D_{K_i} \\
\end{bmatrix}
\begin{bmatrix}
P \\
0 \\
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\tilde{E}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} D_{K_i} \\
\end{bmatrix}
\begin{bmatrix}
P \\
0 \\
\end{bmatrix} < 0
$$

which becomes

$$
\begin{bmatrix}
\tilde{A}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} H_{K_i} \\
\tilde{E}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} D_{K_i} \\
\end{bmatrix}
\begin{bmatrix}
P \\
0 \\
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\tilde{E}_L(p_k) + \sum_{i,j=1}^{m,n} \phi_{ij} H_{ij} D_{K_i} \\
\end{bmatrix}
\begin{bmatrix}
P \\
0 \\
\end{bmatrix} < 0
$$

for any symmetric positive definite matrices $S_{ij}$. Since the matrix block $Y_{ij}$ does not depend on the index $j$ and depends on the same $K_i(p_k)$, then to obtain an LMI, we need to put $S_{ij} = S_i$, $\forall(i,j)$ as in (27)-(28), with $S_i \in \mathbb{R}^{m \times n_i}$. Consequently, from (12) and the fact that $a_{ij} = 0$, inequality (31) holds if

$$
M(q) - \sum_{i,j=1}^{m,n} \left( \Pi_{ij}^T + \frac{2}{b_{ij}} S_{ij} \right)^{-1} \Pi_{ij} < 0. 
$$

(32)

consequently, by Schur lemma, inequality (32) is equivalent to (18), and to solve the LMI we use the change of variable $X_i = L_i^T P$ and $Y_{ij} = (K_i^T)^T S_i$. This ends the proof.

5. SIMULATION RESULTS

In this section, we apply the designed observer in Section 3 to the AD model (4) in order to estimate the main state variables of the model in presence of disturbance in the model dynamics and measurements. Therefore, we first write the model (4) in the form (6). This is done by using the first order Euler discretization method with sampling time $T_s$. After discretization, the model (4) is written under the form (6) with the following parameters:

$$
A(p_k) = I_n - T_s u_{out}(k) A_1, \quad A_1 = \text{block-diag}(1, \alpha, 1, \alpha, 1, 1)
$$

$$
B = T_s \begin{bmatrix}
-k_1 & 1 & k_2 & 0 & k_4 & 0 \\
0 & 0 & -k_3 & 1 & k_5 & 0
\end{bmatrix}^T
$$

$$
g(y_{1k}, u_{kk}) = T_s \begin{bmatrix}
u_1(k) S_{1in} & 0 \\
u_1(k) (S_{2in} + S_{2ad}(k)) & 0
\end{bmatrix} + \begin{bmatrix}
u_1(k) C_{in} - q_0(k) \\
u_1(k) Z_{in} + u_2(k) Z_{ad}(k)
\end{bmatrix}
$$

$$
\gamma(x_k) = \begin{bmatrix}
u_1(x_{1k}) x_{2k} \\
u_2(x_{3k}) x_{4k}
\end{bmatrix}, \quad C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

For a demonstrative simulation, we suppose that the dynamics and measurements are disturbed by different signals $w_1$ and $w_2$, respectively. They hold over a finite interval of time as depicted in Figure 1. Thus, we choose the matrices $E_1$ and $E_2$, defined in Remark 1, as the following:

$$
E_1 = \begin{bmatrix}
0.1, 0.2, 1, 0.1, 0.3, 0.2 \\
0, 0.1, 0.5, 1
\end{bmatrix}^T, \quad E_2 = \begin{bmatrix}
0.1, 0.5, 1
\end{bmatrix}^T
$$

For the considered model we have $p_k = u_{out}(k)$ and for the observer design we have $m = 2, s = 1, n_i = 2, \gamma_1(x_k) = \mu_1(x_{1k}) x_{2k}, \gamma_2(x_k) = \mu_2(x_{3k}) x_{4k}$, 

$$
H_1 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{bmatrix}, \quad H_2 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

The simulation have been run for $T_s = 0.001$ day, $p_{min} = 0.1$ day$^{-1}, p_{max} = 0.9$ day$^{-1}, S_{in} = 16$ g/l, $S_{2in} = 170$ mmol/l, $C_{in} = 76.15$ mmol/l, $Z_{in} = 200$ mmol/l, $Z_{ad} = 700$ mmol/l, $S_{2ad} = 0$ mmol/l, $u_1 = 0.6$ day$^{-1}$, $u_2 = 0.02$ day$^{-1}$ and the parameter values given in Table 1. Moreover, the system and the observer were initialized, respectively, by $x(0) = [2.0, 5.1, 12.0, 7.5, 53.48, 55]^T$ and $\hat{x}(0) = [2.1, 12.0, 4.8, 28.5, 55]^T$. 

\[\text{[Image of Figure 1]}\]
Figures 2, 3, 4 represent the system states and their estimates, obtained by using the proposed observer in this paper and another observer of the same structure (8)-(10) but without including the $H_\infty$ criterion (16). It is clear that the proposed $H_\infty$ observer gives the better results in presence of disturbances.

Indeed, as it can be seen from the same Figures 2, 3, 4, despite the initial estimation error, the corrupted measurements and the disturbed dynamics, the designed $H_\infty$ observer shows satisfactory results and good performances. Actually the figures give a clear idea on the level of the attenuation obtained with the $H_\infty$ criterion. This demonstrates the efficiency of the proposed approach.

### 6. CONCLUSION

In this paper we have designed an $H_\infty$ discrete time nonlinear observer for a disturbed AD model, and in presence of corrupted measurements data. The advantage of the findings is the robustness and the fastness of the designed observer against the model and measurement disturbances. This opens up new prospects to synthesize an optimal control for the biogas plants based on the designed observer.
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