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\textbf{ABSTRACT:}

We review the tremendous advances in ultrafast X-ray science, over the past 15 years, making the best use of new ultrashort x-ray sources including table-top or large-scale facilities. Different complementary x-ray based techniques, including spectroscopy, scattering and diffraction, are presented. The broad and expanding spectrum of these techniques in the ultrafast time domain, is delivering new insight into the dynamics of molecular systems, of solutions, of solids and of Biosystems. Probing the time evolution of the electronic and structural degrees of freedom of these systems on the timescales of femtosecond to picoseconds delivers new insight into our understanding of dynamical matter.
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1. Introduction

The discovery of the X-rays by William Conrad Röntgen in 1895 sparked off a breath-taking chain of scientific breakthroughs in the first two decades of the XXth century that marked the birth of structural science. The systematic study of the characteristic rays (in emission and absorption) was mainly undertaken by Charles Glover Barkla, who discovered X-ray absorption edges (interestingly, this discovery preceded X-ray diffraction). Soon after, the seminal works of Paul Ewald, Max von Laue, William Henry Bragg and William Lawrence Bragg in the period between 1912 and 1913, heralded the birth of a new Era by establishing the laws of X-ray diffraction from crystals and the determination of their structures with atomic resolution. The ideal crystal is a highly ordered arrangement of atoms and molecules with perfect periodicity in three dimensions. In the real world this order is always disrupted. At any instant the atoms are displaced from their ideal mean position by thermal motion, even at absolute zero temperature. Soon after the pioneering works of Ewald, von Laue and the Braggs, Debye investigated the effects of thermal motions and disorder showing that they decrease the diffraction intensities of Bragg reflections, especially at high scattering angles. This would lead to the birth of Debye-Scherrer scattering for powder diffraction and diffuse scattering, which applies to disordered media. Further additional discoveries, like electron diffraction and scattering, made it such that by the 1920s, X-ray and electron diffraction techniques had reached the atomic scale resolution of space, i.e. the Å. It can be said that while several spectacular improvements will come in the following decades, the stage was then set for the static structural determination of assemblies of atoms (crystals, molecules, proteins). The advent of computer science with always more powerful calculations made possible the analysis of larger amount of data for pushing such studies toward more complex systems, from the structure of simple crystals (like NaCl) to the structure of proteins or viruses.

In parallel to the discoveries concerning scattering of X-rays, work was pursued to understand and interpret X-ray absorption and emission spectra, as the development of quantum mechanics was unfolding. Manne Siegbahn developed new apparatus and methods to rigorously analyse X-ray spectra. However, X-ray spectroscopy would remain limited to chemical identification of elements and analysis of electronic structure. As a structural tool, X-ray absorption spectroscopy would have to go through several decades of theoretical developments (beautifully described in the historical review by Stumm von Bordwehr) aimed at describing the modulations that appear in the above-edge region of the spectrum of an atom, when it is embedded in a molecular or crystalline edifice. These modulations, called X-ray absorption near-edge structure (XANES) and extended X-ray absorption fine structure (EXAFS) finally received a consistent interpretation through the works of Sayers, Stern and Lytle. Several improvements of the theoretical tools will ensue, making EXAFS in particular (whose treatment is easier), an important element-selective tool in Materials Science, Biology and Chemistry.

Although, the awareness that resolving atomic motion was implicit in Debye’s work, several decades would be required before this will become possible, in particular, with the advent of the laser in the early 1960, thanks to the works of Ali Javan, Nikolai G. Basov, Alexander M. Prokhorov, Charles Townes and Arthur Schawlow. Soon after the birth of the laser, pulsed nanosecond, then picosecond lasers appeared, but to reach the atomic scale of time, i.e. the femtosecond, laser technology had to wait the mid-1980, thanks to the works of Charles Shank.

The time scales of chemical and physical transformation in matter span several decades and the required time resolution depends on the scientific question one needs to address (Figure 1). Animal motion requires typically milliseconds resolution, and the first snapshots with such a resolution were taken by the French anatomist and physiologist, Etienne-Jules Marrey, who developed the first shutter camera. Large amplitude protein motion requires ms to μs, which can be monitored by NMR or optical techniques. As the length scale of processes decreases, e.g. acoustic waves, molecular rotation, molecular vibrations, there is need for higher and higher temporal resolution spanning the range from nanoseconds (ns) to femtoseconds (fs). For the description of processes occurring at the atomic scale of length, i.e. the chemical bond, fs-resolution is required. This is the time scale of nuclear motion or vibration in molecules, crystals and biosystems, and has, for that matter been coined the atomic scale of time by A. H. Zewali, who pioneered Femtochemistry, by demonstrating the power of fs pump-probe spectroscopy to describe chemical processes. He was awarded the Nobel Prize for Chemistry in 1999 for his seminal contributions.
Figure 1: Time scales of fundamental processes in Nature and (below) types of devices to probe them in real-time. The atomic scale of time is the femtosecond and that of length is the Ångström.

Indeed, for the first time it became possible to probe in real-time the motion of atoms inside molecules, via their wavepacket dynamics, and monitor chemical reactions and the transition state. This major development and that of others in the growing community of ultrafast scientists, were all carried out using optical pulses in the IR, visible and ultraviolet. Yet from the beginning it was clear to many in this community that optical-domain radiation does not deliver structural information, except in a few rare cases, i.e. small molecules whose energy topology (i.e. potential energy curves) is known. This does not apply to assemblies of more than 3 atoms and therefore early on in the 1990s, there were suggestions to replace the optical probe pulse by ultrashort pulses of electrons or of X-rays. A. H. Zewail was the sole to adopt the route with electron pulses, while most of the community adopted X-rays. The main challenge in this endeavour was the development of sources of ultrashort electron or X-ray pulses and the mastering of data acquisition schemes which differed greatly depending on whether one carries out diffraction, scattering or spectroscopic measurements. The common technical preoccupation of scientists coming from very different scientific backgrounds (Chemistry, Biology, Solid state physics, Materials Science, Engineering) has created a convergence of interests towards instrumentation that is used equally by different communities.

The pioneering work of the Zewail group on ultrafast electron diffraction and more recently, microscopy and Electron Energy Loss Spectroscopy has been reviewed in several excellent papers and is beyond the scope of this review. Rather, here we focus more specifically on the studies using X-ray pulses that have been undertaken in the last 15 years to probe the photoinduced structural changes in molecular systems, either in solutions or in crystalline forms. While several reviews have already been published on the X-ray probing of molecular systems, this is the first that binds together the solution and crystalline phases.

Probing the nuclear dynamics of molecular systems requires both the atomic-scale resolution of space (the Å) of structural methods such as X-ray or electron diffraction and X-ray absorption spectroscopy, with the atomic resolution of time, the femtosecond. The principle of all these approaches consists in exciting the sample with an ultrashort laser pump pulse and probing it with a second ultrashort X-ray (or electron) probe pulse, whose time delay with respect to the first is tuned by optical delay lines in the femtosecond to picosecond range, or even longer times.

When an X-ray beam is incident on a sample, several processes can occur as schematically depicted in Figure 2. The beam can be scattered with a change of the incident wave vector. This forms the basis of scattering and diffraction methods, which over the past century have been refined to a high degree of sophistication to study molecules in crystals or in solution. Most of the incident beam is however absorbed creating a photoelectron extracted from a core orbital by the high energy incident beam. This X-ray absorption process is the basis of structural methods described below. The core hole can be refilled by an electron from a higher core orbital leading to X-ray emission, which contains extremely valuable information about the electronic and spin structure of the system. Finally, either the photoelectron or electrons resulting from Auger processes may be detected, providing valuable electronic structure information. These various approaches will be discussed in detail in §§ 3.

Central to the methods discussed here are ultrashort X-ray pulses. Thereafter, we describe the available sources delivering such pulses.
2. Sources of Ultrashort X-ray pulses

Performing time-resolved X-ray experiments with picosecond to femtosecond time resolution requires ultrashort X-ray pulses, as there are no detector capable of picosecond to femtosecond resolution. Thus the time resolution has to rely on the source and on the use of optical delay lines, just as in ultrafast optical spectroscopy. There are several classes of sources of ultrashort X-ray pulses, which can be broadly classified as table-top or large scale installations. Within these two categories, sources also differ in pulse duration, energy range, energy tunability, etc. The commonly used table-top sources include: (i) laser-driven table-top plasma sources, which can generate 100 fs hard X-ray pulses;\(^\text{72}\) (ii) high harmonic generation (HHG) sources that can reach attosecond pulse durations but are limited to the vacuum ultraviolet (VUV) to soft X-ray range.\(^\text{73}\) The large scale installations are all accelerator-based facilities such as synchrotrons, which can generate 100 ps X-ray pulses that can be shortened to 100 fs using the slicing scheme,\(^\text{74-77}\) or X-ray free electron lasers (X-FELs), which can generate intense X-ray pulses of few fs.\(^\text{78}\) In the following we will give a brief description of ultrashort pulsed hard X-ray sources based on table-top and large-scale installations, as several detailed reviews on each type can already be found in the literature.\(^\text{81-87,72,76-80}\) The most commonly used sources for ultrafast X-ray studies to date have been the plasma based ones (table-top), synchrotrons and X-ray free electron laser, on which we concentrate hereafter.

2.1 Plasma-based sources

In laser-driven plasma sources,\(^\text{81}\) a femtosecond laser pulse with peak intensity higher than \(10^{16}\) W/cm\(^2\), is used to irradiate a metal target, resulting in creation of a plasma. The thus generated free electrons are accelerated by the very high electric field of the laser pulse and their interactions with target atoms leads to emission of soft and hard X-ray radiation. However, the emitted X-ray pulse is isotropic and it fluctuates in intensity on a pulse-to-pulse basis, requiring special optics to collect the radiation and special set-up designs to correct for the fluctuations. Usually, the collected radiation amounts to only a small part of the typically \(10^9\) X-ray photons emitted per pulse, because of constraints on time resolution.\(^\text{72}\) For a target thickness of the order of 10 \(\mu\)m, the characteristic emission has duration of the order of 100 fs. An interesting intrinsic property of this technique is that time zero is very well defined, as the same optical laser is used to excite the sample and generate the plasma. It is with this characteristic that Rischel et al reported the first fs X-ray diffraction study of the ultrafast melting of molecular layers.\(^\text{82}\)

Recent developments in laser and target technologies have allowed the generation of hard X-ray pulses at kHz repetition rates and much reduced intensity fluctuations. Because, the irradiated target is damaged irreversibly, it is moved to refresh it after for each laser pulse. Furthermore, a highly stable spatial position of the target area with fluctuations of less than 20 \(\mu\)m is needed. Some hard X-ray plasma sources with Cu tape targets are driven by sub-50 fs pulses and work at 1 kHz repetition rate\(^\text{83}\) and the collimated hard X-ray flux on the sample reaches up to \(10^8\) photons/s. It was shown that by using intense mid-IR sub-100-fs pulses allows for accelerating electrons from the Cu target due to much higher kinetic energies comparably long optical period, thus generating a 25 times higher X-ray flux than with 800 nm laser pulses.\(^\text{84}\)
2.2 Large-scale facilities: Synchrotrons

The X-ray pulses generated by third generation synchrotrons are of the order of 50-150 picosecond, and can be used to probe photoinduced structural changes on time scales of >100 ps, either by X-ray diffraction, scattering or spectroscopy. The pioneering development of the X-ray scattering technique with 100 ps time resolution was performed on the ID09B beam-line by the Wulff group at the European Synchrotron Radiation Facility (ESRF, France).\textsuperscript{85,86} It is now available in several places around the world, such as the APS (Argonne, USA) and the KEK-AR (Tsukuba, Japan).\textsuperscript{87} For example, during experiments performed at the ESRF in the 16-bunch mode, the different bunches from the synchrotron generate X-ray pulses separated by about 176 ns. In the 1 kHz repetition rate mode, the X-ray flux is decreased by a factor of \( \approx 6000 \), as a mechanical chopper selects one X-ray pulse every ms. Nevertheless, the X-ray flux in the 1 kHz time-resolved mode is comparable with the one of a conventional X-ray tube. Such a technique has been successfully utilized to perform structural investigations of chemical or biochemical photoinduced phenomena occurring on 100 ps time scale.\textsuperscript{88}

X-ray absorption spectroscopy with 50-100 ps resolution was pioneered by the Chergui group at synchrotrons.\textsuperscript{54,56,61,62,67,68,71,89-97} Parallel to the latter, developments driven by L. Chen and her group were also taking place.\textsuperscript{83,85,98-100} Time-resolved X-ray spectroscopy quickly emerged as an important tool for studying solution phase photoinduced electronic and structural changes in chemical systems at synchrotrons in the USA,\textsuperscript{101,102} Japan,\textsuperscript{87,103,104} and by several groups worldwide using the US, Swiss and Japanese synchrotrons.

Until about 2010, time-resolved X-ray absorption experiments were carried out using a 1 kHz femtosecond laser, while synchrotrons operate at MHz repetition rates, so that at least 10\(^3\) of the X-ray pulses remained unused. A major development was introduced by the Chergui group, which consisted in using a ps pump laser (rather than a fs one) whose repetition rate is half or an integer fraction of that of the synchrotron.\textsuperscript{105} Keeping all other parameters fixed, this leads to an increase of the signal by the root square of the laser repetition rate compared to the same signal recorded with a 1 kHz laser. This scheme also opens the possibility to perform photon-in/photon-out experiments (including scattering and diffraction), which require a high incident flux per second.\textsuperscript{106} This development was followed by similar ones at the APS\textsuperscript{107} and Elettra.\textsuperscript{108}

In order to extract femtosecond X-ray pulses from synchrotrons, in particular with energy tuneability, the slicing scheme was proposed by Zholents and Zholterev\textsuperscript{109} and its experimental validation was reported at the ALS.\textsuperscript{74} It consists in co-propagating an intense fs laser pulse (100 fs) with the electron bunch (100 ps) in the storage ring, and the interaction between the two slices out wedges that have the same time structure as the laser pulse. The first “slicing” beamlines were developed at the ALS\textsuperscript{110,111} and at BESSY-Germany\textsuperscript{112} and were operating in the soft X-ray range. The first hard X-ray slicing source was implemented at the Swiss Light Source,\textsuperscript{77} where a fs laser beam is split to “pump” and “probe” branches. The “probe” branch modulates the energy of the electrons in the modulator where electrons in the magnetic device interact with the femtosecond laser. The slice of electrons passing through the undulator generates a femtosecond X-ray pulse used to probe the sample at a variable time delay with respect to the pump pulse which is intrinsically synchronized to the sliced beam. This is a great advantage of the slicing scheme, but the photon flux in the X-ray pulse is very low (typically 1/1000 of the 50-100 ps pulse), even more so, when performing X-ray absorption spectroscopy experiments, which require a narrow energy band pass. Nevertheless, it was with the slicing scheme that the first fs X-ray experiment on a molecular system was achieved on a large facility by Chergui and co-workers.\textsuperscript{113} The new generation of machines, X-ray free electron lasers, overcomes this limitation as discussed hereafter.

2.3 Large-scale facilities: X-ray Free Electron Lasers (XFEL)

X-ray Free Electron Lasers are linear accelerators with insertion devices (undulators) at their end, so that the electron bunches are used only once (Figure 3). The magnetic structure used to generate X-rays are linear sections hundreds of meters long. Such long interaction volumes force the electrons in the bunch to interact constructively via the generated X-ray field, giving rise to the so-called microbunching, which shortens the X-ray pulse duration tremendously (≤ 100 fs), enhances coherence, emittance and importantly flux, with values of 10\(^{12}\) photons/pulse in 0.1% bandwidth. This high-amplified spontaneous emission (SAE) of hard X-rays was generated for the first time in the hard X-ray range at the Linac Coherent Light Source (LCLS) at SLAC (Stanford, USA)\textsuperscript{114} and later at SACLA (Sayo, Japan).\textsuperscript{115} New machines will be inaugurated in 2017: the European X-FEL (Hamburg, Germany) and the SwissFEL at the Paul Scherrer Institute (Villigen, Switzerland), while another machine is under construction in Korea.
Figure 3: Operation principle of the Free Electron Laser. Electrons are accelerated close to the speed of light. As the beam passes through the undulator (a), which is an array of magnets, the electrons are forced to wiggle transversely along a sinusoidal path about the axis of the undulator, leading to emission of light. When the latter becomes sufficiently strong, interaction between the transverse electric field of the light and the transverse electron current causes some electrons to gain and others to lose energy to the optical field. This energy modulation leads to a microbunching (b) of the electrons, which are separated by one optical wavelength along the axis, and to an increase in radiated power and coherence (c). Reprinted with permission from Reference 116. Copyright 2017 Royal Society of Chemistry.

The LCLS and SACLA deliver up to 10^{14} photons/second on the sample and the time duration of the X-ray pulses can be decreased down to a few fs. Because of the fluctuating initial conditions of the SASE, the spectral and the time structures of the X-ray pulses fluctuate on a shot-to-shot basis. However, it is now possible to correct for these fluctuations using monochromators and normalization methods for better characterizing the X-ray spectrum, while the use of the timing-tool allows achieving few-fs time sorting.117

While the hard X-ray FELs are all based on the principle of SASE, one machine, FERMI@Elettra (Trieste, Italy), operates as a seeded FEL and therefore as a real laser.118-121 It generates soft X-ray pulses up to about 300 eV, and work is in progress to increase this limit to the Oxygen K-edge.

3. Structural dynamics with X-rays: Methods

3.1 X-ray spectroscopies

3.1.1 X-ray absorption spectroscopy
An X-ray absorption spectrum (XAS) consists of absorption edges, which represent ionisation thresholds of the various core orbitals (Figure 4). An edge spectrum can be divided in three energy parts: the pre-edge region, the edge and the region up to about 50 eV above it, or so-called X-ray near-edge absorption structure (XANES), and the region at higher energy, called the extended X-ray absorption fine structure (EXAFS). These have been described in several textbooks and review articles,15,61,122-129 so that here, we only repeat the main characteristics of each region and what type of information they contain.
In pre-edge transitions, the core electron is excited to unoccupied or partially filled valence orbitals just below the ionization potential \( (E_0 \text{ in figure 4}) \). Therefore, these atomic transitions contain element-specific information about the occupancy of valence orbitals, which are the ones involved in chemical bonding and chemical transformations. Once above \( E_0 \), in the XANES region, the atom is ionized and the photoelectrons (PE) that are generated have low kinetic energy, i.e. a high scattering cross-section. For this reason, they undergo multiple scattering (MS) processes, giving rise to strong modulations of the absorption coefficient, which dominate the signal. These processes contain information about the three-dimensional structure around the absorbing atom, i.e. coordination numbers, bond distances and bond angles, as discussed in several publications. \(^{15, 68, 122, 124, 126-128}\) In the EXAFS region, the PEs have a large kinetic energy (i.e. smaller scattering cross-section) and the signal is dominated by single scattering (SS) events, giving rise to weak modulations of the absorption coefficient. This region delivers information about coordination numbers and bond distances to the nearest neighbours of the absorbing atom.

Figure 4: X-ray absorption spectroscopy. Excitation of a core orbital to the orbitals below the ionization potential \( (E_0) \) gives rise to pre-edge transitions, which probe the unoccupied density of states. Above \( E_0 \), there is a jump in the absorption cross-section giving rise to an edge and a photoelectron is generated whose de Broglie wavelength depends on its excess energy \( (E - E_0) \). Low energy electrons have high scattering cross sections, so if the absorbing atom is embedded in an assembly of atoms, multiple scattering events occur (right panel), giving rise to modulations of the spectrum in the above ionization region, called the X-ray absorption near edge structure (XANES). As the kinetic energy of the electrons increases, the cross section decreases and weaker modulations appear which form the Extended X-ray absorption fine structure (EXAFS).

The descriptions of the pre-edge region (bound-bound transitions) and the above-edge region (bound-to-continuum transitions) call for different theoretical treatments, which have been described in detail in ref. \(^{70}\) and will not be repeated here.

The key feature of XAS is its ability to probe both the electronic structure of an absorber and the nuclear structure around it in the same measurement. In particular, it is important to stress that one interrogates the valence orbitals of the system, which are those entering in the formation and transformation of chemical bonds. In this respect, XAS is unique compared to all other X-ray diffraction tools, where accurate determination of the electron density can only be retrieved by time consuming high-resolution measurements and topological analysis.
For extending XAS into the time-domain, the now commonly adopted strategy was developed by the Chergui group and it consists in recording transient XAS by taking the difference at a particular X-ray energy and pump-probe time delay ($\Delta t$) of the transmission signal from the excited sample (pumped) minus that from the unexcited sample (unpumped) on a pulse-to-pulse basis. This requires that the laser operates at half or an integer fraction of the repetition rate of the X-ray source. The advantage of the pulse-to-pulse data acquisition scheme is that it corrects for short term fluctuations and long-term drifts of the source, such that the transient signals can be acquired at the shot noise of the synchrotron source, which is very stable. A measurement of the background in the gap where no X-rays are present is also made. It is then subtracted of the corresponding X-ray signal to compensate for any drifts over time of the data acquisition baseline. The transient spectrum is then:

$$\Delta (\Omega, t) = f \cdot [\varphi(t)]_{\text{pumped}}(\Omega) - I_{\text{unpumped}}(\Omega)$$

where $f$ is the photoysis yield and $\varphi (t)$ represents the quantum yield of the photogenerated product, whose time dependence reflects decay processes. This general methodology also applies to the second-order spectroscopies described in the next section.

### 3.1.2 Photon-in/photon-out X-ray spectroscopies

Photon-in/photon-out X-ray spectroscopies involve the detection of emitted X-ray photons after X-ray absorption (Figure 2). While XAS provides insight into the unoccupied valence orbitals, just as in optical spectroscopy, X-ray emission spectroscopy (XES) provides information about the occupied and partially occupied density of states (DOS). These spectroscopies are treated within second-order perturbation theory and are therefore also called second-order spectroscopies. Their theoretical description in relation to time-resolved studies was discussed in ref. and will not be repeated here.

Photon-in/photon-out spectroscopies with incoming hard X-rays span a wide variety of approaches, which allow retrieving soft X-ray (L- or M-edges), low-energy excitations, perform site selective and/or range-extended EXAFS and record high-resolution XAS spectra.

Because the X-ray scattering and fluorescence cross-sections are low thanks to the advent of more intense X-ray sources and high-resolution detectors, it has become possible to record steady-state X-ray emission (XES) or X-ray Raman spectroscopy in a routine way. Their extension in time-domain experiments has become possible thanks to the increased photon flux brought about by the high repetition rate schemes at synchrotrons or the X-FELs. These spectroscopies are making time-resolved second-order spectroscopies new tools in chemistry, condensed matter physics and biology.

Photon-in/photon-out spectroscopies are described by the Kramers-Heisenberg equation. Just as in the optical domain, this equation describes the absorption of a photon from the ground state $i$ to an intermediate state $n$, that decays to a final state $f$, which can be seen as coherently coupled absorption and emission events. This implies that interference between different intermediate states can affect the spectral weights. However, in the hard X-ray range, the weights are generally small and interference terms can be neglected.

In a non-coherent process, the absorption matrix elements from initial state $i$ to intermediate state $n$ are weighed by the emission matrix element. An example is XAS in total fluorescence yield (TFY) detection mode, where the fluorescence signal from the sample is collected with no energy resolution, as a function of the incident photon energy. This is equivalent to integrating over the XES matrix elements and consequently, it turns the emission matrix elements into a constant. This approach is advantageous when the signal of interest contributes only a small fraction to the total absorption, or when the sample transmission is very large, e.g. dilute samples.

### 3.1.2.1 Non-resonant X-ray emission (NXES)

X-ray emission can be triggered by absorption of a core electron either into a resonant state or non-resonantly. For non-resonant X-ray emission (NXES), the incident photon energy is much above the Fermi energy for a core transition, and the PE is ejected into the continuum (Figure 2). The spectral weights are largely independent of the incident photon energy and the lifetime broadening of the spectrum corresponds to $\Gamma_n + \Gamma_f$. 136
Figure 5: Typical K-edge emission spectrum of Fe showing the characteristic emission lines. Courtesy G. Vanko.

Figure 5 shows the K emission spectrum of an Fe(II) complex, i.e. after creation of a hole in the Fe 1s-orbital is characterized by a number of spectral lines: the strongest of which are the Kα1 and Kα2 lines, due to transitions from the 2p_{3/2} and 2p_{1/2} levels (making up the L-shell), respectively. These core-to-core transitions are commonly employed to retrieve TFY XAS (§ 3.1.2). At higher energies lie the Kβ_{1,3} lines (3p→1s) transitions, which are nearly one order of magnitude weaker than the Kα ones. Still higher in energy are the so-called valence-to-core Kβ_{2,5}/Kβ” lines. These are much weaker due to a poorer overlap of initial (valence orbital) and final (core orbital) wave functions. They are the emission equivalent of the pre-edge transition in XAS (Figure 4). Because they stem from the valence orbitals, the Kβ_{2,5}/Kβ” lines are very sensitive to the chemical environment of the emitting atom, in particular the ligand orbitals, and, to a certain extent, bond distances. In time-domain experiments, they will yield important information about the valence electron density change resulting from an ultrafast chemical process.

3.1.2.2 Resonant X-ray emission (RXES)
Resonant X-ray emission (RXES) occurs when the incident X-ray photon energy excites an unoccupied orbital, occurs. The signals are more intense than in NXES and are incident energy-dependent. This is also called resonant inelastic X-ray scattering (RIXS). Thereafter, this term will be used. RIXS combines XAS and X-ray diffraction in one single experiment. The X-ray direction yields spatial information, while the spectroscopic part, through the anomalous scattering amplitude, provides information about the electronic states of the system. In case the initial and final states are different, an energy transfer to the system occurs. In RIXS maps, the incident and emitted (or energy transfer) photon energies are displayed on a 2D correlation plot. Figure 6 shows the Pt L3 (2p_{3/2}-3d_{5/2}) RIXS plane of the di-platinum complex [Pt_2(P_2O_5H_2)_4]^4- (abbreviated PtPOP) measured in solution in the two most commonly used presentation formats: XAS vs XES and XAS vs Energy transfer. It was obtained using a dispersive X-ray spectrometer in von Hamos geometry that detected the L_1 X-ray emission (9.44 keV), and scanning the incident X-ray energy across the L_3-edge. By resolving both the incident and emitted photon energies, one simultaneously measures the occupied and unoccupied density of states around the resonant core excitation. In addition, the transferred energy corresponds to elementary excitation of the final state of the material, which can include low-energy excitations such as charge-transfer or ligand-field excitations in the case of metal complexes.
Figure 6: Pt L$_2$-edge RIXS measurements of the di-platinum complex [Pt$_2$(P$_2$O$_5$H$_2$)$_4$]$^{4-}$ measured in solution using a dispersive von Hamos spectrometer. (a) and (b) present the 2p$_{3/2}$–3d$_{5/2}$ resonant inelastic X-ray scattering (RIXS) plane as XAS vs XES and XAS vs Energy transfer plots, respectively, where Energy transfer = XAS − XES. (c) shows high-energy resolution fluorescence detection (HERFD) signals at three X-ray emission energies, corresponding to horizontal slices in (a) and diagonal slices in (b). Note the sensitivity of the HERFD signal to the chosen emission energy. (d) Comparison between the total fluorescence yield (TFY) and HERFD signals, illustrating the increased energy resolution possible with the HERFD technique. Reprinted with permission from Reference 70. Copyright 2017 Elsevier.

3.2 X-ray Scattering

Scattering techniques of X-rays, as well as of neutrons and electrons, represent a fundamental tool to investigate structural aspects of matter and its transformations. Hereafter we highlight the some important features and the X-ray scattering and diffraction and the extension of these methods to time-resolved techniques, which open the possibility to observe how matter rearranges in real-time. The scattering of monochromatic X-rays (wavelength $\lambda$), through the interaction with electrons contained in atoms, changes the direction of the incident radiation. This process is described through the momentum transfer $\vec{Q}$ between the incident $\vec{k}_i$ and diffracted $\vec{k}_d$ (or scattered) wave vectors.

$$\vec{Q} = \vec{k}_d - \vec{k}_i.$$  

This change of direction is also measured by the angle $2\theta = (\vec{k}_d, \vec{k}_i)$. The resulting scattering of the X-ray wave by an assembly of atoms forming a molecule gives rise to interferences along $\vec{Q}$. This scattering process can be described in the case of disordered molecules in solution for example, with random position and orientation, or in the case of highly ordered molecules paving a 3D crystalline lattice. In the first case, the scattered signal will be shaped by the dephasing of the waves scattered by the different atoms of the molecules, whereas in the second case additional interferences from the different nodes of the lattice will give rise to constructive interferences around the Bragg peaks only.

3.2.1 Scattering of molecules from disordered media

Molecules in solution (or in gas phase) show a statistical distribution of positions and orientations. The Curie symmetry principle explains why the scattered X-ray signal $S(\vec{Q})$ from such an ensemble of disordered molecules...
is isotropic and only depends on the modulus $Q=(4\pi/\lambda)\sin(\theta)$. This isotropic signal observed with bi-dimensional detectors is translated to one-dimensional intensity curves, $S(Q)$, obtained by the radial integration of the signal. The Debye description, which holds for isolated molecules in gas-phase, is a simple approach to analyze scattering patterns from liquids:

$$S(Q) = \sum_{ij} f_i(Q)f_j(Q) \frac{\sin(Q\cdot r_{ij})}{Q\cdot r_{ij}}$$

where $f_i(Q)$ denotes atomic form factors and $r_{ij}$ are the distances between the atoms $i$ and $j$. This description basically reproduces the scattering pattern by molecules through a set of atoms with interatomic distances. More detailed analysis for molecules in solution also includes the bulk solvent contribution and the solvation shell. Tracking the molecular structural change in the time domain is easier through:

$$\Delta S(q,t) = S(q,t) - S(q),$$

whereby the ground state scattered signal $S(q)$ is subtracted from the scattered signal $S(q,t)$ at a time delay $t$ after photoexcitation. From this change of the scattering pattern, the structural modification is refined. Behind this very simple description of the process, it should be underlined that the solvent response can be the dominating part of the measured signal and that in most cases it is far from trivial to extract the solute contribution. More details on the X-ray data processing can be found in e.g., ref. 151.

3.2.2 Diffraction by molecules in crystal lattices

In molecular crystals, the molecules adopt well-defined positions and/or orientations. A perfect 3D crystal is built with a periodical repetition, over the unit cells, of a molecular motif along 3 lattice vectors $\mathbf{a}$, $\mathbf{b}$, and $\mathbf{c}$, forming the unit cell. The unit cell is also described by the length of three axes: $a$, $b$, and $c$ and the angles $\alpha$, $\beta$, and $\gamma$ between them. As in the case for isolated molecules, an incident X-ray is scattered by the electrons around atoms. The different atoms within the unit cell scatter X-rays with different amplitudes (atomic form factors) and phases (atomic positions $\mathbf{r}_{ij}$ in the unit cell). However, since atoms in a crystal are arranged in a regular pattern, the scattering by a crystal gives rise to constructive interferences for specific directions $\mathbf{Q}$, corresponding to the nodes of the reciprocal lattice (defined by $\mathbf{a}^* : \mathbf{b}^* : \mathbf{c}^*$). Each of these directions $\mathbf{Q} = h\mathbf{a}^* + k\mathbf{b}^* + l\mathbf{c}^*$ is associated with integer values of the $(hkl)$ coordinates and corresponds to the so-called Bragg peaks. The intensity of every Bragg peak is proportional to the square modulus of the amplitude $F(\mathbf{Q})$ scattered by all the electrons of a unit cell and the structure factor of the unit cell is given by:

$$F(\mathbf{Q}) = F(hkl) = \sum_{ij} f_i(Q)\exp(-\mathbf{Q}\cdot \mathbf{r}_{ij}) = \sum_{ij} f_i(Q)\exp(-2\pi i(hx_j + ky_j + lz_j))$$

The integrated intensity of a Bragg peak on the $(hkl)$ node corresponds to $I(hkl)=|F(hkl)|^2$. Thus the information about the position of atoms within the unit cell is distributed in the structure factors of the different Bragg peaks on the nodes of the reciprocal lattice. Solving and refining a structure is possible through the measurement of the position and intensities of the Bragg peaks.

There are different techniques to perform X-ray diffraction measurements. Monochromatic X-ray radiation on a single crystal requires to mount it on a goniometer. During small rotation of the sample ($=1^\circ$), different Bragg peaks cross the Ewald sphere, i.e. when $\mathbf{Q} = h\mathbf{a}^* + k\mathbf{b}^* + l\mathbf{c}^* = k\mathbf{a} - k\mathbf{l}$, and X-rays are scattered along different directions $\mathbf{Q}$ and collected on a 2D detector. The images measured with $1^\circ$ step are converted into a three-dimensional model of the diffracted intensity on the nodes of the reciprocal lattice $I(\mathbf{Q})=I(hkl)$. Then, a three-dimensional map of the scattering atoms is obtained by comparing calculated intensities for a given structure to the measured ones. This is made possible with different software’s like SHELX or JANA. Solving the structure of a molecular crystal, made of 100 independent atoms in the unit cell for example, means finding 9 parameters for each atom $j$ in the unit: its coordinates $x_j$, $y_j$, $z_j$, cell and the 6 anisotropic thermal motion parameters. Accurate structures are obtained when thousands of Bragg peaks are collected. Extremely accurate data and analysis make it possible to obtain precise 3D electronic density.

When single crystals are too small, X-ray scattering can be collected from a powder, made of many and statistically disoriented small crystals. The resulting diffraction rings are converted in scattered intensity $I(\mathbf{Q})$. If the data collection is simple, as with the Debye-Scherrer method, the structural and symmetry analysis is more difficult. Indeed, the diffracted intensity of some Bragg peaks with different $\mathbf{Q}$ but same $|\mathbf{Q}|$ superpose, even if these are not equivalent by symmetry.

Another option is to use the Laue technique, where a continuous radiation (white or pink beam, with continuous $|\mathbf{K}|$) impacts a stationary crystal. A set of diffracted beams are diffracted at different $\mathbf{Q}$ corresponding to different $|\mathbf{K}|$. Contrary to monochromatic measurements, where the diffracted beams intersect a single Ewald at $\mathbf{k}_G$, different (hkl) can cross the distribution of Ewald's spheres related to the distribution of $|\mathbf{K}|$ and collecting X-ray scattering.
does not require a sample rotation. This technique is appropriate for biocrystals, made of large unit cells, as many nodes of the reciprocal lattice give rise to diffraction. Coppens and co-workers used this technique on molecular crystals for tracking diffracted intensity changes in the time domain (see § 5.2.2).

One problem for time-resolved photo-crystallography is the difficulty to achieve a homogeneous excitation of the molecular crystals. For single crystals the laser penetration depth may be smaller than the sample thickness, or it may depend on the sample orientation. For powdered samples, some grains may be more exposed to laser radiation than others. Finally, on long timescales the strains in the crystal induced by light can also broaden the Bragg peaks and this inhomogeneous structure makes the interpretation of intensity changes more difficult.

### 3.2.3 Symmetry and broken symmetry

Since the structure factor is written as the contribution of individual atoms within the unit cell, the symmetry existing in real-space translates into reciprocal space, as stated again by the Curie symmetry principle. The spatial distribution of atoms is associated with a spatial distribution of the electron density \( \rho(x, y, z) \), and therefore a spatial distribution of \( f_1(Q) \). The diffraction pattern, which is the effect of X-ray scattering by atoms in a crystal, has the same (or a higher) symmetry than its cause. For example, when a 2-fold symmetry axis along \( \hat{b} \) exists in the crystal structure, any spatial density \( \rho \) follows this symmetry \( \rho(x, y, z) = \rho(-x, y, -z) \). This gives the relationship between different structure factors \( F(hkl) = F(-h k -l) \). The symmetry operators of the space group, which are relating the different symmetry-equivalent atomic positions in the unit cell, translates in the symmetry equivalence of the intensities of different Bragg peaks with different \( (hk0) \). In addition, for specific symmetry operators including fractional translation (such as non-primitive unit cell or non-symmorphic symmetry elements like screw axes or glide planes), the intensity of some Bragg peaks vanishes by symmetry on specific nodes. For example, in the case of crystals with 2\( \hat{c} \)-screw axis along \( \hat{b} \) the density follows \( \rho(x, y, z) = \rho(-x, y + 1/2, -z) \). Then their structure factors:

\[
F(0k0) = 0 \text{ for } k = 2n + 1.
\]

Ordering phenomena and more generally broken symmetry in chemistry, physics and materials science are responsible for the emergence of physical properties, such as ferromagnetism and ferroelectricity, for example. The ordering of groups of atoms in different electronic states is often associated with a structural reorganization sometimes manifested by the appearance of regular patterns in real-space, as is the case for charge-density waves (CDW), spin-density waves (SDW) or superconductors, for instance.

A phase transition between two phases of high and low symmetry is described in the generalized framework of the Landau theory of phase transitions through the evolution from the high symmetry space group. In the high symmetry space group \( G_0 \), the density is totally symmetric and invariant under the symmetry operators of \( G_0 \). The electron density in this space group is the same for different positions \((x, y, z)\) and \((x', y', z')\) symmetry equivalent and therefore \( \rho_0(x, y, z) = \rho_0(x', y', z') \). When a phase transition drives the system to a lower symmetry phase, with space group \( G \) being a sub-group of \( G_0 \), Landau proposed to decompose the density observed in \( G \) as a sum of two components:

\[
\rho = \rho_0 + \eta \Delta \rho
\]

\( \rho_0 \) is a totally symmetric spatial density described above with respect to the high-symmetry phase, \( \Delta \rho \) describes the symmetry lowering of the density towards the low-symmetry phase. The deviation of the low symmetry phase from the high symmetry phase is measured by the amplitude of the order parameter \( \eta \). In a crystal, the translation symmetry \( \hat{T} \) on the lattice is written as

\[
\hat{T} = m\hat{a} + n\hat{b} + p\hat{c} \text{ with } m, n, p \text{ integers.}
\]

Therefore \( \rho_0(x, y, z) = \rho_0(x + m, y + n, z + p) \). There are many examples of molecular materials showing phase transitions associated with loss of translation symmetry. Let us consider a system associated with a cell doubling along \( \hat{c} \) axis, \( \hat{c}' = 2\hat{c} \) is the new translation vector along the direction \( \hat{c}' \) and we have to consider now the new lattice with translational symmetry

\[
\hat{T}' = m\hat{a} + n\hat{b} + p\hat{c}'
\]

where the density is invariant with \( \hat{T}' \) and so \( \rho_0(x, y, z) = \rho_0(x + m, y + n, z + p) \). However, the density is no more invariant with \( \hat{c} = \frac{\hat{c}}{2} \) in the low symmetry phase \( \rho_0(x, y, z) \neq \rho_0(x + m, y + n, z + p + 1/2) \). Figure 7 illustrates schematically how the (electronic) density changes for a cell doubling: in the low symmetry phase the spatial density is modified with respect to the high symmetry. The doubling of the translational symmetry in real space gives rise to additional Bragg peaks: since \( c'' = \frac{c}{2} \), the Bragg peaks of the low symmetry phase are located on the nodes of the lattice \( Q = k\hat{a} + h\hat{b} + (l + \frac{1}{2})c'' \). Since \( h, k \text{ and } l \) are integers, the superstructure peaks appear at the boundaries of the Brillouin zone along \( c'' \).
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Figure 7: (left) Schematic representation of the structure factor on the crystalline sites, through the electronic density $\rho_0(r)$. In the high symmetry phase the crystal periodicity is $\vec{c}$. In the lower symmetry phase where a cell doubling occurs, the density $\rho(r)$ alternatively increases and decreases on the sites and the new periodicity is $2\vec{c}$. (Right) Corresponding diffracted intensity in the reciprocal space with periodicities $\vec{c}^*$ and $\vec{c}'^* = \frac{1}{2}\vec{c}^*$.

3.2.4 Local order and diffuse scattering

Molecular packing in crystals is not perfectly periodic: atoms move and molecular states may fluctuate in time and space. The instantaneous structure factor $F_m(\vec{Q})$ of a unit cell $m$ at position $\vec{R}_m$ on the lattice, can be decomposed into two terms: the average value in space and time $< F(\vec{Q}) >$ of the crystal and the deviation $\Delta F_m(\vec{Q})$ of this unit cell $m$:

$$F_m(\vec{Q}) = < F(\vec{Q}) > + \Delta F_m(\vec{Q})$$

The X-ray scattering intensity by a crystal can then be decomposed in two terms:

$$I(\vec{Q}) = N^2 |F(\vec{Q})|^2 \sum_{h,k,l} |\delta(\vec{Q} - \vec{Q}_{hkl})|^2 + N^2 \sum_m (\Delta F_m^+(\vec{Q}) \Delta F_{m+n}(\vec{Q})) e^{-i\vec{Q}\cdot\vec{R}_m}$$

The first one is associated with the Bragg diffraction by the average 3D periodic crystalline structure (structure factor $< F(\vec{Q}) >$), which was described above and is located on the nodes $\vec{Q}_{hkl}$ of the reciprocal lattice. The second term is the diffuse scattering, which is more or less spread out within the reciprocal space, depending on the spatial extension of the local deviations $\Delta F_m(\vec{Q})$ over the different cells $m$. This diffuse scattering is located in the reciprocal space on the Fourier-transforms of the spatial correlations function $\Delta F_m(\vec{Q})$. Figure 8 shows how correlations extending only along a single direction ($\vec{a}$, 1D correlation) modulate the intensity of the diffuse scattering in the reciprocal space located in planes perpendicular to $\vec{a}$. If $\vec{R}_m = n\vec{a}$ the diffuse scattering is observed around $\vec{Q}$ with $h$ integer. If $\vec{R}_m = 2n\vec{a}$ the diffuse scattering is observed $\vec{Q}$ with coordinates $h=n+1/2$. The spatial extension of the correlation along $\vec{a}$, the correlation length $\xi$, is inverse proportional to the width of the diffuse planes along $\vec{a}$. 
4. Structural dynamics of transition metal complexes in solution

Most of this section will be devoted to transition metal (TM) complexes because they have been and still are the most commonly investigated molecular systems by time resolved hard X-ray methods. Indeed, the presence of heavy elements (the metal atom) makes the use of hard X-ray for spectroscopic studies (XAS, XES, RIXS) necessary, but also an advantage as there is no need for vacuum. At the same time, these elements have large scattering cross-section making them also preferable for XRS or XRD.

Photoexcitation of a TM complex in solution triggers a wide range of phenomena that include: intramolecular electronic-vibrational relaxation, spin transitions, bond breaking and forming, reactivity with the solvent species, solvation dynamics, etc., all of which bear electronic and structural signatures. In the following, we will dwell with examples of systems that have been carried out using the methods described in §§ 3. Whenever possible, emphasis will be placed on those processes and phenomena that have been simultaneously investigated using both X-ray scattering and X-ray spectroscopic methods.

4.1 Intramolecular Charge Transfer

Photoinduced electron transfer (ET) is among the most common process in metal-based molecular complexes, and its understanding is essential for efficient storage and conversion of solar energy into chemical or electrical energy. The doorway to these processes are often the metal-to-ligand-charge-transfer (MLCT) or Ligand-to-metal-charge-transfer (LMCT) states, whose absorption bands dominate the visible spectrum. Because of the intramolecular charge transfer, there is significant change of the electronic structure of the constituents of the molecule, especially, the metal atom that becomes oxidised or reduced. This clearcut (from the point of X-ray spectroscopy) change is the reason why these processes were the first to be investigated by time-resolved X-ray absorption spectroscopy. Indeed, the first example of the sort was a XAS study with 70 ps time resolution at the Ru L3-edge of the photoexcited aqueous Ruthenium(II)-tris-2,2'-bipyridine ([Ru(II)(bpy)3]2+).91,159 In the ground state spectrum of the complex, the predominantly octahedral field of the complex splits the d-orbitals into a lower t2g orbital and an upper eg orbital (Figure 9 left). All six 4d electrons of Ru2+ are in the lower t2g orbital while the eg orbital is empty. Upon excitation of the 1MLCT state, an electron is transferred from the metal t2g orbital to the bpy ligand, populating the long-lived (~600 ns) 3MLCT state160 and opening up a new channel for a (2p-4d(t2g)) core transition. In ref 91,159 all the features of the electronic structure changes were observed: i) the blue shift of the 2p-4d(eg) transition due to
the oxidation state change from \( \text{Ru}^{2+} \) to \( \text{Ru}^{3+} \); ii) the appearance of a new resonance at the 2p-4d(\(t_2g\)) transition, due to the hole created in the \( t_2g \) orbital. These features were analysed by the ligand field multiplet theory\(^{159}\) in very good agreement with the experimental data. From the change of ligand field splitting between ground and excited state and using an electrostatic model that relates the octahedral ligand field splitting to the metal-ligand distance\(^{161}\), a Ru-N bond contraction of \(-0.02\ \text{Å}\) in the excited state was derived, while the analysis of the EXAFS region\(^{122}\) delivers a value of the Ru-N bond contraction of \(-0.04\ \text{Å}\), treating all Ru-N distances equally (i.e., in \( D_3 \) symmetry). These results were later further supported by the analysis of the XANES.\(^{162}\) These results about the excited state structure are confirmed by Quantum chemical calculations.\(^{164,165}\) Later, several picosecond Ru L- and K-edge studies upon excitation of the \(^1\text{MLCT} \) state of different Ru polypyridyl complexes reported similar trends.\(^{166-170}\)

Figure 9: (left) Representation of the occupancy of ligand-field split d-orbitals for a \( d^6 \) octahedral complex. (right) Schematic potential curves of [Fe\(^{II}\)(bpy)\(_3\)] along the Fe-N bond. Reprinted with permission from ref. 171. Copyright 2010 John Wiley and Sons.

More significant in terms of dramatic nuclear structure changes upon a photoinduced intramolecular CT is the case of Cu(I)-diimine complexes. Indeed, upon transfer of an electron to the ligand, a significant structural change from a tetrahedral geometry to a flat one occurs (Figure 10a). Chen and co-workers\(^{172-174}\) investigated the structure of the MLCT states of such complexes, in particular ([Cu(dmp)+ \( (\text{dmp}=2,9\text{-dimethyl-1,10-phenanthroline}) \)), by ps XAS. Upon 400 nm photoexcitation, one reaches the \( S_2 \) state, which decays on an ultrafast time scale to the \( S_1 \) state\(^{172,175-177}\) followed by relaxation to the \( T_1 \) state. Chen and co-workers observed the photoinduced electronic and structural changes by ps XANES and EXAFS and concluded that: (i) the excitation of the MLCT state induces an electronic configuration change from Cu\(^{\text{II}}\) (3d\(^{10}\)) to Cu\(^{\text{I}}\) (3d\(^9\)); (ii) the inner-sphere reorganization changes the coordination number of the MLCT state from four to five in toluene, which is presumed to be non-coordinating; (iii) the average Cu-ligand bond lengths increased in the MLCT state in toluene, but decreased in acetonitrile, reflecting the difference in the interactions of the copper with the fifth ligand. The conclusion of solvent coordination was supported by simulations of the XANES spectra.\(^{178}\)

An interesting question that arises in certain complexes, with strong mixing of metal-halogen orbitals, such as halogenated Rhenium ones, is the issue of the charge transfer from the metal to the ligand, do the halogen orbitals also take part in the electronic rearrangement? While time-resolved Raman and IR data do point to it being the case,\(^{179,180}\) a direct proofs of a 2-centre electron transfer has been lacking. With the unambiguous sensitivity of XAS to oxidation states, the Chergui group confirmed the scenario of electron density being transferred from both the halogen and the Rhenium atom to the bpy ligand in the case of Rhenium-halogen carbonyl polypyridine complexes.\(^{181}\) The experiment was carried out with 70 ps resolution and fs experiments or maybe also attosecond ones, are needed to demonstrate if the process is simultaneous or sequential.
Figure 10: (a) ground state structure (left) and MLCT excited state structure (right) of \([\text{Cu(dmp)\textsubscript{2}}]^+\). An acetonitrile molecule pointing towards the Cu atom is added on top of the molecule. (b) static (black) and transient Cu K-edge spectrum of the molecule recorded at 50 ps time delay. (c) Simulated pre-edge transient spectrum (red, singlet minus triplet) using TD-DFT in comparison with the experimental transient (black). Inset is the molecular orbital for the transitions with the largest oscillator strengths for A'. Reprinted with permission from Reference 182. Copyright 2013 American Chemical Society.

The issue of solvent coordination dates back to the works of McMillin and co-workers who studied the luminescence lifetimes of such complexes and found it to be significantly shortened in donating solvents (i.e., those behaving as Lewis bases), such as acetonitrile (MeCN), compared to non-donating solvents, such as dichloromethane (DCM) that showed one to 2 orders of magnitude longer lifetimes (~100 ns). They attributed this quenching to complexation of a solvent molecule, most likely at the metal centre of the molecule. In order to further investigate this hypothesis, the Chergui group undertook a ps XAS study of \([\text{Cu(dmp)\textsubscript{2}}]^+\) in MeCN and DCM along with optical and theoretical studies. In ref. 182, the A and B features of the ground state spectrum were analyzed using TD-DFT. The A feature just below 8.98 keV is a quadrupole 1s→3d pre-edge transition but it also contains a ligand contribution, as explained below. The B band is assigned to the 1s→4p transition. The C and D features are above-ionization potential (IP) XANES features, due to multiple scattering. The transient signal in MeCN at a time delay of 50 ps for \([\text{Cu(dmp)\textsubscript{2}}]^+\) solvated is also shown in Figure 10b. A weak positive feature appears near the position of the A due to the hole that is created in the highest occupied molecular orbital (HOMO) by photoexcitation. At higher energies there are strong negative and positive features in the region of the B to D features. The transients turned out to be very similar MeCN and DCM. In fact, the intensity loss of the B feature, which was taken as evidence of exciplex formation, can simply be explained in terms of the oxidation shift of the system from Cu(I) to Cu(II), as in the case of Ruthenium complexes discussed above.

In ref. 182, the A and B features of the ground state spectrum were analyzed using TD-DFT. The A feature is dominated by transitions into the lowest unoccupied molecular orbital (LUMO) and LUMO+1 orbitals. These are mainly (~97%) comprised of electron density located on the ligand atoms, which explains its weak intensity, as this transition draws its oscillator strength via a weak mixing with the Cu 4p orbitals. In contrast, the B feature corresponds to excitations into molecular orbitals and due to their proximity to the continuum, they are rather diffuse, but this feature contains a larger 4p (dipole-allowed) contribution. Figure 10c compares the pre-edge experimental transient at 50 ps and results of the TD-DFT calculated difference spectrum of the triplet electronic structure minus the ground-state spectrum. The features present in the experimental transient are reproduced both in terms of energy and relative intensity. In particular, the new (positive) A' feature arises, as expected, from a transition into the electron hole at the HOMO created by photoexcitation. Since the HOMO is dominated by the Cu 3d-character, this feature has previously been attributed to a 1s→3d quadrupole transition. The lack of solvent coordination...
was supported by calculations of the radial distribution functions (RDFs) from a classical molecular dynamics simulation for both the ground and lowest \(^3\)MLCT states of the complex in both solvents. Further support came from a QM/MM simulation, showing that no bound exciplex forms between the solvent molecules and the complex. Rather, the solvent-dependent lifetimes of [Cu(dmp)\(^2\)]\(^+\) were rationalized in terms of the energy gap between the ground and \(^3\)MLCT states.\(^{182}\) The lifetime also depends on the spin–orbit-coupling, which itself is affected by the dihedral angle, and on the energy gap between the \(^1\)MLCT and \(^3\)MLCT states.

This system turned out to be an ideal one to investigate the correlated charge, nuclear and spin dynamics in TM complexes. Indeed, ultrafast optical studies by the Tahara group have revealed a rich vibrational wave packet pattern upon excitation of the singlet MLCT state.\(^{187,188}\) In this respect, Taverneli and co-workers have carried detailed quantum dynamical\(^{184}\) and wave packet dynamics simulations\(^{185}\) that could be translated into fs XAS signals for future XFEL experiments.

4.2 Photoinduced spin cross-over dynamics

One of the fascinating features of Fe\(^{2+}\), Fe\(^{3+}\), and Co\(^{2+}\)-based molecular complexes is their ability to change from the low (LS) to the high (HS) spin state at thermal equilibrium under the effect of temperature, pressure or irradiation, and have for that matter been named spin cross-over complexes (SCO).\(^{189,190}\) The light induced SCO has been coined Light-Induced Excited Spin-State Trapping (LIESST),\(^{191}\) and the HS to LS process, reverse-LIESST.\(^{192}\) These dramatic (\(\Delta S=2\)) spin transitions are interesting for applications in magnetic data storage/optical reading but also of direct relevance to biology, since the active site of hemoproteins are Fe(II)- or Co(II)-based porphyrins that undergo similar spin change during their biological functions (see § 6).

In the predominantly octahedral field due to the ligands (Figure 9), all electrons are in the lower \(t_{2g}\) sub-shell in the low spin (LS) ground state, while transferring electrons to the \(e_g\) orbitals increases the spin state. Because the \(e_g\) orbitals derive from the \(d_{x^2-y^2}\) and \(d_{z^2}\) orbitals, they are antibonding in 6-fold coordinated complexes, which leads to a striking metal-ligand bond elongation in the high spin (HS) state. Studies of the LS to HS photoswitching were intensely carried out in solution using optical methods. McGarvey and Lawthers reported that the equilibrium between the spin states of iron(II) spin-crossover complexes in solution near RT can be photophysically perturbed via irradiation into the strong spin and parity allowed metal-ligand charge transfer (1MLCT) absorption bands of the low-spin (LS) species.\(^{193}\) The intersystem crossing (ISC) dynamics was then explored with the use of complementary probes, sensitive to different degrees of freedom, which strongly help investigating both ultrafast electronic and structural dynamics.\(^{97,113,192,194,196}\)

A generic diagram of the potential energy curves of the various states of Fe(II)-based complexes is shown in Figure 9, as a function of the Fe-N bond length, which is supposed to be the reactive coordinate of the spin transition.\(^{171}\) The MLCT states have nearly the same equilibrium distance as the ground state, in agreement with the results on Ru(II) complexes discussed above,\(^{199}\) while the ligand field states \(1\)\(^3\)T, \(2\)\(^5\)T and \(6\)\(^9\)E have their equilibrium distances elongated by \(-0.1\) Å, \(-0.2\) Å, and \(-0.3\) Å, respectively, relative to the ground state bond distance. Light excitation into the singlet Metal-to-Ligand-Charge-Transfer (MLCT) state or to the lower-lying ligand field states leads to population of the lowest quintet state \(5\)T\(_2\) with unity quantum yield.\(^{169}\) The lifetime of the latter varies by several orders of magnitude as a function of ligand and temperature\(^{195}\) with [Fe\(^n\)(bpy)\(_2\)] having the shortest lived quintet state lifetime (650 ps) at RT. Structural studies by X-ray diffraction or X-ray absorption spectroscopy under quasi steady-state conditions, confirmed the \(-0.2\) Å elongation of the Fe-N bond for Fe(II)-based complexes with long-lived HS states\(^{199,200}\) but the question arose if this applies to the shortest lived HS state of [Fe\(^n\)(bpy)\(_2\)]\(_2\), as predicted by theory.\(^{202}\) Khalil et al\(^{203}\) and Gawelda et al\(^{204}\) captured the structure of the quintet state after laser excitation using 70 ps hard X-ray pulses probing the structure changes at the K edge of Iron. In the first case, the system was [Fe\(^n\)(tren(py))\(_2\)]\(_2\) in acetonitrile, which has a quintet state lifetime of 60 ns, while in the second case, it was [Fe\(^n\)(bpy)\(_2\)]\(_2\), onto which we hereafter focus our discussion as this system has emerged as the test bed for all new ultrafast X-ray methods on molecular systems. Figure 11 shows the Fe K-edge XANES of the molecule in the LS ground state (a), the transient (difference) spectrum at 50 ps time delay (b) and the XAS spectrum of the HS quintet state (a), as retrieved from the ground state and the difference spectra and from the photolysis yield determined in laser-only experiments (and convoluted to match the much longer x-ray probe width). The structural analysis of the excited state was based on fitting both the transient XANES\(^{94}\) and the transient EXAFS spectra.\(^{62,204}\) These confirmed that the Fe-N bond elongation is \(\Delta R_{Fe-N}=0.20\) Å, and is nearly the same in the HS state of all Fe(II) complexes, regardless of the HS lifetime,\(^{199,203}\) implying that the latter is not determined by the Fe-N bond distance. Rather, the adiabatic energy and the coupling parameters between LS and HS state are the crucial parameters. Indeed, of all Fe(II)-SCO complexes, [Fe\(^n\)(bpy)\(_2\)]\(_2\) has the highest lying quintet state and as a matter of fact, the shortest HS lifetime.
Figures 11: (a) static (black) Fe K-edge absorption spectrum of [Fe(II)(bpy)₃] and the spectrum in the high spin state (red data points) at 50 ps time delay, retrieved using the transient (red) in (b) and the ground state spectrum. (b) Fe K-edge transient at 50 ps time delay (red data points) and at 300 fs time delay (blue triangles) measured using the slicing source at the Swiss Light Source. (c) time scans at the B-feature. The inset shows a time scan up to 10 ps. Reprinted with permission from Reference 113. Copyright 2017 The American Association for the Advancement of Science.

In the above studies using Fe K-edge spectroscopy, information about the electronic structure was contained in the pre-edge region which is characterized by weak 1s-3d transitions. The Fe L₂,₃-edges are more advantageous in this respect because the 2p-3d transitions are dipole allowed and the core-hole lifetime broadening is smaller, which makes the spectral lines narrower. Huse et al.¹⁰¹ carried out a picosecond L-edge spectroscopic study of [Fe³⁺(tren(py))₃] for the first time, using a liquid cell equipped with SiN membrane windows. Their results showed a significant reduction in orbital overlap between the central Fe(3d) and the ligand N(2p) orbitals, consistent with the expected ~0.2 Å increase in Fe-N bond length upon formation of the high-spin state. Another important development came with the first implementation of a ps X-ray emission spectroscopy measurements on [Fe(II)(bpy)₃], fully demonstrating the power of XES to identify spin states of metal complexes.²⁰⁵ Because XES uses a single incident energy, it is a technique that can be combined with X-ray scattering (XRS) in solutions. This unique combination of techniques was demonstrated by Bressler and co-workers, allowing them to correlate the formation of the HS state with changes in the surrounding solvent, as discussed in § 4.4 below.¹⁰⁶,²⁰⁶ These exciting developments also prepared the ground for the femtosecond experiments at XFELs.

Indeed, femtosecond resolution is needed if one wants to follow the ultrafast structural dynamics of photo-excited systems in real-time, and thus answer a host of questions that have escaped femtosecond optical spectroscopies or ps XAS. In particular, the mechanism and relaxation pathways of the photo-induced HS-LS conversion in Fe(II) complexes were still unknown until a few years back.¹⁸⁹,²⁰⁷,²⁰⁸ One of the reasons for this situation was the fact that the intermediate ¹,₃T states (Figure 10) are optically silent, while the HS quintet state had no known spectroscopic signature in the visible. Although it was established⁹⁶ that departure from the ⁹MLCT state occurs in ~130 fs, the population time of the HS state needed to be measured directly. To that purpose, the Chergui group¹¹³ exploited the fact that the XANES spectrum contains a marker of the HS state, via the multiple-scattering²⁰⁹ B-feature that appears on the edge and increases in intensity upon elongation of the Fe-N bond in the HS state (Figure 11). Using hard X-ray fs pulses generated by the slicing scheme at the SLS, the evolution of the B-feature could be probed as a function of pump-probe delay,¹¹¹ and a population time of the HS state of 150±50 fs was measured (Figure 11).
Soon after, the same group developed and used broad-band deep-Ultraviolet (UV) spectroscopic observables of the HS state, confirming this population time\textsuperscript{97,195}

Further studies were performed using fs soft X-ray pulses from the slicing source at the ALS to probe the Fe L\textsubscript{2,3}-edges transient absorption\textsuperscript{210}. This first femtosecond soft X-ray experiment of a molecular system in solution confirmed the findings of the fs hard X-ray\textsuperscript{113} and the deep-UV\textsuperscript{195} studies. When the LCLS XFEL came into operation, the fs hard X-ray absorption experiment was repeated, yielding the same result\textsuperscript{211} but with a much reduced data acquisition time due to the orders of magnitude larger flux compared to the slicing scheme. Finally, more recently, several new fs X-ray studies on SCO complexes have been carried out in the solid phase, which are discussed in §5.

The above studies, while revealing a remarkably fast SCO for the first time, left a question open as to the pathway leading from the \textsuperscript{1}MLCT state to the HS state and whether it bypasses the intermediate \textsuperscript{1,3}T states\textsuperscript{1,15} or not. In ref.\textsuperscript{113}, this option was considered and it was suggested that if this were to be the case, then the transit time via the intermediate states would have to be < 60 fs. To verify the hypothesis of intermediate states, having different spin and/or oxidation states, XES is ideal as discussed in § 3.1.2.\textsuperscript{212} Building on the experience from ps XES experiments,\textsuperscript{106,205,206} the first study of this sort in the femtosecond time domain was carried by Zhang et al\textsuperscript{197} on photoexcited [Fe(bpy)\textsubscript{3}]\textsuperscript{2+} in solution. The time-resolved K\textsubscript{β} fluorescence spectra provided the sensitivity to spin dynamics needed to address the above question. Figure 12 shows the transient XES at 50 fs and 1 ps time delay. In this figure, the identification of the quintet state is straightforward using the K\textsubscript{β} fluorescence spectrum. The significant difference between the spectra in Figures 12c and d suggests the presence of excited-state species other than the \textsuperscript{5}T\textsubscript{2}s state. With kinetic modelling, the authors could distinguish between the \textsuperscript{1,3}MLCT, \textsuperscript{3}T and \textsuperscript{5}T\textsubscript{2}s states in the relaxation cascade probed with K\textsubscript{β} fluorescence. They thus concluded that the system goes via the intermediate \textsuperscript{3}T state during the SCO dynamics. The resolution of the experiment (~125 fs) was however not sufficient to unambiguously identify the intermediate step, although the spectral signatures were clearly suggesting them. In order to address further this point, a transient deep-UV absorption study at high time resolution (< 60 fs) was carried out,\textsuperscript{198} concluding that the SCO is much faster (< 50 fs) than previously measured, and that the depopulation time of the MLCT state and the population time of the quintet state are the same. While this result still does not discard the passage via an intermediate state, it makes its transit time extremely short (< 20 fs).

Figure 12: Spin-dependent iron K\textsubscript{β} fluorescence spectra: a) The K\textsubscript{β} fluorescence spectra of ground state model iron complexes with different spin moments: singlet ([Fe(2,2'-bipyridine)]\textsuperscript{2+}, red), doublet ([Fe(2,2'-bipyridine)]\textsuperscript{2+}, blue), triplet (iron(II) phthalocyanine, green), quartet (iron(III) phthalocyanine chloride, red dashed), and quintet ([Fe(phenanthroline)]\textsubscript{2}(NCS)\textsubscript{2}), blue dashed); b) Model complex difference spectra for the \textsuperscript{1,3}MLCT, \textsuperscript{3}T and \textsuperscript{5}T\textsubscript{2}s excited states constructed by subtracting the singlet model complex spectrum from the doublet, triplet and quintet model complex spectra shown in (a); c) K\textsubscript{β} transient difference spectra obtained at 50-fs time delay for [Fe(2,2'-bipyridine)]\textsuperscript{2+} (black circles), d) K\textsubscript{β} transient difference spectra obtained at 1-ps time delay for [Fe(2,2'-bipyridine)]\textsuperscript{2+} (black circles), which closely matches the model complex difference spectra (red) obtained when subtracting the singlet from the quintet spectra shown in a. Reprinted with permission from reference \textsuperscript{197}. Copyright 2017 Nature Publishing Group.
More recently, Lemke, Cammarata et al used femtosecond XANES at the LCLS X-FEL to track electronic and structural change of \([\text{Fe}^{II}(\text{bpy})_3]\) in solution and found that the HS state is populated within 120 fs and that the process is accompanied by the activation and damping of coherent vibrations. This mode is associated with the totally symmetric Fe-ligand bond elongation during LS to HS conversion, which was previously reported by optical pump-probe spectroscopy. This first example of coherent vibrational wave packet motion observed by ultrafast X-ray spectroscopy in the case of a molecule in solution is an exciting development and was soon followed by the demonstration of wave packets probed by ultrafast X-ray scattering in solution as described now.

Biasin et al studied the structural dynamics upon SCO in photoexcited \([\text{Co}^{II}(\text{terpy})_2]^{-}\) in an aqueous solution with femtosecond X-ray scattering at LCLS. Their analysis showed that photoexcitation leads to elongation of the Co-N bonds, followed by coherent Co-N bond length oscillations arising from the displacive excitation of a vibrational mode dominated by the symmetrical stretch of all six Co-N bonds (Figure 13). The mode has a period of 0.33 ps and decays on a sub-picosecond time scale. It was found that the equilibrium bond-elongated structure of the high spin state is established on a single-picosecond time scale and that this state has a lifetime of \(\sim\)7 ps. This first demonstration of vibrational wave packets by fs XRS in solution opens the way to more systematic studies on molecular systems, as the tools are refined and the data treatment becomes more routine. Among these is the possibility to exploit the polarization properties of the pump and probe pulses as explored in a simulation by Penfold et al on a model system consisting of di-iodine in solution.

Finally, a development worth mentioning is the recently demonstrated ability to record ultrafast XES with a table top plasma source. The experiment was carried out on \([\text{Fe}^{II}(\text{bpy})_3]\) showing that the method is not limited to large scale installations.

![Figure 13: Femtosecond X-ray scattering of \([\text{Co}^{II}(\text{bpy})_3]\). Time evolution of the Co-N bond lengths (black dots) retrieved from the fs XRS data. The insert shows a time-resolved Fourier transform of the oscillatory part of the difference scattering signal indicating sequential activation of two vibrational modes. The red line shows a heuristic fit, incorporating sequential activation of first a \(T_1 \sim 0.33\) ps mode and then a \(T_2 \sim 0.23\) ps mode identified as, respectively, breathing- and pincer-like by direct comparison with our DFT calculations. Reprinted with permission from reference 214. Copyright 2017 American Physical Society.](image-url)
4.3 Bond forming dynamics

The triplet excited states of dinuclear d⁸-d⁸ platinum, rhodium, and iridium complexes (bridged by various ligands) exhibit remarkable photophysical and photochemical properties, which are strongly determined by their structure. The unusually high photocatalytic activity of these complexes are a manifestation of the newly formed bond in the lowest excited singlet and triplet states, owing to the promotion of an electron from the antibonding dσ* (dz², derived) to the bonding pσ (p₂-derived) orbitals, which should therefore lead to a contraction of the metal-metal bond (Figure 14).

Figure 14: a) structure of the [Pt₂(P₂O₅H₂)₄]²⁻ molecule and orbital scheme involving the excitation of a d to p orbital; b) Static Pt L₃ XAS spectrum of in solution (black line, left axis) and the transient (excited–unexcited) XAS spectrum (blue circles, right axis, same units as left) integrated up to 150 ns after excitation; c) Transient EXAFS data (circles; binned from the data in (b)) and best fit (solid line) with the following results: a Pt-Pt contraction of 0.31(5) Å, a platinum–ligand elongation of 0.010(6) Å. The error bars represent the standard error of the measurement. Courtesy of R. M. van der Veen.

The [Pt₂(P₂O₅H₂)]⁶ (PtPOP) molecule is among the most intensely studied d⁸-d⁸ dinuclear metal complexes. In solutions, excitation into the first singlet state in the near UV region around 370 nm leads to formation of the long lived (~1 µs) triplet state with unity quantum yield. van der Veen et al resolved its structure using picosecond XAS. Figure 14b shows the ground state Pt L₃-edge XAS spectrum (black trace) as well as the transient spectrum (blue dots), integrated from 0 to 150 ns to improve the signal-to-noise ratio. The XANES region exhibits a new absorption band at 11.564 keV below the absorption edge, which is due to the creation of a hole in the 5dσ* orbital upon laser excitation, that can then be accessed from the 2p₃/2 core orbital (L₃ edge). Clear changes are also visible in the EXAFS region (Figure 14b,c), reflecting structural modifications between the ground and excited triplet states.

From the transient EXAFS spectrum (Figure 14c), the magnitude of the Pt-Pt bond contraction as well as, for the first time, the changes affecting the Pt-P bonds were extracted, and the best fit is shown in Figure 14c. It was found that while the Pt-Pt bond contracts by 0.31(5) Å, in good agreement with the X-ray photocystallography data (see below), the Pt-P bonds slightly elongate (by ~20 mÅ), in agreement with theoretical predictions. This work underscores the ability to retrieve details of the excited state structure of a rather complex molecular system in liquid solution, due to the high sensitivity of the experiment, coupled to a rigorous structural analysis based on fitting the transient EXAFS spectra directly in energy space.
Soon after the above work, Christensen et al\textsuperscript{222} reported a picosecond solution X-ray scattering study of the same system, deriving generally similar results as in ref. \textsuperscript{220}; a Pt-Pt bond contraction of ~ 0.24 Å and a slight elongation of the Pt-P bond. This was followed by a ps XAS study on another diplatinum complex by Chen and co-workers,\textsuperscript{223} who also showed bond formation in the excited state with a contraction of the Pt-Pt distance by ~ 0.2 Å.

PtPOP is a remarkable molecule in the sense that its ground and excited potentials are highly harmonic and that the optical spectrum is only sensitive to the Pt-Pt coordinate.\textsuperscript{224,225} It is therefore easy to retrieve the excited state structure from a Franck-Condon analysis, which shows a Pt-Pt bond contraction in the triplet state 0.1 Å smaller than that derived by ps XAS.\textsuperscript{218,220} The origin of the discrepancy lies, in the fact that the Pt atoms are directly exposed to the solvent and the EXAFS analysis neglected the contribution of the solvent, while the optical domain spectroscopy is not sensitive to it. This underscores the importance of including solvent contributions in the analysis of EXAFS and XANES, as was demonstrated in systematic quantum mechanics/molecular mechanics molecular dynamics simulations of PtPOP in three different solvents,\textsuperscript{226} showing a clear solvent effect on the Pt L\textsubscript{3}-edge spectra. This was also observed in an experimental XAS study of Rhenium-halogen carbonyl complexes showing a strong effect of the environment on the edge spectrum of the solvent-exposed halogen atom, while that of the central Re atom was unaffected.\textsuperscript{191}

### 4.4 Solvation and its dynamics

Most of preparative and natural chemistry and all of biology take place in liquid solutions or in heterogeneous media, such as liquid-solid interfaces. In these cases, the solvent molecules are by no means spectators but they participate in the reactions in a variety of direct or indirect ways. From the outset, since a (photo)chemical implies rearrangement of electrons within the solute, a new field of forces is seen by the solvent molecules, to which they react in order to minimise the free energy of the system. This process, called solvation dynamics, implies rearrangements, which occur on time scales ranging from femtoseconds to much longer.

For many years, the understanding of the solvent response to photoinduced charge redistribution in solutes has been a major field of research in chemical physics, and even more so with the advent of femtosecond spectroscopy some 30 years ago.\textsuperscript{31,227} However, all of these studies used optical probes, which do not deliver structure. Therefore, the structural dynamics of the solvation shell was mostly retrieved by simulations of the solute’s observables. Furthermore, optical probes cannot distinguish the high frequency response of the solute from that of the solvent. Only in very few peculiar cases, could the response of the solvent directly be monitored by optical spectroscopy in real time, such as in condensed rare gas media or hydrogen,\textsuperscript{228-235} but these are not common solvents.

The examples discussed in §§ 4.1 and 4.3 have already stressed the role of the solvents in probing photoinduced processes using X-ray spectroscopy and scattering. Early on, the Chergui group had proposed the study of solvation dynamics using atomic solutes whose electronic structure can be modified by an optical pump pulse, while the solvation shell changes would be monitored at core transitions of the solute, thus providing a direct visualization.\textsuperscript{90} This experiment was then successfully carried out on aqueous iodide, both with ps and fs (using the slicing scheme) resolution, probing the Iodine L\textsubscript{1} and L\textsubscript{2} edges.\textsuperscript{233,234} They could thus monitor the change from hydrophilic solvation (around iodide) to hydrophobic solvation (around iodine), which was supported by quantum and classical molecular dynamics simulations and DFT calculations.\textsuperscript{234-236}

For more complex systems, advanced Hybrid DFT/classical or full ab-initio molecular dynamics simulations of the solvent effect on the excited state dynamics of systems such as [Ru\textsuperscript{II}(bpy)\textsubscript{3}]	extsuperscript{2+} or [Fe\textsuperscript{II}(bpy)\textsubscript{3}]\textsuperscript{2+} were reported. With the advent of the high repetition rate scheme for ps experiments (§ 2.2.2), Bressler and co-workers\textsuperscript{106,206,212} combined XES, XRS and XAS to observe the interplay between intramolecular dynamics and the intermolecular caging solvent response with 100 ps time resolution in the case of [Fe\textsuperscript{II}(bpy)\textsubscript{3}]. On this time scale, the initial ultrafast spin transition and the associated intramolecular geometric structure changes, discussed in § 4.2, are long completed as well as the solvent heating due to the initial energy dissipation from the excited HS molecule. Combining information from XES and XRS, the excitation fraction as well as the temperature and density changes of the solvent were followed on the lifetime of the HS state (ca. 0.6 ps), allowing the detection of an ultrafast change in bulk solvent density. The correlation between these three signals is shown in Figure 15-1.
Figure 15: (I) ps resolved evolution of the HS fraction from XAS, XES, and XDS. The XAS data were taken in a separate measurement, while the XES and XRS data were taken simultaneously. Reproduced from ref. 206. (II) (a) and (b) show the temporal evolution of the fraction of photoexcited solute molecules measured by XES and XRS, respectively. Black lines show fits of kinetic models as described in ref. 239. The response from the formation of the HS state precedes the structural response, which in turn is faster than the solvent response summarized in (c) and (d). Reproduced from reference 239. Copyright 2016 American Chemical Society.

An elegant analytical approach directly utilizing the spectroscopic data in the XDS analysis allowed the authors to extract information about the changes in the solvent cage and in particular, to deduce a decrease in the number of water molecules in the first solvation shell, as previously predicted by theory.238 This type of studies sets a precedent for similar ones with fs resolution at XFELs. It is on sub-ps time scales that the solvent start to respond and monitoring its structural dynamics in real-time delivers invaluable insight into its role in the overall energy redistribution dynamics, as explored theoretically in simulations of fs-XRS of diatomic halogen molecules in solution.215

Very recently, a combined fs XRS and XES study of [Fe<sup>II</sup>(bpy)]<sub>3</sub> was reported by Haldrup et al (Figure 15-II).239 The simultaneously recorded X-ray diffuse scattering patterns reveal slower subpicosecond dynamics triggered by the intramolecular structural dynamics of the photoexcited solute. By simultaneous combination of both methods only, the authors extracted new information about the solvation dynamic processes unfolding during the first picosecond (ps). The measured bulk solvent density increase of 0.2% (Figure 15-II) indicates a dramatic change of the solvation shell around each photoexcited solute, confirming the above mentioned previous ab-initio molecular dynamics simulations.238 Structural changes in the aqueous solvent associated with density and temperature changes occur with ~1 ps time constants, characteristic of the structural dynamics of water. The slower solvent response time scale allows direct observation of the structure of the excited solute molecules prior to when the solvent contributions become dominant.

4.5 Reactivity to solvent species
The simplest unimolecular reaction, the rupture of an interatomic bond, can become a complex process when the molecule is in a solvent. Indeed, the latter is not just a spectator but it influences the outcome of the reaction in different ways: (i) sterically by caging the fragments, in the so-called “cage effect”240 or (ii) electronically by providing a field of forces that shifts in a differential way the potential surfaces onto which the dynamics occurs, thus modifying...
the exit pathways of the fragments. As a consequence, this facilitates or hinders the release of fragments into the solvent depending on the solute-solvent interactions. Last, the nascent fragment may themselves undergo reactions with the solvent molecules, giving rise to new photoproducts.

Time-resolved X-ray tools provide a way not only to identify the outcome of the photoinduced process, but also to track down the intramolecular pathways leading to bond breaking, provided the temporal resolution is in the femtosecond range, as intramolecular processes are ultrafast in nature.241

As far as coordination chemistry complexes are concerned, so far only few examples are available. Furthermore, these examples involve dissociation of the parent molecule and substitution of a ligand by a solvent molecule. Basically only two cases, aqueous Fe(CN)₆ and Fe(CO)₅ in alcohols have so far been investigated by time-resolved X-ray spectroscopy.

Aqueous Fe(CN)₆: it had been found back in the 1970s that for the ferrous complex, the dominant photochemical channel was excitation wavelength dependent: predominantly photoionization for wavelengths < 300 nm and predominantly photoaquation for >300 nm, with a small yield of the other product in both cases.242,243 For the ferric complex, the situation was less clear-cut. Finally, these optical domain experiments were carried out with 1 ns time resolution and they did not address the mechanisms yielding one or the other product. In order to confirm the photoaquation channel, Chergui and co-workers carried time-resolved XAS studies with 70 ps resolution using the high repetition rate data acquisition scheme described in § 2.1.2.2.244. These studies also included the ferric complex. Upon 355 nm excitation, the transient spectra for both the ferrous and ferric complexes exhibit a red shift of the edge reflecting an increased electron density at the Fe atom. For the former (Figure 16a), an enhanced pre-edge transition was also observed. These observations reflect the formation of the aquated [Fe(CN)₆]³⁻ species, which was supported by quantum chemical calculations that in addition, provided its structural parameters (Figure 16a). These first ps XAS studies allowed to establish observables of the aquated species, however because of the limited time resolution they do not deliver information about the mechanism leading to the aquated products. It is not clear if the dissociation of a CN ligand and the binding of a solvent molecule are sequential or concerted. Steady-state Fe L-edge spectra,245 and Fe K-edge RIXS and XES of the complex in water and ethylene glycol246 revealed the existence of specific interactions of the solvent molecules with the solute, but the connection to reactivity is still awaiting further studies at high temporal resolution. The results for the ferric complex are shown in Figure 16b, showing a much noisier transient due to the much lower yield for photoaquation.

![Figure 16](image)

Figure 16: (a) The experimental (red) 70 ps after 355 nm photoexcitation of [Fe(CN)₆]⁴⁻ and calculated transient spectra of [Fe(CN)₆]³⁻, C₄v (green) or D₁₉ (cyan), and [Fe(CN)₆]OH₃]⁵⁻ (dark blue); (b) The experimental transient (red) 70 ps after photexcitation of [Fe(CN)₆]⁴⁻ at 355 nm and calculated transient spectra of [Fe(CN)₆]OH₃]⁵⁻ (blue). Reproduced from reference 244. Copyright 2014 American Crystallographic Association.

Fe(CO)₅: In the gas phase, absorption of a 266 nm photon leads to a primary dissociation step of one CO with a quantum yield close to unity.247,248 Fe(CO)₅ then undergoes further fragmentation with a high quantum yield.249 In solution, depending on the excitation wavelength and the solvent, sequential dissociation can be suppressed.249,250 Though not completely eliminated,251,252 it is well known that singlet Fe(CO)₅ is highly reactive and capable of ligand addition with a number of common organic compounds: alkanes, alkenes, alcohols, alkylyphosphines, and alkylsilanes.251-255 This reactivity arises from the electron deficiency at the metal centre of Fe(CO)₅ and the lack of steric hindrance with the solvent, making it a strong electrophile.

Questions arise as to the mechanism of reaction and how the solution affects the excited-state relaxation pathways in Fe(CO)₅ and Fe(CO)₂. An important aspect of the reactivity of the latter relates to its spin state.252,253 Using time-resolved Fe K-edge X-ray absorption spectroscopy with a plasma source, Ahr et al256 investigated Fe(CO)₅...
photodissociation in ethanol and concluded that due to electronic interaction with the solvent molecules, the removal of CO and the addition of EtOH were concerted processes, although the Fe(CO)$_4$EtOH product was not resolved directly. Their model was based on the argument that in solution a weak Fe(CO)$_5$-EtOH complex is formed in the ground state.

Very recently, Wernet and co-workers$^{258,259}$ implemented the first fs-RIXS experiment in the soft X-ray domain to address these questions. An example of RIXS spectra is shown in Figure 17. They found that the photo-induced removal of CO generates the Fe(CO)$_4$ species in a hitherto unreported excited singlet state that either converts to the triplet ground state or combines with a CO or solvent molecule to regenerate a penta-coordinated Fe species on a sub-picosecond timescale. This parallel ultrafast intramolecular spin crossover and ligation of the Fe(CO)$_4$ is explained by a branching of the reaction pathway likely in its $^1A_1$ state. A sub-picosecond time constant of the spin crossover from $^1B_2$ to $^3B_2$ is rationalized by the proposed $^1B_2$-$^3A_1$-$^3B_2$ mechanism. Ultrafast solvent molecule binding of the $^1B_2$ state of Fe(CO)$_4$ is significantly faster than the spin-forbidden and diffusion limited ligation process occurring from the $^3B_2$ ground state. The authors proposed that the ultrafast ligation (200-300 fs) occurs via $^1B_2$ - $^1A_1$ - $^3A_0$ Fe(CO)$_4$EtOH pathway and it is governed by the solute-solvent collision frequency. This very fast solvent molecule binding is quite surprising.

The issue of solvent coordination was also raised in X-ray absorption studies of photoexcited Copper-phenanthroline complexes,$^{173,177,178,182}$ which we discussed in § 4.1.
4.6 Intersite Charge Transfer

Paragraph 4.1 dealt with intramolecular charge transfer, however much of photocatalysis, solar energy conversion and biology involve intersite charge transfer, either between molecular entities or in heterogeneous media, e.g. at interfaces between a molecular systems and a solid substrate. Core-level spectroscopies provide unambiguous markers of the oxidation state changes of specific elements and in a time-resolved mode, they emerge as the ideal technique for probing intersite charge transfer. In the following, we concentrate on recent time-resolved XAS studies that have been performed mainly on dye-sensitized solar cells and on molecular assemblies.

Interfacial charge injection: Transition metal oxides, such as Titanium dioxide (TiO$_2$) or Zinc oxide (ZnO) are the most promising materials for applications in solar-energy conversion and photocatalysis. To this aim sensitization of the large band gap semiconductor metal oxide substrate by an adsorbed dye molecules enables the injection of electrons into its conduction band (CB) upon excitation by visible light by the dye. This sensitization, most commonly with ruthenium-based polypyridine complexes, became the basis of dye-sensitized solar cells (DSSCs). The efficiency of solar-related processes depends on the transport and trapping of charge carriers, and although the trapping of electrons in the CB has been known for years, the nature of the traps at room temperature remains unknown, due to the lack of element- and/or structure sensitive tools to identify them. Optical pump/XAS probe studies at the Fe K-edge were first applied to study electron injection from an adsorbed organic dye into iron oxide NPs. By comparing the transient spectra with simulations, it was concluded that reduced metal sites formed small polarons within 150 ps, which was the time resolution of the experiment. As far as metal-based sensitizers are concerned, several groups have investigated the change of oxidation state of the metal upon MLCT excitation of the dye and injection into the substrate, but the fate of the electron in the substrate was not investigated. The first study of the electron injection with element-selective probing of both the sensitizer and the substrate was carried out by the Chergui group on Ruthenium dyes adsorbed on anatase TiO$_2$ nanoparticles (NPs) and compared with the results of band gap excitation of bare NPs. These experiments found that a full electron charge is trapped in both cases, but that the traps due to charge injection are different from those resulting from band gap excitation as can be seen from Figure 18.

Figure 18: Titanium K-edge spectra of anatase and amorphous TiO$_2$ nanoparticles (pre-edge peaks A1–3 and B and X-ray absorption near-edge structure): a) steady state Ti K-edge absorption spectra of bare anatase and amorphous TiO$_2$; b) Transient X-ray absorption spectra of bare anatase TiO$_2$ nanoparticles at a time delay of 100 ps (black), after excitation at 355 nm above the band gap; c) Transient XAS spectrum of ruthenium N719-dye-sensitized anatase TiO$_2$ NPs at a time delay of 100 ps (blue) after excitation at 532 nm. The subtle differences
between b) and c) have been discussed in ref. 271,272 and are due to the trapping of electrons deep inside the shell (band gap excitation) of the nanoparticles or on its surface (injection case). Reprinted with permission from ref. 271,272. Copyright 2014 John Wiley and Sons; d) Femtosecond pump-probe transient recorded at 4.981 keV of bare nanoparticles excited at 355 nm. The rise time is limited by the resolution of the experiment (170 fs, red trace) but not exceeding 300 fs (grey trace); e) this implies that the electron is trapped in the immediate vicinity of where it was created. Reproduced from reference 272.

Panels b) and c) of figure 18 show that while the transients in the bare and the dye-sensitized case are overall similar, there are some subtle differences, especially when it comes to the pre-edge region. Further experimental and theoretical studies are needed to clearly identify the nature of the trapping sites.

Charge injection was also reported in the case of films of TiO₂ NPs sensitized by gold NPs, but the laser and synchrotron sources were used as continuous sources and differences were taken between laser-on and laser-off RIXS spectra.273

From these time-resolved XAS studies, it appears that the electron acts as a contrast agent upon trapping. Indeed, this comes from the fact that oxidation state changes of an element show up as a shift of the edge position, which increases or decreases in energy depending, respectively, on whether the atom has been oxidized or reduced. The edge shift may contain additional causes, such as bond distance changes between the atom of interest and its neighbors. In the above-edge region, transitions probe the unoccupied density of states above the Fermi level, and a reduction of intensity right above the edge reflects the filling of unoccupied states, similar to the band filling found in optical studies of semi-conductors. Therefore, an X-ray absorption spectrum should be able to detect both localized charges (typically as small polarons at regular sites or at defects) and delocalized ones, as recently demonstrated in the case of perovskites.274 It seems however that in the case of TiO₂ (Figure 18), the signal is dominated by charge localization, which we found to occur on an ultrafast time scale of < 200 fs (Figure 18d).272

Recently, time-resolved photoemission has been implemented to probe the interfacial dynamics in transition metal oxides. Gessner and co-workers used Vacuum ultraviolet synchrotron pulses to probe the charge injection from the RuN₃ dye to the ZnO substrate.275,276 Photoemission gives element-specific information and probes unambiguously oxidation state changes via the measurement of the binding energy. They focused on the region of the C1s and Ru3d binding energies around 290 eV, implying that only the dye could be probed. The same experiment was then repeated with fs resolution at the XFEL yielding injection times of 500 fs.277 These developments are adding new methods to the toolbox of ultrafast element-specific techniques for probing electronic and structural changes at interfaces.

Molecular assemblies: Canton et al.278 combined fs XES and X-ray scattering (XRS) in the hard X-ray range at the XFEL SACLA in Japan to characterize the non-equilibrated electron transfer (ET) dynamics in donor–acceptor molecular assemblies that contain optically dark active sites. The bimetallic complex they studied consists of a light harvesting, ruthenium (Ru)-based chromophore linked to an optically dark cobalt (Co) electron sink by a bridge that mediates the ultrafast ET. This prototypical dyad exemplifies the wide class of synthetic and natural photocatalysts for which the coupled electronic and structural dynamics are only partially understood beyond the decay of the Franck–Condon state. They could thus nail down the dynamics of electron departure from the donor, the transit time via the bridge and the arrival to the acceptor, and finally, the formation time of the high spin state in the latter (Figure 19). The need for an observable such as XES is related to the fact that the Co-complex does not have known optical spectroscopic observables of its high spin state.
Figure 19: (a) The [1RuII-CoIII] complex. The Ru and Co centres are held 13Å apart by the tpphz rigid bridge. (b) Co Kα1 difference XES at 2.5 (red) and 20 ps (blue) pump-probe delay. The shaded areas indicate the uncertainty level. The dashed black curve is the simulated reference for a 1CoIII(LS)-CoII(HS) conversion, scaled to the 20 ps trace. (c) Kinetic trace at 6.93 keV (red dots) and single-exponential fit with a 1.9 ps lifetime, broadened by a 520±410 fs XFEL IRF (blue line). Reproduced from reference 278. Copyright 2015 Nature Publishing Group.

5. Molecules in crystals

The low reactivity of molecules in the solid state was underlined by the famous sentence “A crystal is a chemical graveyard” attributed to Prof. Lavoslav Ružička.279 If the reactivity is limited by the molecular packing, in terms of forming new molecules, the behaviour of bistable molecules in the solid state may however take advantage of the stronger interactions between them, mediated through the lattice. Photoinduced phenomena in molecular crystals represent a nice opportunity to control physical properties of materials by light or to induce single-crystal-to-single-crystal transformation.280 The existence of cooperative response to light in molecular solids is one of the most striking examples, as the responses of elementary molecular components of the material add up in a non-linear fashion. This is especially true for photoinduced phase transitions, where the excitation by a light pulse can abruptly generate transformations towards a new macroscopic state.281 During photoinduced phenomena, several microscopic and macroscopic degrees of freedom play their part on significantly different length and time scales, from microscopic to macroscopic. Then time-resolved studies are of great importance to separate different physical processes on their intrinsic timescale.

5.1 Spin cross-over

The above mentioned LIESST was discovered in SCO crystals more than 30 years ago.282,283 It arose several questions related to the photoswitching mechanism compared to solutions: Would the crystalline lattice, through the elastic coupling between the volume-changing molecules, favor or not LIESST? Since, contrary to molecules in solution, SCO solids can present collective phase transitions and thermal hysteresis related to LS/HS bistability, is it possible to drive cooperative transformation with photoexcitation? It is only recently that the Collet group demonstrated the possibility to generate and detect transient spin states in crystals by femtosecond optical spectroscopy, opening the possibility to study the ultrafast dynamics in the solid state.284,285 Single-shot and complete switching were also reported inside the thermal hysteresis of these materials by Raman and X-ray diffraction,286,287 but a laser heating process was questioned. Indeed, SCO crystals excited by a femtosecond laser pulse undergo a complex out-of-equilibrium dynamics associated with three main steps (Figure 20).288 First, the
light pulse locally photoswitches an initial fraction $X_{HS}^{0.5}$ of molecules from LS to HS states within $\approx200$ fs. Second, the internal lattice pressure due to HS molecular swelling and lattice heating induces lattice expansion on the ns timescale. As the HS state of higher molecular volume is then favored, an additional switching towards HS state occurs, increasing the HS fraction up to $X_{HS}^{El}$ during this so-called elastic step. Third, because of the laser heating, the global temperature of the crystal increases ($\approx10$s K) and drives a third “thermal” step as the higher temperature favors HS state of higher entropy and the HS population thermally equilibrates to $X_{HS}^{Th}$. The main features associated with these three steps are presented hereafter.

Figure 20: Schematic drawing of the out-of-equilibrium dynamics in SCO crystals. The laser pulse locally photo-switches molecules from LS (blue) to HS (red) states within less than 1 ps (step 1). The molecular swelling and lattice heating induce lattice expansion driving cooperative elastic switching in the ns time window (step 2). The HS state is then thermally populated ($\mu$s) and accompanied by another crystal expansion (step 3). Reprinted with permission from reference 289. Copyright 2017 The Royal Society of Chemistry.

5.1.1 Femtosecond spin-state switching in the solid state

In addition to the femtosecond studies of LS to HS photoswitching performed in solution as described in § 4.1, LIESST was also investigated in molecular solids by Collet & Cammarata with fs optical spectroscopy and with fs XANES at the LCLS X-FEL. In SCO Fe molecules, X-ray diffraction reveals important changes of the molecular structure, around the FeN octahedron, between LS and HS states at thermal equilibrium but also in the long-lived photoinduced HS state at very low temperature. In the prototype [Fe(phen)$_2$(NCS)$_2$] material, the main structural deformation is the increase of the average Fe-N distance from $<\text{Fe-N}_{LS}> \approx 1.97$ Å to $<\text{Fe-N}_{HS}> \approx 2.16$ Å, as in solutions (see § 4.2), accompanied by a torsion of the octahedron. The XANES spectrum changes around the Fe K-edge between the LS and HS states can be observed at thermal equilibrium and is very similar to that reported in solution (Figure 11). The derived structural change and its time scale are indeed similar to the solution case. Similar results were obtained in the derivative SCO material [Fe(PM-AzA)$_2$(NCS)$_2$].

This ultrafast structural dynamic in SCO solids was also investigated by x-ray diffraction by Chergui, Elsaesser and co-workers. They used a laser-plasma source X-ray source delivering (Cu K$_\alpha$, $\lambda = 0.154$ nm, 100 fs pulse duration) to measure the time evolution of the intensity of several Bragg peaks. The change of the diffracted intensity $I_{hkl}(t)$ measured in the pump-probe experiment is connected to the time-dependent structure factor of the time-dependent photo-excited state $F_{hkl}^{ex}(t)$ and to the one of the ground state $F_{hkl}^{0}$ through:

$$
\Delta I_{hkl}(t) = M_{hkl}I_{P_{hkl}} \left( |X_{HS}F_{hkl}^{ex}(t)|^2 + (1 - X_{HS})|F_{hkl}^{0}|^2 - |F_{hkl}^{0}|^2 \right)
$$
where $X_{HS}$ is the fraction of modified cells, $M_{hkll}$ is the multiplicity of the $(hkl)$ ring and $LP_{hkll}$ is the Lorentz-polarization factor. From the time evolution of the powder diffraction pattern (Figure 21), three-dimensional differential electron density maps were derived at each delay, providing access to the time evolution of the Fe–N distance among other structural information such as Fe-pyridine ring and ring-ring distances. Here again the structural rearrangements are found to occur within 200 fs but the accuracy of the analysis is limited by the small fraction of photoswitched molecules in the solid (estimated in this experiment at $X_{HS}=0.008$).

![Figure 21: a) Powder diffraction pattern of ([Fe(bpy)$_3$](PF$_6$)$_2$) recorded with the X-ray plasma Source. (b) Transient changes of the X-ray reflections as a function of the delay. (c-f) Change of the diffracted intensity of different Bragg peaks. Reproduced from ref. 292. Copyright 2013 AIP Publishing.](image)

### 5.1.2 Multiscale aspect of the out-of-equilibrium dynamics

As mentioned above, both elastic or thermal effects play their part in the out-of-equilibrium process. These two contributions were clearly separated in a recent time-resolved x-ray diffraction study in [Fe(phen)$_2$(NCS)$_2$] single crystals photoexcited by a femtosecond laser flash. The first-order nature of the LS to HS phase transition at thermal equilibrium (180 K) allows disentangling elastic and thermal effects. A single crystal was photoexcited at 140 K and its evolution was probed both by time-resolved optical spectroscopy to track the time evolution of the HS fraction and by time-resolved x-ray diffraction at synchrotron to measure the evolution of the lattice volume (Figure 22). An initial fraction of HS molecules $X_{HS}^{0}$ (typically 0.02) is photo-generated within 200 fs as explained above. This initial photoswitching process occurs at the molecular level and the lattice has no time to expand on this timescale. The lattice expands only after a few ns, as a macroscopic crystal expansion results from the establishment of a mechanical equilibrium within the crystal, because the photoswitched molecules of higher volume exert a negative (or internal) pressure on the lattice. It occurs concomitantly with a second increase of the HS fraction, reaching $X_{HS}^{el}=0.04$ after $\approx$20 ns. This elastically driven cooperative response of SCO materials impacted by a laser pulse was recently demonstrated by Collet and Lorenc to be associated with the macroscopic volume change of the crystal both by experiment and theory. It is limited by the propagation of strain waves through the sample (\sim 2000 m.s$^ {-1}$). This self-amplified molecular transformation is reminiscent of a feedback mechanism intrinsic to active media. For SCO solids, the more the volume expands, the more molecules switch, the more the volume expands. Hence, the elastically driven response, resulting from the simultaneous absorption of many photons, is
greater than the sum over individual responses of the constituent molecules. This is a direct manifestation of the cooperative effects induced by a light pulse.

At a higher temperature (160 K) closer to the phase transition temperature, the photoresponse is similar on short time scale. However, on µs timescales a third step occurs, in which the HS fraction reaches $X_{\text{HS}}^{(T)} = 0.06$ (Figure 23). This effect is associated with the thermal population of the HS state, due to equilibration of the SCO molecules with the hot crystalline lattice. The three main steps in the out-of-equilibrium dynamics of photoexcited SCO crystals have very different characteristic timescales, since photo-switching ($\ll \text{ps}$) is associated with quantum physics, elastic switching (ns) with mechanics and thermal switching (µs) with thermodynamics.

Zewail et al used four-dimensional electron microscopy to visualize in real and reciprocal space structural dynamics at the level of a single nanoparticle of Fe(pyrazine)Pt(CN)$_4$ SCO material. Because of the low time resolution (7 ns laser pulse was used as pump) they could not access to the ultrafast photoswitching and elastic steps. However, they could observe anisotropic thermal expansion on the 200 ns timescale at the level of a single particle, which was attributed to the temperature jump induced by light excitation but which may also result from the negative pressure induced by the photoswitching.

5.1.3 Photoresponse of spin-state concentration wave
In SCO materials, the bistability between LS and HS state is associated with thermal, entropy-driven, transition as the HS state has higher entropy. The elastic coupling through the lattice mentioned above between molecules can drive cooperative SCO with hysteretic behaviour. It can also be at the origin of mechanical frustration, generating stepwise conversions of the fraction of HS molecules $X_{\text{HS}}$. Few long-range spatially periodic structures of LS and HS states on the steps have been reported in a vast variety of SCO materials. It results from the competition between ferro-elastic and antiferroelastic coupling and the emergence of Devil's staircase-type phenomenon has been pointed out. Such HS-LS long-range ordered structures form spin-state concentration waves (SSCW, Figure 23).
The SCO $[\text{Fe}^{II}\text{H}_{2}\text{L}_{2}\text{Me}]\text{PF}_{6}$ material undergoes a two-step transition from LS to HS, characterized with an intermediate phase (INT) where $X_{\text{HS}}=0.5$. It is associated with a symmetry breaking due to the long-range ordering of molecules in both HS and LS states resulting in the formation of a spin-state concentration wave (Figure 24), which translates into the spatial modulation of the HS fraction for a lattice site in $r$:

$$X_{\text{iso}(r)} = X_{\text{HS}} + (1 - X_{\text{HS}}) \cdot \frac{\eta}{2} \cdot \cos(Q_c \cdot r).$$

This is observed by X-ray diffraction through the spatial modulation of $<\text{Fe-N}>$ bond-length between crystalline sites. In the case of $[\text{Fe}^{II}\text{H}_{2}\text{L}_{2}\text{Me}]\text{PF}_{6}$, $Q_c = 1/2 \cdot c^*$ corresponds to the doubling of the unit cell along the crystalline $c$ axis, along which HS and LS molecules alternate (Figure 23). In the INT phase, the average HS fraction is $X_{\text{HS}}=0.5$ and the order parameter $\eta$ measures the amplitude of the wave, i.e. the difference of the HS fraction on sites 1 (HS) and 2 (LS). This spatial modulation is associated with the appearance of additional Bragg peaks at $Q = h\text{\bar{a}}^* + k\text{\bar{b}}^* + l\text{\bar{c}}^* + Q_c$ (Figure 23). By considering that site1 (resp. 2) may populate the HS state with a probability $X_{\text{HS}}$ (resp $X_{\text{LS}}$) and a molecular structure factor $F_{\text{HS}}$, or the LS state with a probability $(1-X_{\text{HS}})$ and a structure factor $F_{\text{LS}}$, the structure factors of sites 1 and 2 are:

$$F_1(h k l) = X_{\text{HS}} \cdot F_{\text{HS}} + (1 - X_{\text{HS}}) \cdot F_{\text{LS}},$$

$$F_2(h k l) = X_{\text{HS}} \cdot F_{\text{HS}} + (1 - X_{\text{HS}}) \cdot F_{\text{LS}}.$$

Since atoms in site 2 are shifted by $1/2 c$, $Q_c$ where $l$ is odd, it comes out that the intensity of the Bragg peaks is:

$$I = \eta^2 \text{ where } I = \sum_l |F_{\text{HS}}(h k l)|^2 = \sum_l |F_{\text{LS}}(h k l)|^2.$$
since in a first approximation we can consider the structure factor of HS and LS molecular states as constant. The photoresponse of this SSCW to femtosecond light excitation was investigated by time-resolved X-ray diffraction and time-resolved optical spectroscopy. As discussed above for SCO materials, a complex out-of-equilibrium process follows with the local femtosecond molecular switching (<ps), the lattice expansion (ns) and crystal heating (µs). These two last effects are weak on the plateau where $X_{\text{HS}}$=0.5 and the most interesting is the time evolution of the SSCW itself, directly probed through the evolution of $I(\vec{Q}_c)$ as shown and schematically explained in Figure 23. Before laser excitation, state “1”, the SSCW with an amplitude $\eta$ is formed with different HS population on the crystalline sites 1 (mainly HS) and 2 (mainly LS). The femtosecond laser excitation in the band selectively photo-switching of a small fraction of molecules from LS to HS states, state “2”, $X_{\text{HS}}^2$ increases within less than 1 ps, as observed by optical spectroscopy, and the intensity of the peak slightly decreases (Figure 23), within the 100 ps time resolution of the X-ray diffraction experiment. On longer timescales, the intensity of all the Bragg peaks at $\vec{Q}_c$, monotonically decreases within 0.1-1 ms and approaches 0, state “3”, meaning that on this timescale $X_{\text{HS}}^1-X_{\text{HS}}^2$. This is a direct evidence that it takes time to destroy the long-range order of the SSCW, since to do so each molecular lattice site needs to reach the same new equilibrium value of $X_{\text{HS}}$. The typical timescale for the molecular system to explore different HS/LS configurations and to reach thermal equilibrium is in the 100 µs-1 ms range. This data also indicates that as the crystal cools down later, the SSCW forms anew within 15 ms, which is the timescale required for the long-range ordering of molecules in HS and LS states.

These different structural aspects in SCO materials represent key points to understand their photoresponse to femtosecond light excitation from molecular to macroscopic response. The different processes in time can be investigated on their intrinsic timescale thanks to time-resolved techniques, making it possible to disentangle molecular, elastic and thermal effects. The molecular spin-state switching dynamics in solids and solution are found to be similar due to the local nature of the process. On the technical point of view, solids can be easily damaged and experiments in solution phase makes investigation of the molecular dynamics easier. However, measurements on single crystals open the possibility to study light polarization effects and that is how breathing and bending modes, activated during the process, were clearly separated. The great interest of SCO solids is their cooperative response to light excitation, where a single photon can switch several molecules by a single pulse, due to the bistable nature of the SCO lattice. These studies in prototypical photoactive molecular solids illustrate this fact and will be extended to other families of materials in future.

5.2 Time-resolved photocrystallography in molecular solids
As illustrated above for SCO materials, structural dynamics in molecular crystals may occur on very different timescales. Femtosecond-timescale experiments give information on a timescale of instantaneous molecular transformation, whereas slower experiments provide statistically averaged response of an assembly of molecules, where kinetics takes over dynamics. Hereafter we present few photocrystallography studies, highlighting what can be learned on the structural changes triggered by light excitation.

5.2.1 Femtosecond studies of molecular crystals
Femtosecond X-ray diffraction experiments were used to study structural dynamics in hard condensed matter, such as the activation of coherent optical phonons or the time evolution of order parameters related to the melting of charge and orbital orders. There are up to now very few studies of structural reorganization in molecular crystals, performed by x-ray diffraction on the 100 fs timescale.

Elsaesser and his group used femtosecond powder diffraction experiments, from a Cu Kα plasma source, to study the photoresponse of the hydrogen-bonded ionic ammonium sulfate [(NH₄)₂SO₄] initiated by 3-photon absorption at 400 nm. As explained above for SCO materials, the 2θ positions of the diffraction rings remain unchanged on the 100 ps timescale as lattice expansion is much slower. The intensity of about 20 diffraction rings were measured simultaneously for different pump-probe delay and show pronounced changes after photoexcitation, as illustrated in Figure 24-left, exhibiting oscillations with a 650 fs period. Charge density maps change are shown in a plane containing the z axis and the line linking the oxygen atoms 1 and 2. The upper left panel shows the equilibrium charge density $\rho_0(x, y, z)$, the other panels the change of charge density $\Delta\rho(x, y, z)$ for different time delays after photoexcitation Figure 24-right.
These structural oscillations were connected to the 50 cm\(^{-1}\) \(A_9\) phonon of \([\text{(NH}_4\text{)}_2\text{SO}_4]\), considering minor changes in the average positions of the heavier atoms S, N, and O in the unit. The changes of diffracted intensity after photoexcitation were connected to the temporal change of the three-dimensional charge density \(\Delta \rho_e(x, y, z, t)\), which is extracted from the time-resolved data by reversing the equation of the structure factor given in 2.3.2:

\[
x \Delta \rho_e(x, y, z, t) = \frac{x}{abc} \sum \Delta F_{hkl}(t) \cos \left( \frac{hx}{a} + \frac{ky}{b} + \frac{lz}{c} \right)
\]

where \(x\) is the fraction of modified unit cells in the sample.

The main photoinduced change consists in the formation of a channel-like geometry of enhanced electron density along the \(z\) axis, where there are no lattice atoms and indicating that protons move from the neighboring \((\text{NH}_4)^+\) groups into positions between the oxygen atoms 1 and 2. The formation of this hydrogen bonded new geometry occurs within 65 fs and requires concerted, or collective, motions of charges and protons. The periodic oscillations of the electron density in the channel corresponds to the period of the lattice \(A_9\) phonon mode (50 cm\(^{-1}\)), which modulates periodically the \(O_1-O_2\) distance and is accompanied by charge and proton transfer between the channel. This is a nice illustration that femtosecond X-ray diffraction can provided 3D maps in the time domain of changes of molecular structure and charge distributions.

### 5.2.2 Slower dynamics

In addition to the coherent structural dynamics mentioned above, observed on the timescale of elementary atomic or molecular motions, slower timescales are sometimes pertinent in solids to obtain comprehensive insight in dynamical processes involving molecular rearrangements. For example, the lifetime of some photo-induced triplet and singlet excited states can be in the ns-\(\mu\)s range. It is then possible to study their relaxation with the 50-100 ps time-resolution of synchrotron, due to the natural x-ray pulse width.

Techert et al used 100 ps time-resolved X-ray powder diffraction to study the relaxation mechanisms of the molecular charge transfer salt \(N, N\)-dimethylaminobenzonitrile (DMABN) after photo-excitation using a femtosecond laser pump. The experiment was performed at the ID09-time-resolved beamline at the ESRF.
synchrotron. Transient structural changes could be characterized by an ensemble of geometrical rearrangements. The structural refinements evidenced a fast change of the torsion angle after photoexcitation, bringing the system into a quasiplanar configuration, and a relaxation towards the initial state within 520 ps. Latter Braun et al studied a similar process and concluded that an angular rearrangement of molecules around excited dipoles follows the 10 ps kinetics of charge transfer and that transient x-ray scattering is governed by solvation, masking changes of the chromophore molecular structure.308

Other time-resolved x-ray diffraction studies with atomic-resolution were about binuclear metalorganic complexes. After photoexcitation, the promotion of an electron to a stronger bonding state drives molecular contraction, as explained in §4.3. For [Pt(P2O2H)4]4+ the lifetime of the photoexcited states reaches 50 µs at 16 K and the structure of the photoexcited state could be solved by time-resolved diffraction.221,308 Then this process of bond contraction of binuclear complexes driven by light excitation was observed in several systems 310. The use of monochromatic X-ray diffraction technique in time-resolved mode makes time dependent studies difficult because of the low X-ray flux. Coppens used the Laue diffraction method based on polychromatic radiation to study the structural reorganization in a photoactive a binuclear Rh complex.311 The method is based on the RATIO technique, in which the ratios of measured intensities before (off) and after laser irradiation are used and from which photodifference maps are extracted. Two parameters can be used, corresponding to a set of ratios (R(hkl)) or response ratios (η(hkl)), defined as:

$$R(hkl) = \frac{I_{on}(hkl)}{I_{off}(hkl)}$$

and

$$\eta(hkl) = \frac{(I_{on}(hkl) - I_{off}(hkl))}{I_{off}(hkl)} = R(hkl) - 1$$

In the RATIO method the ON data can be obtained by multiplication of the monochromatic intensities by the synchrotron-determined ratios R,

$$I_{on}(hkl) = R(hkl) \times I_{monoc}(hkl)$$

As mentioned in previous examples, the structure factor is weighted by the population of the ground and excited states. Figure 25 shows the photodifference map and the main features observed are a sideward displacement of Rh1 and a displacement of Rh2 towards Rh1, suggesting both a rotation and a shortening of the Rh—Rh vector. Such improved Laue method, capable of producing excited-state structures at atomic resolution of high quality is very promising for the development of dynamical structural science. Other examples are discussed in the review by Coppens.312

Figure 25. Photodifference maps calculated at isosurfaces of ± 0.25 e Å³ (left) and molecular diagram indicating
atomic shifts on laser excitation (right), the excited-state atoms are marked with ‘e’. Reprinted with permission from ref. 312. Copyright 2011 International Union of Crystallography.

Another peculiarity of crystals is that the asymmetric unit can contain more than one molecule. Such chemically equivalent, but crystallographically independent molecules can show different structural rearrangements on excitation. This can be associated with different ligand field or environment in the unit cell. This is the case of the highly luminescent Cu(I) dimethyl-phenanthroline photosensitizer complexes studied Makal et al.313 for which differences in wavelength and lifetime of their luminescence was reported. It was then observed by time-resolved X-ray diffraction that the intramolecular metal-to-ligand charge transfer induced by light for the two independent molecules in the crystal induces different distortions for each site, both in terms of magnitude and direction.

5.3 Cooperative charge-transfer and photoinduced ferroelectricity

The light-induced ferroelectric order in tetrathiafulvalene-p-chloranil (TTF-CA) and derivatives314 is another nice example of light-activated functions in molecular solids. In this system, the electron donor (D) and electron acceptor (A) molecules alternate along stacks. Above 80 K, the system is in the neutral (N) phase where donor and acceptor molecules alternate in a sequence … D^0A^0D^0A^0…. D-A and A-D distances are equivalent because molecules are located on inversion symmetry.156,315 At low temperature a charge-transfer takes place accompanied by a symmetry breaking due to dimerization, with two possible I states, …(D^+A^-)(D^+A^-)(D^+A^-)… or …(A^-D^+)(A^-D^+)(A^-D^+)… It is possible to trigger the charge transfer with a laser pulse to photoinduce this neutral-to-ionic transformation.314,316 Again the mechanism is another example of multiscale phenomena since the initial response induces cooperative electron transfer inside the chains, followed by the ferroelectric 3D ordering between the stacks.

The photo-induced phase transition from neutral to ionic states in TTF-CA is discussed in the literature as resulting from collective excitations, the so-called 1D lattice-relaxed charge-transfer exciton-strings.157 These nano-scale objects, represented by trains of ionized and dimerized DA pairs extending along the crystalline stacking axis a and represented by …D^0A^0(D^-A^+)(D^-A^+)(D^-A^+)D^0A^0… The condensation of diffuse scattering in planes perpendicular to the stacking axis a after femtosecond laser excitation, by time-resolved experiments performed by Guérin158 constitutes a direct evidence of the photo-generation 1D lattice-relaxed charge-transfer exciton-strings (Figure 26).

Figure 26. Diffuse scattering located in planes between Bragg peaks (left) related to the photo-excitation of 1D cluster along the stack, as schematically indicated on the right.
The interstack coupling favors 3D ordering of these 1D polar objects and their ferroelectric order. The symmetry-breaking associated with the generation of the ferroelectric phase with dimerized stacks is characterized by the change of space group. The space group of the paraelectric N phase is \( P2_1/n \). Molecules lie on inversion symmetry and the intensity of the Bragg peaks \((0k0) : k=2n+1\) is zero due to the presence of the 2† screw axis, as measured 2 ns before laser excitation (Figure 27). After photoexcitation, the space group of the photoinduced ionic phase changes towards \( Pn \) and this symmetry breaking is directly evidenced by the appearance of \((0k0) : k=2n+1\) Bragg reflections, measured here 1 ns after photo-excitation.\(^{317}\) As inversion symmetry is lost, a 3D ferroelectric order of \((D^+A^-)\) dimers forms.

![Figure 27](image)

**Figure 27.** (Top) Reconstructed intensity in the reciprocal (a,b) planes before and after laser irradiation (\( \Delta t = -2 \) ns and +1 ns respectively). Appearance of (030) reflection signs the ferroelectric nature of the 3D photo-induced phase of TTF-CA. (Bottom) Schematic drawing of the space groups in both thermal equilibrium (\( P2_1/n \)) and photo-induced (\( Pn \)) states. Reprinted with permission from ref. \(^{317}\). Copyright 2003 The American Association for the Advancement of Science.

6. Biological systems

6.1 Picosecond studies

The huge success of X-ray crystallography for the structural determination of biological systems has been one of the reasons why it was time-resolved crystallography that was mostly considered for studying structural dynamics of biological functions.\(^{318}\) Interestingly though, the first time-resolved X-ray study on biological systems was not carried out using X-ray diffraction but rather X-ray absorption spectroscopy. Mills and co-workers investigated the ligand dynamics of Myoglobin-CO upon excitation with a laser pulse and probed the evolution of the system at the Fe K-edge.\(^{319}\) Because, they have been among the first ones to be studied and still represent benchmark systems for testing ultrafast X-ray diffraction or spectroscopic methods on Biosystems, metalloproteins will be the main focus of our attention in the following.

The above mentioned pioneering work of Mills and co-workers showed the sensitivity of Fe K-edge spectroscopy to the CO-ligand dissociation and recombination. This work was carried out with microsecond time resolution and was based on a laser/synchrotron synchronization scheme developed by the authors. Similar studies on Mb-CO were pursued by Clozza et al\(^{320}\) and mainly by Chance and co-workers.\(^{321}\) However, it would take several years, even after the advent of picosecond XAS to be able to probe metalloproteins with 100 ps time resolution. One of
the limitations being that biological systems are usually dilute (few mMol concentration or less), making the signal weak. The Chen group could however report studies of metalloporphyrines (the active centre of heme proteins) and detect electronic structure changes and more recently they revisited MbCO, the system first investigated by Mills and co-workers, and carried out a detailed structural analysis. The system had previously been used to test the performances of the high repetition rate scheme (§ 2.2) for ps XAS. This is an ideal system because the kinetics of ligand recombination is very slow (msec). However, probing faster (sub-ns) ligand kinetics with XAS was first carried out on myoglobin-NO (Mb-NO) by the Chergui group. This system is known to undergo a multiexponential ligand recombination spanning up to about 200 ps. In ref. the recombination was measured with 70 ps resolution, implying that only the long components could be probed. This work showed that the long-time recombination kinetics is due to NO ligands that are far away from the heme pocket, as previously suggested, and that a domed ligated heme form upon recombination.

Probing structural dynamics in protein crystals is particularly tricky due to the photostability of the systems and the difficulty of retrieving the structural information at the atomic scale out of crystals where a few percent of the centres are excited. This challenge was overcome by Anfinrud and co-workers in a beautiful study of the MbCO protein crystals excited in the visible and probed by 150 ps X-ray pulses. They could retrieve the whole structural dynamics of the system stretching out to ns’s and visualize the docking site of the dissociated CO ligand.

The natural medium of proteins is water and it is desirable to be able to follow the structural changes in this medium. The same groups embarked in the study of dimeric hemoproteins with the aim to investigate cooperativity. Solution ps XRS is ideal when looking at conformational changes, large amplitude side chain motions and folding-unfolding processes and the above studies revealed several hitherto unknown details of the large scale protein dynamics. This type of experiments will be pursued, despite the advent of XFELs, because synchrotrons can fill the gap between 100 ps and infinite times, which is crucial in biology. However, with XFELs it becomes possible to investigate the short time dynamics that precede the long-time ones.

6.2 Femtosecond studies

As far as metalloproteins are concerned, the status of fs X-ray studies has recently been reviewed by Kern et al. Here we focus on the more recent developments of the last few months. Because local structural changes (i.e. at short distances) scale with short time scales, fs XAS can provide valuable information about the changes in the immediate vicinity of the Fe or Co atoms, which are the bioactive centres in hemoproteins. Levantino et al. carried out an Fe K-edge fs study of MbCO, and found that photoinduced structural changes at the heme occur in two steps, with a faster (similar to 70 fs) relaxation preceding a slower (similar to 400 fs) one. They tentatively attributed the first relaxation to a structural rearrangement induced by photolysis involving essentially only the heme chromophore and the second relaxation to a residual Fe motion out of the heme plane that is coupled to the displacement of myoglobin F-helix. This work contained only time traces at fixed probe energies and therefore a structural analysis was not possible, which requires energy scan of the fs XAS transients.

This was recently achieved by Sension and co-workers who investigated the Co-containing Vitamin B12 hemoprotein (cyanocobalamin, CNCbl), demonstrating for the first time the use of fs polarised XANES to probe the photochemistry of the system and reveal sequential structural evolution of CNCbl in the excited electronic state. This study is heralding the use of fs X-ray spectroscopy to probe the active centres of Biosystems. Indeed, short distance scales correspond to short time scales, and therefore probing the initial events of biological functions is more convenient with a local electronic and structural probe such as X-ray spectroscopy.

Nevertheless, solution fs XRS was used by Levantino et al. to probe the light-induced structural rearrangements of photoexcited MbCO reporting evidence of the so-called ‘proteinquake’ through femtosecond X-ray solution scattering measurements. An ultrafast increase of the myoglobin radius of gyration was found to occur within 1 picosecond and to be followed by a delayed protein expansion. As the system approached equilibrium, damped oscillations with a ~3.6-picosecond time period were observed. The authors concluded that their results demonstrate the propagation of a chemical change from a local scale to the global protein in picoseconds.

This first study was followed by another fs XRS study by Barends et al. who carried out a detailed analysis of the fs and ps data supported by computational results. Refs. and are consistent with the conceptual view of Mb dynamics, in which ultrafast modes of the heme couple with lower-frequency protein modes and, ultimately, with large-scale motions such as the displacements of the E and F helices. This notion that functional protein dynamics are governed by a network of coupled modes spanning a broad range of frequencies and length scales is emerging as a general model for the explanation of protein function.

In addition to studies on hemoproteins, there is intense activity aimed at describing the early time dynamics of proteins such as the Photoactive Yellow Protein (PYP), bacteriorhodopsin (bR) and the Photosystem II (PSII) reaction centre, using femtosecond resolved X-ray diffraction. However, sub-ps structural dynamics was only reported for PYP nanocrystals. The structural changes of the p-coumaric acid chromophore and the protein were recorded down to 100 fs. These measurements probed the motions of the early Franck-Condon (FC) excited state that has recently been also studied by time-resolved Raman spectroscopy at high temporal resolution (<7 fs) showing that a rapid weakening of the hydrogen bond that anchors the chromophore is the primary event out of the FC region.
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7. Perspectives and Conclusions

The recent years have witnessed tremendous progress thanks to the development of new data acquisition schemes at synchrotrons (slicing, high repetition rate scheme) and the advent of XFELs. This in turn has broadened the range of methods that can be implemented to characterise molecular systems, in particular photon-in/photon-out and electron-in/electron-out methods. In parallel, the ability to combine methods such as XRS and XES in a single measurement is boosting the capabilities to gather new insight into molecular dynamics, through the simultaneous probing of structural and electronic degrees of freedom dynamics. For example, the combination of fs resolution X-ray spectroscopies with solution phase scattering is a particularly welcome development as it allows probing electronic and structural changes from the interatomic bond to the entire solvation shell. This is of particular interest for phenomena such as solvation dynamics, protein dynamics or multiscale transformation in materials, where a hierarchy of time and length scales characterise the photinduced processes. In addition, combining XANES and diffractive methods will also provide complementary information on local electronic and structural changes, and global structural dynamics.

The stage is set for new opportunities to come, but needless to say that time-resolved X-ray spectroscopies at storage rings will remain vital for several reasons: (i) an XFEL is not needed to investigate phenomena on the 100 ps to several hundreds of ns, nor would it be wise to use the latter for such studies, given the high demand on these single user machines. Indeed, there is a wide variety of important phenomena to study in biology, chemistry and materials science that do not require a high temporal resolution as illustrated above; (ii) for many experiments to be planned at XFELs, it is highly advantageous to perform synchrotron-based experiments that establish observables and the level of signal, to be extrapolated to XFEL experiments; (iii) as already mentioned above, synchrotrons will not only be useful for XAS but also for photo-in/photon-out experiments, as well as scattering and diffraction that do not require a sub-100 ps time resolution.

The future promises several exciting avenues that still are nascent at present. Ultrafast Soft X-ray spectroscopies have been briefly mentioned in this review, but the ability to explore the regions between the Carbon K-edge (ca. 280 eV) and the 1 keV limit opens a window of opportunities for exploring dynamics in molecular systems. Indeed, most light elements such as C, N, O, S, etc. have their K-shells in this region, while several TM atoms, such as Fe, Co, Cu, Zn, Ni, etc. have their L-shell transitions. All of these elements play a central role in coordination chemistry and in biology and the extension of XFELs into the soft X-ray regime is highly desired. At present, the sole such machine is FERMI@Elettra (Trieste). This, along with the development of new sample delivery strategies under vacuum, is opening new possibilities to investigate molecular systems, not only using photon-based detection soft X-ray spectroscopies, but also ultrafast photoelectron core-level spectroscopies of solutions as demonstrated by Abel, Faubel and others in recent years.

Table-top HHG sources are making tremendous progress and are constantly increasing the upper energy limit, with constant improvement that promise reaching the N and the O K-edges. With the sample delivery strategies mentioned above, the range below 100 eV is also very exciting to investigate as it is the region where several light elements (N, O, etc.) have their L-edges, while TM atoms have their M-edges. The first ultrafast absorption studies on TM oxides in the sub-100 eV range are demonstrating the power of studies in these ranges.

New methods keep being developed at XFELs, which promise to open novel insight into a host of molecular phenomena, such as the High energy resolution off-resonant spectroscopy (HEROS), which records entire edge-spectra in a single shot and was recently demonstrated in static mode. In a time-resolved mode, it would avoid having to record the N and the O K-edges. The sample delivery strategies mentioned above, the range below 100 eV is also very exciting to investigate as it is the region where several light elements (N, O, etc.) have their L-edges, while TM atoms have their M-edges. The first ultrafast absorption studies on TM oxides in the sub-100 eV range are demonstrating the power of studies in these ranges.

New methods keep being developed at XFELs, which promise to open novel insight into a host of molecular phenomena, such as the High energy resolution off-resonant spectroscopy (HEROS), which records entire edge-spectra in a single shot and was recently demonstrated in static mode. In a time-resolved mode, it would avoid having to record the N and the O K-edges. The sample delivery strategies mentioned above, the range below 100 eV is also very exciting to investigate as it is the region where several light elements (N, O, etc.) have their L-edges, while TM atoms have their M-edges. The first ultrafast absorption studies on TM oxides in the sub-100 eV range are demonstrating the power of studies in these ranges.

In addition, combining XANES and diffractive methods will also provide complementary information on local electronic and structural changes, and global structural dynamics.

Regarding materials science, femtosecond crystallography studies already reached atomic time and spatial scales for simple systems for which the structural change is refined from few Bragg peaks. For biology, serial femtosecond crystallography with new sample delivery and analysis of X-ray diffraction images is intensively developing and should find similar extension for molecular solids in chemistry and material science. Another important development is the use of resonant inelastic X-ray scattering at XFELs to probe correlated dynamics in solids. RIXS was used to determine the ultrafast magnetic dynamics after photo-doping the Mott insulator Sr$_2$IrO$_4$. This technique will be also of great interest to study the ultrafast photoresponse of molecular solids presenting electronic/magnetic order.

New tools need to be assessed with respect to how they can surpass already available ones and deliver new insight. Ultrafast electron-based techniques have made strident progress thanks in particular to the huge contributions of the late Ahmed Zewail and of others. However, ultrafast 1D or 2D IR spectroscopies along with ultrafast Raman spectroscopy, offer many features that are found in X-ray based techniques but with the advantage of being lab-based and therefore requiring less technical investment. Processes such as solvent heating (shown in
Figure 15 for the X-ray case) are routinely investigated with IR methods, correlations between various chromophores within a complex system can be detected by 2D IR spectroscopy, provided couplings exist between them. Charge transfer and migration within molecular edifices can also be detected by infrared spectroscopies, given the high sensitivity of certain vibrational dipoles to electric fields. There are many other aspects of vibrational spectroscopies which make them very attractive. However, element-specificity and the ability to grasp global structures is what makes X-ray spectroscopy and scattering, respectively, unique though not superior to other tools. No method is entirely universal and it is only by combining methods that deliver different and complementary observables that one can really solve scientific problems.

The results presented here give an illustration of what can be done and what exciting perspectives are in sight in time domain structural methods as more powerful X-ray or electron sources are being developed. Among the large contributions that this new advanced method may provide, an important goal is to understand and control phase transitions driven by light. A deep understanding of such phenomena at different scales requires the combined use of X-ray or electron diffraction over different time scales (fast and ultra-fast), but also of temporal X-ray absorption and optical spectroscopies. This is the key for elucidating this new kind of coherent manipulation of matter by light and for controlling ultra-fast macroscopic switching of materials. In addition to “high energy” electronic excitation (eV) conventionally used in femtochemistry and photoinduced phase transition to modify the potential energy surface, IR and THz excitation open new possibilities to drive directly correlated lattice motion with low energy photons. This broad spectrum of recent advances in this field set the stage for imminent breakthroughs in the understanding and controlling of our dynamical world.
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