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Abstract—The Cloud Computing approach concentrates the computing power in few datacenters. The high latency to reach the platform makes this architecture not well suited for the Internet of Things. The Fog and Edge Computing propose to place servers near the users. In this context, we propose a first-class object store service for Fog/Edge facilities. Our proposal is built with Scale-out Network Attached Storage systems (NAS) and IPFS, a BitTorrent-based object store spread throughout the Fog/Edge infrastructure. Without impacting the IPFS advantages particularly in terms of data mobility, the use of a Scale-out NAS on each site reduces the inter-site exchanges that are costly but mandatory for the metadata management in the original IPFS implementation. Several experiments conducted on Grid’5000 testbed are analysed and confirmed, first, the benefit of using an object store service spread at the Edge and second, the importance of mitigating inter-site accesses. The paper concludes by giving a few directions to improve the performance and fault tolerance criteria of our Fog/Edge Object Store Service.

I. INTRODUCTION

The Cloud Computing is not able to provide low latency computing that is necessary for the Internet of Things. The Fog Computing aims to deploy a lot of small datacenters geographically spread at the Edge of the network, close to the users to be reached with a quite low latency [1]. In this context, we are interested in the storage service that may be used in a such infrastructure. After having proposed a list of properties a storage system should have to be used in a Fog environment, we have shown that Interplanetary FileSystem (IPFS) was the best candidate to be used in a Fog environment [2]. Nevertheless, some improvements should be done such as reducing the amount of network traffic sent between the different sites of Fog.

In this work, we present our use of IPFS used on top of a Scale-Out NAS (Network Attached Storage) in Section [1]. Then, in Section [3] we measure the performance of our approach on the Grid’5000 testbed not only by increasing the network latencies between the Fog sites but also by limiting the network throughput of the clients. Finally, Section [4] concludes and gives some perspectives.

We limit our evaluation study to local access, when objects are stored on the closest site of the users.

II. STORAGE SOLUTIONS

Interplanetary FileSystem (IPFS) [3] is an object store based on a Kademlia distributed hash table (DHT) used to store the location of the objects and protocol similar to BitTorrent to transfer the data between the nodes.

The problem of IPFS when it is deployed in a Fog Computing environment is that the global DHT containing the location of every object does not provide any locality. When an object is requested from a node which does not store it, the node has to locate the object by sending a request outside the Fog site, even if the object is finally stored on another node located on the same site. The request sent outside the site is a major problem because it increases the latencies and avoids the users to access the objects stored on the site in case of network partitioning.

To solve this problem, we proposed an original idea consisting in deploying a distributed filesystem locally on each site. This filesystem is used by IPFS to store objects. The interest of this coupling is that objects stored in a site are available directly to all the IPFS nodes of the site. The DHT is only used to locate objects that are not stored on the local site.

Our solution avoids the interactions with the remote sites. A such deployment is illustrated in Figure [1] where all the clients are located on a same site. We show that the overhead related to the use of the distributed file system is quite low in writing. In reading, not to access the global DHT reduces significantly the access times.
III. EXPERIMENTATION

In this section, we compare the performance of IPFS used alone and IPFS coupled with the Scale-Out NAS RozoFS [4].

A. Material and Method

The evaluation of IPFS and IPFS coupled with RozoFS is performed on the Grid’5000 testbed. RozoFS is an open-source distributed filesystem providing good performance in both sequential and random access. The topology in Figure 1 is considered, composed of 3 sites. Each of them has 4 IPFS nodes which are also RozoFS nodes and a metadata server for RozoFS. All the clients (between 1 and 10) are connected to the same site of Fog and we focus only on the local access: objects are stored on the site the clients are connected to. The scenario consists for the clients to write all the objects on the site and to read them. The IPFS node each request is sent to is selected randomly by the clients and all the requests are sent simultaneously. We measure the time to write and read the objects. We vary the number of clients and also the network latency between the clients and the IPFS nodes (\(L_{Fog}\)) between 5 and 20 ms [5], [6]. The network latency between the Fog sites is set to \(L_{Core} = 50\) ms and the latency between the nodes of a same site is set to 0.5 ms. Latencies are emulated artificially thanks to the Linux Traffic Control Utility (tcc). To get a more realistic scenario, we also limited the throughput of the clients to 512 Mbps that is close to the throughput of a LTE network [6]. Metadata replication in IPFS is disabled and data are stored in a tmpfs to remove the potential biases from the underlying storage unit.

B. Results

Table I shows the access time for an object in function of the \(L_{Fog}\) latency when only one client writes and reads 100 objects on its site. The main observation is that the latency has a bigger impact on small objects (256 KB) than big objects on its site. The main observation is that the latency has the biggest impact on small objects (256 KB) than big objects on its site.

<table>
<thead>
<tr>
<th>Workload</th>
<th>Latency (L_{Fog})</th>
<th>Mean writing time (seconds)</th>
<th>Mean reading time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5ms</td>
<td>10ms</td>
<td>20ms</td>
</tr>
<tr>
<td></td>
<td>5ms</td>
<td>10ms</td>
<td>20ms</td>
</tr>
<tr>
<td>IPFS</td>
<td>(100 \times 256)KB</td>
<td>0.455</td>
<td>0.621</td>
</tr>
<tr>
<td></td>
<td>(100 \times 1)MB</td>
<td>1.541</td>
<td>1.782</td>
</tr>
<tr>
<td></td>
<td>(100 \times 10)MB</td>
<td>15.126</td>
<td>14.847</td>
</tr>
<tr>
<td>IPFS+RozoFS</td>
<td>(100 \times 256)KB</td>
<td>0.473</td>
<td>0.730</td>
</tr>
<tr>
<td></td>
<td>(100 \times 1)MB</td>
<td>1.647</td>
<td>1.855</td>
</tr>
<tr>
<td></td>
<td>(100 \times 10)MB</td>
<td>15.260</td>
<td>15.326</td>
</tr>
</tbody>
</table>

TABLE I: Mean time to read or write objects with a size of \(\{256\)KB, 1MB and 10MB\} in function of the \(L_{Fog}\) latency. Only the workloads using 100 objects are represented.

III. EXPERIMENTATION

In this section, we compare the performance of IPFS used alone and IPFS coupled with the Scale-Out NAS RozoFS [4].

A. Material and Method

The evaluation of IPFS and IPFS coupled with RozoFS is performed on the Grid’5000 testbed. RozoFS is an open-source distributed filesystem providing good performance in both sequential and random access. The topology in Figure 1 is considered, composed of 3 sites. Each of them has 4 IPFS nodes which are also RozoFS nodes and a metadata server for RozoFS. All the clients (between 1 and 10) are connected to the same site of Fog and we focus only on the local access: objects are stored on the site the clients are connected to. The scenario consists for the clients to write all the objects on the site and to read them. The IPFS node each request is sent to is selected randomly by the clients and all the requests are sent simultaneously. We measure the time to write and read the objects. We vary the number of clients and also the network latency between the clients and the IPFS nodes (\(L_{Fog}\)) between 5 and 20 ms [5], [6]. The network latency between the Fog sites is set to \(L_{Core} = 50\) ms and the latency between the nodes of a same site is set to 0.5 ms. Latencies are emulated artificially thanks to the Linux Traffic Control Utility (tcc). To get a more realistic scenario, we also limited the throughput of the clients to 512 Mbps that is close to the throughput of a LTE network [6]. Metadata replication in IPFS is disabled and data are stored in a tmpfs to remove the potential biases from the underlying storage unit.

B. Results

Table I shows the access time for an object in function of the \(L_{Fog}\) latency when only one client writes and reads 100 objects on its site. The main observation is that the latency has a bigger impact on small objects (256 KB) than big objects (10 MB). It takes 0.380 s to read an object of 256 KB when \(L_{Fog} = 5\) ms and 0.687 s when \(L_{Fog} = 20\) ms whereas it takes 14.470 s and 14.102 s with 10 MB objects. For the objects of 10 MB, the impact of \(L_{Fog}\) is small compared to the time to transfer the object. We also observe that the two solutions have similar writing times (1.782 s vs 1.855 s for objects of 1 MB and \(L_{Fog} = 20\) ms) Reading times are also similar except when small objects are used (256 KB). In this case, accessing the DHT becomes costly with a lot of objects.

Figure 2 shows the access time of each object for a given client and a given iteration (100 × 256 KB).

IV. CONCLUSION AND PERSPECTIVES

We showed coupling IPFS to a Scale-Out NAS improves the local reading times without increase of the writing time. The coupling also limits the amount of network traffic exchanged between the sites and enables IPFS to work in case of network partitioning.

A future work may be to do the same test by considering access of objects stored on a remote site. We also consider replacing the global DHT used to locate the objects by the Locator/ID Separation Protocol (LISP) and a Software Defined Networks (SDN) controller may be introduced to place each object on the most appropriated node.
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