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ABSTRACT
Assessment of the single-ensemble method applied to hydrodynamic simulations

Averaging the results of different models and/or model realizations has been suggested as a way to improve the estimations of environmental models, especially in meteorology and climate sciences. We applied ensemble modelling to study the hydrodynamic and thermal behaviour of the Mediterranean reservoir of Bimont (France). We used a single-model ensemble composed of three realizations of the same hydrodynamic model (Dynamic Reservoir Simulation Model, DYRESM) with different calibration parameter values as follows: 1) default parameter values, 2) parameter values obtained by manual calibration, and 3) parameter values corresponding to the best performing member of a set of behavioural parameter sets obtained using the GLUE (Generalized Likelihood Uncertainty Estimation) method. The results confirmed the good performance of the ensemble average for lake water temperature simulations. A loss of signal was present because of the smoothing induced by model averaging, especially for the simulation of surface temperature. Single ensembles are a good alternative to obtain consistently better simulation results in hydrodynamic simulations, as well as providing a qualitative estimation of uncertainty. However, awareness of its limitations is necessary when interpreting the results.
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RESUMEN
Evaluación del método de modelización por conjuntos unimodelo aplicado a simulaciones hidrodinámicas

Para mejorar las estimaciones de los modelos ambientales, se ha sugerido la utilización de la media de las simulaciones de diferentes modelos y/o de diferentes realizaciones de un modelo, especialmente en meteorología y ciencias del clima. En este estudio aplicamos la modelización de conjuntos para estudiar el comportamiento térmico e hidrodinámico del embalse mediterráneo de Bimont (Francia). Utilizamos un conjunto unimodelo formado por tres realizaciones de un mismo modelo hidrodinámico (DYRESM) con diferentes valores de los parámetros de calibración: 1) valores de los parámetros por defecto, 2) valores de los parámetros obtenidos por calibración manual, y 3) valores de los parámetros correspondientes al miembro más eficiente de un conjunto de combinaciones aceptables de parámetros obtenido utilizando la técnica GLUE (Generalized Likelihood Uncertainty Estimation). Los resultados confirmaron el buen comportamiento de la media de conjunto a la hora de estimar la temperatura del agua en masas de agua continentales. Se dio una cierta pérdida de la señal a causa del suavizado inducido por el promediado de los diferentes miembros del conjunto, especialmente para el caso de la simulación de la temperatura superficial. Los modelos de conjuntos son una buena alternativa para obtener resultados de las simulaciones consistentemente mejores, así como para obtener una estimación cualitativa de su incertidumbre. Sin embargo, es necesario ser conscientes de las limitaciones del método al interpretar los resultados.

Palabras clave: Modelo hidrodinámico, modelización por conjuntos, temperatura del agua.
INTRODUCTION

On April 22, 2016, world leaders signed the Paris climate agreement, by which they agreed to limit global warming to between 1.5 °C and 2.0 °C (Tollefson, 2016). Predicting the ecological consequences of such climate warming through models is necessary for optimal management. The simulation of the evolution of a lentic ecosystem depends on the good simulation of hydrodynamics and water temperature since errors in the prediction of the physical properties of the system propagate to the prediction of biological variables (Rigosi & Rueda, 2012). The available lake models simulate water temperatures with reasonable accuracy, usually with overall root mean square errors of 0.5-2.5 °C (Fang et al., 2012; Rigosi & Rueda, 2012; Stepanenko et al., 2014), even when using default parameter values (Read et al., 2014). However, punctual discrepancies in certain moments of the simulations and/or certain points of the water column can attain several degrees (Stepanenko et al., 2013; Read et al., 2014). The errors made in the simulation of hypolimnion temperatures are often higher than those of the epilimnion (Read et al., 2014; Prats & Danis, 2015), probably reflecting difficulties in the simulation of mixing processes (Stepanenko et al., 2013). In relation to this, difficulties also arise in the prediction of certain hydrodynamic properties such as the thermocline depth, the end of the stratification period or the duration of the ice cover, which have a direct influence on the functioning of the ecosystem. It is thus essential to improve the quality of hydrodynamic predictions based on models and to take into account the uncertainty of the simulations when making forecasts.

Combining forecasts, or ensemble modelling, has been suggested as a way to improve forecasting accuracy since the 1960s (Clemen, 1989). The success of model ensembles has been empirically demonstrated in many fields (Clemen, 1989; Armstrong, 2001) and has been recommended in ecological modelling (Mooij et al., 2010). The combination of multiple individual estimations is usually more accurate than individual estimations, and simple combination methods such as model averaging often outperform more complex methods (e.g., weighted averaging) (Clemen, 1989; Armstrong, 2001; Hagedorn et al., 2005; Knutti et al., 2010). However, model ensembles were only recently applied to aquatic ecosystems (Gal et al., 2014; Tolle et al., 2014).

Although Clemen (1989) defended the unnecessary need to further justify the methodology of combining forecasts, its validity is still contested (Armstrong, 2001; Hagedorn et al., 2005). Some objections are based on the assumption that there is a right way to make predictions or that it would be preferable to develop a more comprehensive model that takes into account other relevant processes (Armstrong, 2001). Instead, ensemble modelling is based on the assumption that no model can perfectly identify all of the relevant processes and that different models capture different aspects of the studied system (Clemen, 1989).

There is another objection regarding the statistical interpretation of ensemble modelling results (Armstrong, 2001; Stephenson et al., 2012). In particular, a solid theoretical basis, in the form of an appropriate statistical framework, for multi-model ensembles is lacking (Stephenson et al., 2012). Knutti et al. (2010) mentioned other challenges in combining model projections, such as loss of signal.

Such objections make it necessary to analyse the strengths and weaknesses of ensembles when applied to aquatic ecosystem modelling. Thus, this study analysed the performance of a single-model ensemble in the simulation of the hydrodynamic behaviour of a small Mediterranean reservoir. The single-model ensemble consisted of different realizations of simulations made with the model DYRESM and three sets of calibration parameter values. The unweighted average simulation results were compared to the individual simulation results of water temperature in the vertical dimension and in the temporal dimension.
METHODS

Study area

The reservoir of Bimont is located in the commune of Saint-Marc-Jaumegarde in the Provence region (South of France). It is part of the water management system of the Société du Canal de Provence (SCP) that distributes drinking and irrigation water to the region of Provence. The reservoir is also used for flood lamination and hydroelectric production.

This valley reservoir is delimited by an arch dam, with a maximum height of 87.5 m and length of 355 m. The reservoir has two main tributaries, an artificial and a natural one. The catchment basin area is 41⋅10^6 m², of which 27⋅10^6 m² correspond to the main natural tributary, La Cause stream. In the artificial inlet structure, water is released into the reservoir through a Ø 1.3 m outlet at an elevation of 315 m.a.s.l. after passing through a reversible pump-turbine, or it is diverted through a bypass gate to a chute at 331 m.a.s.l. The dam has two bottom outlets at 288 m.a.s.l. (Ø 1.5 m) and 287 m.a.s.l. (Ø 0.5 m) and a spillway at 336 m.a.s.l. At the normal exploitation level of 329.5 m.a.s.l., the water depth is 55 m and the reservoir contains a volume of 14⋅10^6 m³. The residual volume below the bottom outlets is just 8 m³.

From 1992 to 2012, the mean flow of the artificial tributary was 1.5 m³/s, and the mean flow of the main natural tributary was 0.15 m³/s, so that residence time of the reservoir was approximately 3 months. To maintain a constant water level, the outflow volumes usually equalled the inflow volumes minus evaporation. The reservoir is located in an area of karstic geology and suffers from infiltration problems quantified as 0.2-0.3 m³/s (Société du Canal de Provence, 2013).

Hydrodynamic model

We used version v.4.0.0-b2 of the hydrodynamic lake model DYRESM (Dynamic Reservoir Simulation Model) developed by the Water Research Centre of the University of Western Australia (Antenucci & Imerito, 2000), which is a good performing model that has been applied to many lakes and reservoirs around the world (e.g., Han et al., 2000; Gal et al., 2003; Perroud et al., 2009). DYRESM is a one-dimensional turbulence model that uses a Lagrangian approach with a variable layer thickness. The model simulates temperature, salinity and density by considering the most important physical processes that affect the vertical density structure of lakes and reservoirs: exchanges of heat, mass and momentum at the water-air interface, surface and bottom water mixing, and inflow and outflow dynamics. The model is applicable when the mixing processes in the horizontal dimension are more important than those in the vertical dimension.

Input data

The necessary meteorological input data to run DYRESM is as follows: air temperature and relative humidity at 2 m above soil level, wind speed at 10 m above soil level, precipitation, solar radiation and cloud cover. Meteorological data for the period 2006-2014 were provided by the French meteorological service, Météo-France, for the meteorological station of Aix-en-Provence (14 km west of the reservoir, 173 m.a.s.l., 43°32′N 5°25′E). An adiabatic gradient correction of −0.006 °C/m was initially applied to the air temperature measurements to take into account the difference in altitude between the Aix-en-Provence meteorological station and the Bimont reservoir. Since cloud cover data were not available for the Aix-en-Provence station, cloud cover data were obtained from the Marseille meteorological station (43°19′N 5°29′E). An adiabatic gradient correction of −0.006 °C/m was initially applied to the air temperature measurements to take into account the difference in altitude between the Aix-en-Provence meteorological station and the Bimont reservoir. Since cloud cover data were not available for the Aix-en-Provence station, cloud cover data were obtained from the Marseille meteorological station (43°19′N 5°29′E).

The SCP provided measured daily inflow and outflow data. Infiltration was considered constant and was adjusted to close the hydrologic budget. The SCP also provided water temperature data for the artificial tributary. Water temperature at the Cause stream was estimated through a sigmoid air temperature-water temperature regression model (Mohseni et al., 1998) fitted with field data measured in 2009-2010.

The lake bathymetry between the elevations 274.9 m.a.s.l. and 341 m.a.s.l. was derived from
the aggregation of two data sources: 1) raster data measured by the Irstea Hydrobiology Unit using a depth recorder up to an elevation of 329 m.a.s.l. and 2) a 5 m resolution MNT raster obtained from Spot-5 satellite images and provided by the Regional Centre of Geographic Information (CRIGE). Water quality profiles (water temperature, oxygen, and conductivity)
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and Secchi depth (SD) were periodically measured in the Bimont reservoir since June 2009. Measurements were made twice a month during the period from March 2010 to February 2011, and once a month the rest of the time. Profiles were usually measured in the afternoon between 2 p.m. and 4 p.m. A homogeneous initial thermal profile was assumed. The initial water temperatures were 8 °C for the calibration period and 9.5 °C for the validation period.

Experimental setup

A single-model ensemble was created by grouping the simulations made with three different sets of parameter values: the default set of parameter values, a set of parameter values obtained by manual calibration, and the set of parameter values of the best performing acceptable simulation obtained through the Generalized Likelihood Uncertainty Estimation (GLUE) method (Beven & Freer, 2001). DYRESM has different types of parameters: configuration parameters, physical constants and morphometry data. We also used some calibration coefficients to calibrate the input data. In this section, we first present the different types of parameters. Then, we present the different members of the ensemble. Finally, we describe the performance statistics used to assess the simulations.

Model parameters

The list of model parameters and values used for each simulation are presented in Table 1.

MODEL CONFIGURATION

The study period ran from January 2009 to August 2014. Forty-two measured water temperature profiles from June 2009 to December 2011 were used for sensitivity analysis and calibration. Thirty-one water temperature profiles from January 2012 to August 2014 were used for model validation. In all of the simulations, minimum layer thickness was set to 0.25 m, maximum layer thickness was set at 3 m (Perroud et al., 2009) and the calculation time step was set to 3 hours. Simulation results were output daily at 3 p.m. in correspondence with profile measurement time. The non-neutral atmospheric stability correction was switched off.

PHYSICAL CONSTANTS

These were the constants used in the calculation of the physical processes. These constants were albedo, water emissivity, bulk aerodynamic transport coefficient, critical wind speed, shear mixing efficiency, potential energy mixing efficiency, wind stirring efficiency, critical area and vertical mixing coefficient. The meaning of these parameters was explained in Antenucci and Imerito (2000), and the mixing coefficients were studied in Yeates and Imberger (2003). The mean annual albedo was assumed to be $\alpha = 0.08$, and the water emissivity was assumed to be 0.97. The albedo was not calibrated since the model was not very sensitive to it and it would interact with the solar radiation correction coefficient (see below). Water emissivity was not calibrated either since this physical parameter can be considered constant (Henderson-Sellers, 1986).

MORPHOMETRY PARAMETERS

Morphometry parameters refer to the morphometric characteristics of the tributaries (slope, stream half-angle, and drag coefficient) and outlets (depth of extraction). Stream half-angle, slope of tributaries and outlet depths were obtained from charts. Infiltration was considered as an additional outlet, with extraction taking place at the bottom of the reservoir following Dutordoir (2010). Only the parameters for which more uncertainty existed were considered in the sensitivity analysis and calibration process.

INPUT DATA CORRECTION COEFFICIENTS

The light extinction coefficient was estimated from the SD as follows:

$$LEC = \frac{C_{LEC}}{SD}$$

(1)
where the coefficient $C_{LEC}$ is usually 1.7. A constant SD equal to the mean of the study period (4.99 m) was used, and the coefficient $C_{LEC}$ was considered a calibration parameter that can vary in the range of 0.61-1.9 (Margalef, 1983). Calibration coefficients were also applied to the meteorological forcing to account for differences in microclimatic conditions and shading. An additive coefficient was also applied to the temperature of inflows to analyse the sensitivity of the model to inflow temperatures.

$$T_{a,\text{lake}} = T_a + C_{Ta}$$  \hspace{1cm} (2)

$$HS_{\text{lake}} = C_{HS} \times HS \quad C_{HS} \in [0, 1]$$  \hspace{1cm} (3)

$$W_{\text{lake}} = C_{1, W} + C_{2, W} W$$  \hspace{1cm} (4)

$$T_{wx, \text{lake}} = T_{wx} + C_{Twx}$$  \hspace{1cm} (5)

The variables $T_a$, $HS$, $W$ and $T_{wx}$ are measured air temperature, solar radiation, wind speed and water temperature of inflow $x$, respectively. $T_{a,\text{lake}}$, $HS_{\text{lake}}$, $W_{\text{lake}}$ and $T_{wx, \text{lake}}$ are air temperature, solar radiation, wind speed and inflow temperature applied at the lake, respectively. $C_{Ta}$, $C_{HS}$, $C_{1, W}$, $C_{2, W}$ and $C_{Twx}$ are correction coefficients.

**Ensemble members**

**UNCALIBRATED SIMULATION**

For the first member of the ensemble, the uncalibrated model simulation, the suggested default values of the physical parameters were used, as well as uncalibrated morphometry parameters. The value of the forcing coefficients were such that they did not affect the modified variable (additive coefficients were set to zero, and multiplicative coefficients were set to one). The rationale for using this set of parameter values was that, according to Antenucci & Imerito (2000), no calibration should be necessary for DYRESM. Additionally, the LakeMIP project assessed the performance of 1D hydrodynamic models based on their uncalibrated versions (Stepanenko et al., 2010).

**MANUALLY CALIBRATED SIMULATION**

For the second member of the ensemble, we obtained a set of manually calibrated parameter values by trying to minimize average RMSE aided by the results of a local sensitivity analysis. The sensitivity analysis was used to identify influential parameters by varying the value of individual parameters in a plausible range while keeping the value of the other parameters constant. According to the local sensitivity analysis, the model was sensitive to most input correction coefficients except $C_{LEC}$ and $C_{Twm}$, to the infiltration depth, to the wind stirring efficiency and to the critical area.

**GLUE-CALIBRATED SIMULATION**

For the third member of the ensemble, we used the Generalized Likelihood Uncertainty Estimation (GLUE) methodology to obtain a set of behavioural parameter value sets (Beven & Binley, 1992). For the sensitivity analysis stage of the GLUE method, we ran 2000 Monte Carlo simulations. The initial prior parameter distribution was the uniform distribution. We used the Nash-Sutcliffe efficiency of the simulated volume-averaged temperature as the likelihood measure $L$ (Beven & Binley, 1992):

$$L = 1 - \frac{\sum_{i=1}^{m} (T_{po, i} - T_{ps, i})^2}{\sum_{i=1}^{m} (T_{po, i} - \bar{T}_{po})^2}$$  \hspace{1cm} (6)

where $T_{po, i}$ is the volume-averaged observed temperature, $T_{ps, i}$ is the volume-averaged simulated temperature, and $\bar{T}_{po}$ is the temporal average of $T_{po, i}$. Acceptable simulations were defined as those such that $L > 0.90$, while unacceptable simulations were those with $L \leq 0.90$ or those that stopped before the end of the simulation period. The sensitive parameters were identified by comparing the posterior distributions of acceptable and non-acceptable simulations for each parameter. The model was deemed sensitive to
a parameter if these distributions were different according to the Kolmogorov-Smirnov (K-S) test (Hornberger & Spear, 1980). A Bonferroni bound was applied to the significance value \( \alpha \) of the test to avoid multiple testing issues (Efron, 2010), so that \( \alpha = 0.05/NP \), where \( NP \) is the number of parameters.

According to the results of the GLUE analysis, the model was sensitive to \( C_{Ta}, C_{HS}, C_{2,W}, C_{Tel}, \) and \( C_D \), which we used for calibration. We also kept \( C_{1,W} \) for calibration because of its relationship to \( C_{2,W} \). For the calibration stage, we ran 20,000 Monte Carlo simulations in ten iterations of 2000 simulations each. We used the posterior distributions of the six parameters to be calibrated obtained in the sensitivity analysis as the initial prior distributions. For the other parameters, the initial values were used. After each iteration of 2000 simulations, the prior distributions were updated by using the posterior distributions of the previous iteration to accelerate convergence (Lepage, 1978). The values of the parameter set that provided the highest likelihood in the last iteration were selected as the calibration values for the third member of the ensemble.

**Performance evaluation**

The performance of the average of the single-model ensemble in predicting the temporal behaviour of surface temperature, hypolimnion temperature and volume-averaged temperature was compared to that of individual members of the ensemble. We defined the surface temperature as the temperature of the first simulated layer, and the hypolimnion temperature was defined as the temperature at the depth of the outlet (at 288 m.a.s.l.). The volume-averaged temperature \( T_p \) at the \( i \)-th time step was calculated as follows:

\[
T_{p,i} = \frac{\sum_j V_j T_{i,j}}{\sum_j V_j} \tag{7}
\]

where \( T \) is the water temperature, \( V \) is the volume and \( j \) indicates the layer number.

It was expected that the performance of the uncalibrated model would be worse than that of the two calibrated members. However, experience in the application of ensemble modelling showed that the inclusion of poor models in the ensemble could add useful information (Weigel et al., 2008). To test whether this was the case, the performance of the full ensemble was compared to the performance of the three possible ensembles formed by two members: uncalibrated + manually calibrated members, uncalibrated + GLUE calibrated members, and manually calibrated and GLUE calibrated members.

To test whether model averaging induces a smoothing of the temperature time series, we calculated the lag-one autocorrelation (LOAC) (Alciatuti et al., 2005). The higher the smoothness of the time series, the higher the LOAC would be.

**RESULTS**

**Individual simulations**

The simulations issued by the three members of the ensemble showed different error patterns. The simulation with the parameters by default showed a clear vertical and temporal error pattern. It tended to overestimate the near-surface temperatures in the stratification period. It also tended to overestimate the water temperature in the mixing period and underestimate it in the stratification period below the first 5-10 metres. The manually calibrated model tended to overestimate the water temperature in the metalimnion. A seasonal, less clear, error pattern was also present in the second and third ensemble member simulations. All of the ensemble members had difficulties in predicting the temperature below the outlet depth. This could be related to three possible causes: uncertainty in the natural catchment inflow, uncertainty in the volume and depth of infiltration, and the outflow algorithm used by the model. However, the incidence of this error on the general simulation results was reduced because of the small volume held below the outlet depth \( (3.4 \cdot 10^5 \text{ m}^3, \text{approximately } 2\% \text{ of the volume}) \).
The modelling performance of a given ensemble member varied with the selected period and variable. The most important divergences between the different model simulations occurred during the stratification period, which reflected the difficulty of appropriately simulating the vertical thermal structure. It should be noted that some uncertainties existed regarding the existence of infiltrations, the flow of the natural catchment and the wind speed and direction. Three- and two-dimensional effects were discarded because the field measurements did not reveal important spatial temperature variations.

For the surface temperature (see Fig. S1, available at www.limnetica.com, Table 2), the automatically calibrated model outperformed the manually calibrated model, especially in the validation period. For the hypolimnion temperature (see Fig. S2, available at www.limnetica.com, Table 2), in general, the GLUE calibrated model performed better than the other ensemble members. For the volume–averaged temperature (see Fig. S3, available at www.limnetica.com, Table 2), the manually calibrated model performed better in the calibration period, but the ensemble members performed comparably well in the validation period. The uncalibrated model predicted higher temperatures than the other model versions but matched better measured surface temperatures in the summer of 2009.

**Ensemble simulations**

When comparing the performance of the ensemble average to that of individual ensemble members, in general, the ensemble average performed best or second best, depending on the variable and performance indicator considered. The ensemble mean was the best performer in the estimation of the surface temperature in both periods and for almost all of the performance indicators, with the exception of MAE and RMSE in the calibration period. In the estimation of the hypolimnion temperature, the ensemble av-

<table>
<thead>
<tr>
<th>Variable</th>
<th>Perf. Statistic</th>
<th>Cal. period</th>
<th></th>
<th></th>
<th>Validation period</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface temp.</td>
<td>ME</td>
<td>2.47</td>
<td>–0.81</td>
<td>–0.50</td>
<td>0.39</td>
<td>2.52</td>
<td>–1.33</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>6.71</td>
<td>4.94</td>
<td>3.61</td>
<td>3.82</td>
<td>5.07</td>
<td>4.99</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>2.98</td>
<td>1.75</td>
<td>1.28</td>
<td>1.29</td>
<td>2.88</td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.9841</td>
<td>0.9720</td>
<td>0.9805</td>
<td>0.9842</td>
<td>0.9879</td>
<td>0.9727</td>
</tr>
<tr>
<td>Hypolimnion temp.</td>
<td>ME</td>
<td>–0.15</td>
<td>0.54</td>
<td>–0.31</td>
<td>0.03</td>
<td>–1.17</td>
<td>–0.03</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>4.26</td>
<td>5.91</td>
<td>2.92</td>
<td>3.53</td>
<td>5.14</td>
<td>3.03</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>1.69</td>
<td>1.80</td>
<td>1.03</td>
<td>1.04</td>
<td>2.19</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.9549</td>
<td>0.9482</td>
<td>0.9801</td>
<td>0.9804</td>
<td>0.9125</td>
<td>0.9788</td>
</tr>
<tr>
<td>Volume–averaged temp.</td>
<td>ME</td>
<td>0.93</td>
<td>–0.04</td>
<td>–0.43</td>
<td>0.15</td>
<td>0.14</td>
<td>–0.47</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>3.14</td>
<td>1.76</td>
<td>3.47</td>
<td>1.91</td>
<td>2.34</td>
<td>1.92</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>1.58</td>
<td>0.97</td>
<td>1.06</td>
<td>0.94</td>
<td>1.15</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.9849</td>
<td>0.9950</td>
<td>0.9810</td>
<td>0.9897</td>
<td>0.9771</td>
<td>0.9910</td>
</tr>
</tbody>
</table>

**Table 2.** Model performance statistics: mean error (ME), mean absolute error (MAE), root mean square error (RMSE) and correlation coefficient (r). The best performing model for each performance indicator is indicated with a grey background. *Estadísticos de comportamiento de los modelos: error medio (ME), error absoluto medio (MAE), raíz cuadrada del error cuadrático medio (RMSE) y coeficiente de correlación (r).*
average showed the best correlation, while its performance was best or slightly poorer than best according to the other parameters. In the estimation of the volume-averaged temperature, the ensemble average was most often the second best performer.

The comparison of the performance of the full ensemble with that of the two-member ensembles (Table 3) showed that the full ensemble usually outperformed the other ones. However, this was not always the case for all indicators and for all variables considered. In fact, for the surface temperature, better correlation values were obtained for the two-member ensemble formed by the uncalibrated and the GLUE-calibrated models. For the estimation of the hypolimnion temperature, the full ensemble performed best in the calibration period, but the ensemble formed by the two model calibrations performed best in the validation period.

**Uncertainty of simulation results**

In this study, we used the ensemble spread as a qualitative estimation of uncertainty. The ensemble spread was wider during the stratification period, both for the surface and hypolimnion temperatures (see Figs. S1-S2, available at www.limnetica.com). For the surface temperature, there was a spread of more than 3-4 °C during the entire stratification period. For the hypolimnion temperature, the spread was narrower, and important differences among the models were limited to the hottest months of the year (May to September). Uncertainty was less important for the volume-averaged temperature (Figure S3), where the ensemble spread amounted to just a few degrees in general (~ 1.5 °C on average), with small differences among seasons. In the summer of 2009, the uncertainty of the volume-averaged temperature was somewhat higher, with a spread larger than 4 °C. These results seemed

**Table 3.** Performance statistics of the full ensemble and the three two-member ensembles: mean error (ME), mean absolute error (MAE), root mean square error (RMSE) and correlation coefficient (r). The best performing model for each performance indicator is indicated with a grey background. Estadísticos de comportamiento del conjunto completo y de los tres subconjuntos formados por dos miembros: error medio (ME), error absoluto medio (MAE), raíz cuadrada del error cuadrático medio (RMSE) y coeficiente de correlación (r). El mejor modelo para cada indicador se señala con un fondo gris.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Perf. Statistic</th>
<th>Calibration period</th>
<th>Validation period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.60</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.02</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.18</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9842</td>
<td>0.9843</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9780</td>
<td>0.9907</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9910</td>
<td>0.9921</td>
</tr>
<tr>
<td>Surface temp.</td>
<td>ME</td>
<td>0.03</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>3.52</td>
<td>3.84</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>1.04</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.9804</td>
<td>0.9777</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9766</td>
<td>0.9793</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.9535</td>
<td>0.9901</td>
</tr>
<tr>
<td>Hypolimnion temp.</td>
<td>ME</td>
<td>0.15</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>1.91</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.94</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.9897</td>
<td>0.9912</td>
</tr>
<tr>
<td>Volume–averaged temp.</td>
<td>ME</td>
<td>0.15</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>1.91</td>
<td>2.31</td>
</tr>
<tr>
<td></td>
<td>RMSE</td>
<td>0.94</td>
<td>1.18</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>0.9897</td>
<td>0.9912</td>
</tr>
</tbody>
</table>
to indicate that the overall heat budget was well calculated, given the low uncertainty of the volume-averaged temperature. The simulation of the thermal stratification seemed to be more difficult, given the low concordance among ensemble members.

**Smoothing caused by averaging**

In the vertical dimension, model averaging resulted in a smoothing of the simulated thermal profile. For example, on July 12, 2013 (see Fig. S4, available at www.limnetica.com), the simulated column water temperatures showed a rather sharp thermocline somewhere between the surface and 10 m. However, the different models disagreed about the position of the thermocline. This explained the important errors observed some metres below the surface, since the measured thermocline was more gradual. However, the ensemble average showed a more gradual temperature profile by compensating the errors among the different estimations. This was equivalent to a change in the physical properties of the simulated system, e.g., to an increased diffusivity in the water column. Regarding the properties of the time series, the LOAC values for the ensemble simulation were higher than the LOAC values for the individual simulations or equal to the maximum of the individual LOAC values. The smoothing was most important for the surface temperatures.

**DISCUSSION**

The ensemble member that gave a better match to observations varied for different periods. For example, in the summer of 2009, the uncalibrated model simulations of the surface temperature were nearer to the surface temperature observations than the other models. In addition, the hypoliminion temperature was predicted better by the GLUE-calibrated model in the calibration period but was calibrated better by the manually calibrated model in the validation period. This may indicate that the hypothesis of constant model coefficients was not optimal. A temporal dependence of parameter sensitivity in ecological models was previously shown (Song et al., 2013). Due to meteorological variability and changes in management, different processes may be more important in different periods. In the case of the summer of 2009, the hydrology of the reservoir was significantly different since the reservoir was partially emptied for maintenance and there was almost no inflow from June 26 to July 22. There were also differences in the reservoir management between the calibration and validation periods. In the calibration period, inflow was more irregular, and the artificial inflow was often diverted through the bypass gate at 331 m.a.s.l. instead of passing through the submerged inlet at 315 m.a.s.l. Additionally, as noted by one of the reviewers, “[t]here is a seasonal dependence of processes which is not reflected in the parameterizations of the driving factors, e.g., changing wind direction and thus seasonal fetch realizations.” In addition, when using the RMSE as an objective function, as in the manual calibration, a few significant events may have a greater influence in determining the calibration values (Berthet et al., 2010).

As a result, even if past performance information of different models is available, it can be difficult to predict, which will be the best and poorest models in another time period (Hagedorn et al., 2005). It is not assured that the best models in the calibration period will continue to be the same in the other periods (Van Straten & Keesman, 1991; Andréassian et al., 2012). Miscalibration and overcalibration can cause a reduced performance outside of the calibration period (Andréassian et al., 2012). Miscalibration occurs when the calibration algorithm identifies a secondary optimum, while some causes for overcalibration are measurement error and noise, the limited volume of available field data and uncertain model structure (Beck, 1981; Andréassian et al., 2012). The use of calibration methods that explore the parameter space (Monte Carlo methods, Monte Carlo Markov chains, genetic algorithms, etc.) can address miscalibration, but not necessarily overcalibration. Using an ensemble that includes models calibrated with different methods and/or objective functions is a way to guard against both issues.
In general, the performance of the ensemble average was better than that of the ensemble members or just slightly worse, in accordance with the results of other authors (Hagedorn et al., 2005). Trolle et al. (2014) found that a multi-model ensemble provided more accurate predictions of phytoplankton dynamics than its individual members. In our case, more often than not, the two- and three-member ensembles were superior to the individual simulations. For example, the surface temperatures of the simulation results of the manually calibrated model were improved by simply averaging them with those of the uncalibrated model. According to Hagedorn et al. (2005), a poor model cannot add value to an ensemble if it is consistently worse than average in all considered aspects. This was not the case of the uncalibrated model, which had a performance comparable to that of the other ensemble members for some indicators and periods.

Using model averaging is especially appropriate when there are important uncertainties regarding the modelling results (Armstrong, 2001). Ensemble simulations provide a simple way to estimate the uncertainty of the simulation results at a low computational cost. However, only qualitative assessments of uncertainty are possible with ensemble modelling (Gal et al., 2014), given the difficulty to assign a probability to each member (Stephenson et al., 2012). In contrast, other computationally intensive methods, such as Monte Carlo simulations or GLUE when applied in its full breadth (McIntyre et al., 2002), allow making quantitative estimations of the uncertainty of predictions. Ensemble models seem to be at a disadvantage against quantitative uncertainty methods, but it should be kept in mind that in both cases we are assuming that the model structure is correct. Notwithstanding the apparent exactness of quantitative uncertainty estimations, they are nonetheless inexact since structural uncertainty is not taken into account and because of the limitations of calibration data on which their results depend. For example, the 5th and 95th percentiles of 900 Monte Carlo simulations made with the model PCLake by Nielsen et al. (2014) enclosed between 70% and 90% of the observed variability. When the user is very confident in the correctness and completeness of the model, a quantitative uncertainty estimation method seems justified. Otherwise, a more economic method that offers qualitative uncertainty estimations might be preferable. While providing a more reduced exploration of the parameter space, qualitative uncertainty estimates underline the uncertain nature of the simulation results and might be less prone to misleading the final users.

The need to take into account structural uncertainty is especially important in aquatic modelling, where there is important model diversity. Janssen et al. (2015) listed 42 aquatic ecosystem models, 10 of which included a hydrodynamic module. To explore structural uncertainty, as well as parametric uncertainty, a multi-model ensemble may then be used. In that case, since models share some structural similarity, their results are not independent from each other, and weights should be added to the different models (Knutti et al., 2010). However, even models with very similar structures can give quite different answers with the same input data, e.g., GLM and DYRESM in Gal et al. (2016).

Finally, averaged model simulations not necessarily share the same physical and dynamic characteristics as the system of study, as shown by our results and others (Du et al., 1997; Knutti et al., 2010). The characteristics of the time series could be different from those of the original models, as exemplified by the increase in the LOAC, and the magnitude of peaks of the simulated variables could be reduced. A reason for the smoothing of the averaged simulations may be the cancellation of aleatory errors from the different models by averaging them. Another reason may be the loss of signal when temperature variations in the different models are of different signs at a certain point in time or they are not exactly synchronous (Knutti et al., 2010). While the cancellation of aleatory errors may be a desirable property for the derived temperature series, the loss of signal could affect the estimation of extreme temperatures.

The dynamic properties of the system may also be modified. Where a bifurcation between different states exists in the original system, the
model average may predict an implausible average state (Knutti et al., 2010). One such example in lakes is the transition between a stratified water column and a mixed water column. Wind induced mixing events can be quite sharp, but they can appear to be more gradual in the averaged simulation if the individual models react differently to the wind forcing.

CONCLUSIONS

Ecological models are useful representations of ecosystems that can be used to investigate which processes take place and as management tools. However, they are just approximations of reality and have limitations (Boschetti et al., 2011). Improving model results through more sophisticated calibration methods can take the modeller just that far. Limitations in data availability and in the identification of the model structure can cause overcalibration so that model performance degrades outside the calibration period. Using an ensemble formed by different model versions calibrated with different methods and function objectives can help us obtain consistently better simulations, as well as obtain a qualitative estimation of uncertainty. Such an approach is especially useful when there is high uncertainty regarding the model and/or input data. While the ensemble average can provide more accurate estimations, it should be noted that it can result in a loss of signal or may lack a physical meaning. Caution is then necessary in the interpretation of the results, especially regarding extreme values, such as maximum temperatures, and singular events, such as wind-induced overturns. The method can be applied to other types of lakes and for more complex lake models.
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