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ABSTRACT. In this paper we describe a numerical method to solve numerically the weakly dispersive fully nonlinear Serre–Green–Naghdi (SGN) celebrated model. Namely, our scheme is based on reliable finite volume methods, proven to be very efficient for the hyperbolic part of equations. The particularity of our study is that we develop an adaptive numerical model using moving grids. Moreover, we use a special form of the SGN equations where non-hydrostatic part of pressure is found by solving a nonlinear elliptic equation. Moreover, this form of governing equations allows to determine the natural form of boundary conditions to obtain a well-posed (numerical) problem.
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1. Introduction

In 1967 D. Peregrine derived the first two-dimensional Boussinesq-type system of equations [117]. This model described the propagation of long weakly nonlinear waves over a general non-flat bottom. From this landmark study the modern era of long wave modelling started. On one hand researchers focused on the development of new models and in parallel the numerical algorithms have been developed. We refer to [20] for a recent ‘reasoned’ review of this topic.

The present manuscript is the continuation of our series of papers devoted to the long wave modelling. In the first part of this series we derived the so-called base model [92], which encompasses a number of previously known models (but, of course, not all of nonlinear dispersive systems). The governing equations of the base model are

\begin{align}
\mathcal{H}_t + \nabla \cdot [\mathcal{H} \mathbf{U}] &= 0, \\
\bar{\mathbf{u}}_t + (\bar{\mathbf{u}} \cdot \nabla) \bar{\mathbf{u}} + \frac{\nabla \mathcal{P}}{\mathcal{H}} &= \frac{\bar{p}}{\mathcal{H}} \nabla h - \frac{1}{\mathcal{H}} \left[ (\mathcal{H} \mathcal{U})_t + (\bar{\mathbf{u}} \cdot \nabla)(\mathcal{H} \mathcal{U}) + \mathcal{H}(\mathcal{U} \cdot \nabla) \bar{\mathbf{u}} + \mathcal{H} \nabla \cdot \mathbf{u} \right],
\end{align}

where \( \mathbf{U} \equiv \bar{\mathbf{u}} + \mathcal{U} \) is the modified horizontal velocity and \( \mathcal{U} = \mathcal{U}(\mathcal{H}, \bar{\mathbf{u}}) \) is the closure relation to be specified later. Depending on the choice of this variable various models can be obtained (see [92, Section §2.4]). Variables \( \mathcal{P} \) and \( \bar{p} \) are related to the fluid pressure. The physical meaning of these variables is reminded below in Section 2. In the present paper we propose an adaptive numerical discretization for a particular, but very popular nowadays model which can be obtained from the base model (1.1), (1.2).

Namely, if we choose \( \mathcal{U} \equiv 0 \) (thus, \( \mathbf{U} \) becomes the depth-averaged velocity \( \mathbf{u} \)) then we obtain equations equivalent to the celebrated Serre–Green–Naghdi (SGN) equations [72, 126, 127] (rediscovered later independently by many other researchers). This system will be the main topic of our numerical study. Most often, adaptive techniques for dispersive wave equations involve the so-called Adaptive Mesh Refinement (AMR) [121] (see also [15] for nonlinear shallow water equations). The particularity of our study is that we conserve the total number of grid points and the adaptivity is achieved by judiciously redistributing them in space [83, 84]. The ideas of redistributing grid nodes is stemming from the works of Bakhvalov [7], Il’in [85] and others [1, 134].

The base model (1.1), (1.2) admits an elegant conservative form [92]:

\begin{align}
\mathcal{H}_t + \nabla \cdot [\mathcal{H} \mathbf{U}] &= 0, \\
(\mathcal{H} \mathbf{U})_t + \nabla \cdot \left[ \mathcal{H} \bar{\mathbf{u}} \otimes \mathbf{U} + \mathcal{P}(\mathcal{H}, \bar{\mathbf{u}}) \cdot \mathbb{I} + \mathcal{H} \mathcal{U} \otimes \bar{\mathbf{u}} \right] &= \bar{p} \nabla h,
\end{align}

where \( \mathbb{I} \in \text{Mat}_{2 \times 2}(\mathbb{R}) \) is the identity matrix and the operator \( \otimes \) denotes the tensorial product. We note that the pressure function \( \mathcal{P}(\mathcal{H}, \bar{\mathbf{u}}) \) incorporates the familiar hydrostatic pressure part \( \frac{g \mathcal{H}^2}{2} \) well-known from the Nonlinear Shallow Water Equations (NSWE).
By setting \( \varphi \equiv 0 \) we obtain readily from (1.3), (1.4) the conservative form of the SGN equations (one can notice that the mass conservation equation (1.1) was already in conservative form).

Nonlinear dispersive wave equations represent certain numerical difficulties since they involve mixed derivatives (usually of the horizontal velocity variable, but sometimes of the total water depth as well) in space and time. These derivatives have to be approximated numerically, thus leaving a lot of room for the creativity. Most often the so-called Method Of Lines (MOL) is employed [97, 120, 123, 128], where the spatial derivatives are discretized first and the resulting system of coupled Ordinary Differential Equations (ODEs) is then approached with more or less standard ODE techniques, see e.g. [76, 77]. The MOL separates the choice of time discretization from the procedure of discretization in space, even if the interplay between two schemes might be important. For example, it would be natural to choose the same order of accuracy for both schemes.

Let us review the available spatial discretization techniques employed in recent numerical studies. We focus essentially on fully nonlinear weakly dispersive models, even if some interesting works devoted to BOUSSINESQ-type and unidirectional equations will be mentioned. First of all, dispersive wave equations with the dispersion relation given by a rational function (à la BBM [14, 116]) usually involve the inversion of an elliptic operator. This gives the first idea of employing the splitting technique between the hyperbolic and elliptic operators. This idea was successfully realized in e.g. [8, 9, 18, 82]. Historically, perhaps the finite difference techniques were applied first to dispersive (and more general non-hydrostatic) wave equations [24, 35–37, 108, 109, 143, 147]. Then, naturally we arrive to the development of continuous GALERKIN/Finite Element type discretizations [2, 17, 45, 47, 114, 131, 139]. See also a recent review [46] and references therein. Pseudo-spectral FOURIER-type methods can also be successfully applied to the SGN equations [52]. See [62] for a pedagogical review of pseudo-spectral and radial basis function methods for some shallow water equations. More recently, the finite volume type methods were applied to dispersive equations [30, 52, 57, 58, 89, 100]. In the present study we also employ a predictor–corrector finite volume type scheme [129], which is described in details below.

The present article is organized as follows. In Section 2 we present the governing equations in 2D and 1D spatial dimensions. The numerical method is described in Section 3. Several numerical illustrations are shown in Section 4 including the solitary wave/wall or bottom interactions and even a realistic underwater landslide simulation. Finally, in Section 5 we outline the main conclusions and perspectives of the present study. In Appendix A we provide some details on analytical derivations used in this manuscript.

2. Mathematical model

In this study we consider the following system of the SERRE–GREEN–NAGHDI (SGN) equations, which describes the incompressible homogeneous fluid flow in a layer bounded from below by the impermeable bottom \( y = -h(x,t) \) and above by the free surface
where for simplicity we drop the bars over the horizontal velocity variable $u(x, t) = (u_1(x, t), u_2(x, t))$. Function $\mathcal{H}(x, t) \overset{\text{def}}{=} h(x, t) + \eta(x, t)$ being the total water depth. The sketch of the fluid domain is schematically depicted in Figure 1. For the derivation of equations (2.1), (2.2) we refer to the first part of the present series of papers [92]. The depth-integrated pressure $\mathcal{P}(u, \mathcal{H})$ is defined as

$$\mathcal{P}(u, \mathcal{H}) \overset{\text{def}}{=} \frac{g}{2} \mathcal{H}^2 - \mathcal{O}(x, t),$$

where $\mathcal{O}(x, t)$ is the non-hydrostatic part of the pressure:

$$\mathcal{O}(x, t) \overset{\text{def}}{=} \frac{\mathcal{H}^3}{3} \mathcal{R}_1 + \frac{\mathcal{H}^2}{2} \mathcal{R}_2,$$

with

$$\mathcal{R}_1 \overset{\text{def}}{=} \mathcal{D}(\nabla \cdot u) - (\nabla \cdot u)^2, \quad \mathcal{R}_2 \overset{\text{def}}{=} \mathcal{D}^2 h, \quad \mathcal{D} \overset{\text{def}}{=} \partial_t + u \cdot \nabla.$$

Above, $\mathcal{D}$ is the total or material derivative operator. On the right hand side of equation (2.2) we have the pressure trace at the bottom $\tilde{p} \overset{\text{def}}{=} p|_{y = -h}$, which can be written as

$$\tilde{p}(x, t) = g\mathcal{H} - \varrho(x, t),$$

where $\varrho(x, t)$ is again the non-hydrostatic pressure contribution:

$$\varrho(x, t) \overset{\text{def}}{=} \frac{\mathcal{H}^2}{2} \mathcal{R}_1 + \mathcal{H} \mathcal{R}_2.$$
Equations above are much more complex comparing to the classical NSWE (or SAINT-VENANT equations) [43], since they contain mixed derivatives up to the third order. From the numerical perspective these derivatives have to be approximated. However, the problem can be simplified if we ‘extract’ a second order sub-problem for the non-hydrostatic component of the pressure. Indeed, it can be shown (see Appendix A) that function \( \mathcal{O}(x, t) \) satisfies the following second order nonlinear elliptic equation with variable coefficients (by analogy with incompressible NAVIER–STOKES equations, where the pressure is found numerically by solving a POISSON-type problem [33, 79]):

\[
\nabla \cdot \left[ \nabla \mathcal{O} \left( \frac{\nabla \mathcal{O} \cdot \nabla h}{H} \right) \nabla h \right] - 6 \left( \frac{2}{H^3} \frac{\Upsilon - 3}{\Upsilon} + \nabla \cdot \left( \frac{\nabla h}{H^2} \right) \right) \mathcal{O} = F, \tag{2.5}
\]

where \( \Upsilon := 4 + |\nabla h|^2 \) and \( F, \mathcal{R} \) are defined as

\[
F := \nabla \cdot \left[ g \nabla \eta + \frac{\mathcal{R} \nabla h}{\Upsilon} \right] - \frac{6 \mathcal{R}}{H^3} + 2 (\nabla \cdot \mathbf{u})^2 - 2 \begin{vmatrix} u_{1x1} & u_{1x2} \\ u_{2x1} & u_{2x2} \end{vmatrix}, \tag{2.6}
\]

\[
\mathcal{R} := -g \nabla \eta \cdot \nabla h + \left[ (\mathbf{u} \cdot \nabla) \nabla h \right] \cdot \mathbf{u} + h_{tt} + 2 \mathbf{u} \cdot \nabla h_{tt}. \tag{2.7}
\]

Symbol \( |\cdot| \) in (2.6) denotes the determinant of a \( 2 \times 2 \) matrix.

Equation (2.5) is uniformly elliptic and it does not contain time derivatives of the fluid velocity \( \mathbf{u} \). If the coefficient (\( \star \)) is positive (for instance, it is the case for a flat bottom \( h(x, t) \equiv \text{const} \)), we deal with a positive operator and stable robust discretizations can be proposed. Taking into account the fact that equation (2.5) is linear with respect to the variable \( \mathcal{O}(x, t) \), its discrete counterpart can be solved by direct or iterative methods*. Well-posedness of this equation is discussed below (see Section 2.1). The boundary conditions for equation (2.5) will be discussed below in Section 2.3.1 (in 1D case only, the generalization to 2D is done by projecting on the normal direction to the boundary).

Introduction of the variable \( \mathcal{O}(x, t) \) allows to rewrite equation (2.2) in the following equivalent form:

\[
\mathbf{u}_t + (\mathbf{u} \cdot \nabla) \mathbf{u} + g \nabla h = g \nabla \mathcal{O} + \frac{\nabla \mathcal{O} - \mathcal{O} \nabla h}{H}. \tag{2.8}
\]

The non-hydrostatic pressure at the bottom \( \varrho(x, t) \) can be expressed through \( \mathcal{O} \) in the following way:

\[
\varrho(x, t) = \frac{1}{H} \left[ \frac{6 \mathcal{O}}{H} + H \mathcal{R} + \nabla \mathcal{O} \cdot \nabla h \right]. \tag{2.9}
\]

The derivation of this equation (2.9) is given in Appendix A as well. So, thanks to this relation (2.9), the usage of equation (2.4) is not necessary anymore. Once we found the function \( \mathcal{O}(x, t) \), we can compute the bottom component from (2.9).

*In our implementation we use the direct Thomas algorithm, since in 1D the resulting linear system of equations is tridiagonal with the dominant diagonal.
Remark 1. It can be easily seen that taking formally the limit $\rho \to 0$ and $\varrho \to 0$ of vanishing non-hydrostatic pressures, allows us to recover the classical NSWE (or Saint-Venant equations) \[43\]. Thus, the governing equations verify the Bohr correspondence principle \[16\].

2.1. Well-posedness conditions

In order to obtain a well-posed elliptic problem (2.5), one has to ensure that coefficient $(\star)$ is positive. This coefficient involves the bathymetry function $h(x, t)$ and the total water depth $\mathcal{H}(x, t)$. In other words, the answer depends on local depth and wave elevation. It is not excluded that for some wave conditions the coefficient $(\star)$ may become negative. In the most general case the positivity condition is trivial and, thus, not very helpful, i.e.

$$(\star) \equiv \frac{2}{\mathcal{H}^3} \cdot \frac{\Upsilon - 3}{\Upsilon} + \nabla \cdot \left( \frac{\nabla h}{\mathcal{H}^2 \Upsilon} \right) \geq 0. \tag{2.10}$$

On the flat bottom $h(x, t) \to d = \text{const}$ we know that the above condition is satisfied since $\Upsilon \to 4$ and $(\star) \to \frac{1}{2\mathcal{H}^3} > 0$. Consequently, by continuity of the coefficient $(\star)$ we conclude that the same property will hold for some (sufficiently small) variations of the depth $h(x, t)$, i.e. $|\nabla h| \ll 1$. In practice it can be verified that bathymetry variations can be even finite so that condition (2.10) still holds.

Remark 2. It may appear that restrictions on the bathymetry variations are inherent to our formulation only. However, it is the case of all long wave models, even if this assumption does not appear explicitly in the derivation. For instance, bottom irregularities will inevitably generate short waves (i.e. higher frequencies) during the wave propagation process. A priori, this part of the spectrum is not modeled correctly by approximate equations, unless some special care is taken.

2.1.1 Linear waves

Let us take the limit of linear waves $\eta \to 0$ in expression $(\star)$. It will become then

$$(\star) \to (\star\star) \overset{\text{def}}{=} \frac{2}{h^3} \cdot \frac{\Upsilon - 3}{\Upsilon} + \nabla \cdot \left( \frac{\nabla h}{h^2 \Upsilon} \right).$$

The positivity* condition of $(\star\star)$ then takes the following form:

$$2 \Upsilon + h \left\{ h_{x1x1} \left( 1 - h_{x1}^2 + h_{x2}^2 \right) + h_{x2x2} \left( 1 + h_{x1}^2 - h_{x2}^2 \right) - 4 h_{x1} h_{x2} h_{x1x2} \right\} \geq 0.$$ 

If we restrict our attention to the one-dimensional bathymetries (i.e. $h_{x2} \to 0$), then we obtain an even simpler condition:

$$h_{xx} \geq -\frac{2}{h} \cdot \frac{1 + h_x^2}{1 - h_x^2}.$$

*Non-negativity, to be more precise.
where by \( x \) we denote \( x_1 \) for simplicity. The last condition can be easily checked at the problem outset. A further simplification is possible if we additionally assume that

\[
|\nabla h| \equiv |h_x| < 1,
\]

then we have the following elegant condition:

\[
h_{xx} > -\frac{2}{h}.
\]

### 2.2. Conservative form of equations

Equations (2.1), (2.2) admit an elegant conservative form, which is suitable for numerical simulations:

\[
\begin{align*}
\mathcal{H}_t + \nabla \cdot [\mathcal{H} \mathbf{u}] &= 0, \\
(\mathcal{H} \mathbf{u})_t + \nabla \cdot \mathbf{F} &= g \mathcal{H} \nabla h + \nabla \mathcal{Q} - g \nabla h,
\end{align*}
\]

where the flux matrix \( \mathbf{F}(\mathcal{H}, \mathbf{u}) \) is the same as in NSWE (or SAINT-VENANT equations):

\[
\mathbf{F}(\mathcal{H}, \mathbf{u}) := \begin{bmatrix}
\mathcal{H} u_1^2 + \frac{g \mathcal{H}^2}{2} & \mathcal{H} u_1 \cdot u_2 \\
\mathcal{H} u_1 \cdot u_2 & \mathcal{H} u_2^2 + \frac{g \mathcal{H}^2}{2}
\end{bmatrix}.
\]

Notice that it is slightly different from the (fully-)conservative form given in Part I [92]. Conservative equations* (2.13), (2.14) can be supplemented by the energy conservation equation which can be used to check the accuracy of simulation (in conservative case, i.e. \( h_t \equiv 0 \)) and/or to estimate the energy of generated waves [54]:

\[
(\mathcal{H} \mathcal{E})_t + \nabla \cdot \left[ \mathcal{H} \mathbf{u} \left( \mathcal{E} + \frac{\mathbf{F}}{\mathcal{H}} \right) \right] = -\bar{p} h_t,
\]

where the total energy \( \mathcal{E} \) is defined as

\[
\mathcal{E} := \frac{1}{2} |\mathbf{u}|^2 + \frac{1}{6} \mathcal{H}^2 (\nabla \cdot \mathbf{u})^2 + \frac{1}{2} \mathcal{H} (\mathcal{Q} h) (\nabla \cdot \mathbf{u}) + \frac{1}{2} (\mathcal{Q} h)^2 + \frac{g}{2} (\mathcal{H} - 2 h).
\]

Notice that equation (2.15) is not independent. It is a differential consequence of the mass and momentum conservations (2.13), (2.14) (as it is the case for incompressible flows in general).

#### 2.2.1 Intermediate conclusions

As a result, the system of nonlinear dispersive equations (2.1), (2.2) was split in two main parts:

(1) Governing equations (2.13), (2.14) in the form of (hyperbolic) balance laws with source terms

*It is not difficult to see that the mass conservation equation (2.1) is already in a conservative form in the SGN model. Thus, equations (2.1) and (2.13) are obviously identical.
(2) A scalar nonlinear elliptic equation to determine the non-hydrostatic part of the pressure $\mathcal{O}(x, t)$ (and consequently $g(x, t)$ as well)

This splitting idea will be exploited below in the numerical algorithm in order to apply the most suitable and robust algorithm for each part of the solution process [9].

### 2.3. One-dimensional case

In this study for the sake of simplicity we focus on the two-dimensional physical problem, i.e. one horizontal and one vertical dimensions. The vertical flow structure being resolved using the asymptotic expansion (see Part I [92] of this series of papers), thus we deal with PDEs involving one spatial (horizontal) dimension ($x \equiv x_1$) and one temporal variable $t \in \mathbb{R}^+$. The horizontal velocity variable $u(x, t)$ becomes a scalar function in this case. Below we provide the full set of governing equations (which follow directly from (2.13), (2.14) and (2.5)):

\[
\begin{align*}
\mathcal{H}_t + [\mathcal{H} u]_x &= 0, \\
(\mathcal{H} u)_t + \left[\mathcal{H} u^2 + \frac{g \mathcal{H}^2}{2}\right]_x &= g \mathcal{H} h_x + \mathcal{O}_x - g h_x, \\
4 \left[\frac{\mathcal{O}_x}{\mathcal{H} \Upsilon}\right]_x - 6 \left[\frac{2 \mathcal{H}^3}{\Upsilon} \cdot \Upsilon - 3 \Upsilon + \left[\frac{h_x}{\mathcal{H}^2 \Upsilon}\right]_x\right] \mathcal{O} &= \mathcal{F},
\end{align*}
\]

where $\Upsilon \equiv 4 + h_x^2$ and

\[
\begin{align*}
\mathcal{F} &\equiv \left[ g \eta_x + \frac{\mathcal{R} h_x}{\Upsilon}\right]_x - \frac{6 \mathcal{R}}{\mathcal{H} \Upsilon} + 2 u^2, \\
\mathcal{R} &\equiv -g \eta_x h_x + u^2 h_{xx} + h_{tt} + 2 u h_{xt}.
\end{align*}
\]

The last equations can be trivially obtained from corresponding two-dimensional versions given in (2.6), (2.7). This set of equations will be solved numerically below (see Section 3).

#### 2.3.1 Boundary conditions on the elliptic part

First, we rewrite elliptic equation (2.18) in the following equivalent form:

\[
\left[\mathcal{K} \mathcal{O}_x\right]_x - \mathcal{K}_0 \mathcal{O} = \mathcal{F},
\]

where

\[
\mathcal{K} \equiv \frac{4}{\mathcal{H} \Upsilon}, \quad \mathcal{K}_0 \equiv 6 \left[\frac{2 \mathcal{H}^3}{\mathcal{H}^2 \Upsilon} \cdot \Upsilon - 6 \Upsilon + \left(\frac{h_x}{\mathcal{H}^2 \Upsilon}\right)_x\right].
\]

We assume that we have to solve an initial-boundary value problem for the system (2.16)–(2.18). If we have a closed numerical wave tank* (as it is always the case in laboratory experiments).

*Other possibilities have to be discussed separately.
experiments), then on vertical walls the horizontal velocity satisfies:
\[ u(x, t) \big|_{x=0} = u(x, t) \big|_{x=\ell} \equiv 0, \quad \forall t \in \mathbb{R}^+. \]

For the situation where the same boundary condition holds on both boundaries, we introduce a short-hand notation:
\[ u(x, t) \big|_{x=\ell} \equiv 0, \quad \forall t \in \mathbb{R}^+. \]

Assuming that equation (2.8) is valid up to the boundaries, we obtain the following boundary conditions for the elliptic equation (2.18):
\[ \left( \frac{\varnothing_x - \varnothing h_x}{\mathcal{H}} - g \eta_x \right) \bigg|_{x=\ell} = 0, \quad \forall t \in \mathbb{R}^+. \]  
Or in terms of equation (2.19) we equivalently have:
\[ \left( \mathcal{K}_{\varnothing} \right)_x \bigg|_{x=\ell} = 0, \quad \forall t \in \mathbb{R}^+. \]  

The boundary conditions for the non-hydrostatic pressure component \( \varnothing \) are of the 3rd kind (sometimes they are referred to as of ROBIN-type). For the case where locally at the boundaries the bottom is flat (to the first order), i.e. \( h_x \big|_{x=\ell} \equiv 0 \), then we have the (non-homogeneous) Neumann boundary condition of the 2nd kind:
\[ \mathcal{K}_{\varnothing} \bigg|_{x=\ell} = 0, \quad \forall t \in \mathbb{R}^+. \]

For a classical POISSON-type equation this condition would not be enough to have a well-posed problem. However, we deal rather with a HELMHOLTZ-type equation (if \( \mathcal{K}_0 > 0 \)). So, the flat bottom does not represent any additional difficulty for us and the unicity of the solution can be shown in this case as well.

### 2.3.2 Unicity of the elliptic equation solution

The mathematical structure of equation (2.19) is very advantageous since it allows to show the following

**Theorem 1.** Suppose that the Boundary Value Problem (BVP) (2.20) for equation (2.19) admits a solution and the following conditions are satisfied:
\[ \mathcal{K}_0 > 0, \quad h_x \big|_{x=0} \geq 0, \quad h_x \big|_{x=\ell} \leq 0, \]  
then this solution is unique.

**Proof.** Assume that there are two such solutions \( \varnothing_1 \) and \( \varnothing_2 \). Then, their difference \( \varnothing :\!\!\!\!\!= \varnothing_1 - \varnothing_2 \) satisfies the following homogeneous BVP:
\[ \left[ \mathcal{K}_{\varnothing} \right]_x - \mathcal{K}_0 \varnothing = 0, \]  
\[ \left( \mathcal{K}_{\varnothing} \right)_x \bigg|_{x=\ell} = 0. \]  
(2.23)
Let us multiply the first equation (2.22) by $\varrho$ and integrate over the computational domain:

$$\int_0^\ell \left[ K \varrho_x \right] x \varrho \, dx - \int_0^\ell K_0 \varrho^2 \, dx = 0.$$

Integration by parts of the first integral (♦) yields:

$$K \varrho_x \varrho \bigg|_{x = 0}^{x = \ell} - \int_0^\ell K \varrho_x^2 \, dx - \int_0^\ell K_0 \varrho^2 \, dx = 0.$$

And using boundary conditions (2.23) we finally obtain:

$$\frac{6 h_x}{\mathcal{H}^2} \varrho^2 \bigg|_{x = \ell} - \frac{6 h_x}{\mathcal{H}^2} \varrho^2 \bigg|_{x = 0} - \int_0^\ell K \varrho_x^2 \, dx - \int_0^\ell K_0 \varrho^2 \, dx = 0.$$

Taking into account this Theorem assumptions (2.21) and the fact that $K > 0$, the last identity leads to a contradiction, since the left hand side is strictly negative. Consequently, the solution to equation (2.19) with boundary condition (2.20) is unique. □

Remark 3. Conditions in Theorem 1 are quite natural. The non-negativity of coefficient $K_0$ has already been discussed in Section 2.1. Two other conditions mean that the water depth is increasing in the offshore direction ($h_x|_{x = 0} \geq 0$) and again it is decreasing ($h_x|_{x = \ell} \leq 0$) when we approach the opposite shore.

### 2.4. Vector short-hand notation

For the sake of convenience we shall rewrite governing equations (2.16), (2.17) in the following vectorial form:

$$\mathbf{v}_t + \left[ \mathbf{F}(\mathbf{v}) \right] x = \mathcal{G}(\mathbf{v}, \varrho, h),$$

where we introduced the following vector-valued functions:

$$\mathbf{v} := \begin{pmatrix} \mathcal{H} \\ \mathcal{H} u \end{pmatrix}, \quad \mathbf{F}(\mathbf{v}) := \begin{pmatrix} \mathcal{H} u \\ \mathcal{H} u^2 + g \mathcal{H}^2/2 \end{pmatrix},$$

and the source term is defined as

$$\mathcal{G}(\mathbf{v}, \varrho, \varrho_x, h) := \begin{pmatrix} 0 \\ g \mathcal{H} h_x + \varrho_x - \varrho h_x \end{pmatrix}.$$
Eigenvalues of the Jacobian matrix $\mathcal{A}(v)$ can be readily computed:

$$\lambda^- = u - s, \quad \lambda^+ = u + s, \quad s \overset{\text{def}}{=} \sqrt{gH}. \quad (2.25)$$

The Jacobian matrix appears naturally in the non-divergent form of equations (2.24):

$$v_t + \mathcal{A}(v) \cdot v_x = \mathcal{G}, \quad (2.26)$$

By multiplying both sides of the last equation by $\mathcal{A}(v)$ we obtain the equations for the advection flux function $\mathcal{F}(v)$:

$$\mathcal{F}_t + \mathcal{A}(v) \cdot \mathcal{F}_x = \mathcal{A} \cdot \mathcal{G}. \quad (2.27)$$

In order to study the characteristic form of equations one needs also to know the matrix of left and right eigenvectors correspondingly:

$$L \overset{\text{def}}{=} \frac{1}{s^2} \begin{pmatrix} -\lambda^+ & 1 \\ -\lambda^- & 1 \end{pmatrix}, \quad R \overset{\text{def}}{=} \frac{s}{2} \begin{pmatrix} -1 & 1 \\ -\lambda^- & \lambda^+ \end{pmatrix}. \quad (2.28)$$

If we introduce also the diagonal matrix of eigenvalues

$$\Lambda \overset{\text{def}}{=} \begin{pmatrix} \lambda^- & 0 \\ 0 & \lambda^+ \end{pmatrix},$$

the following relations can be easily checked:

$$R \cdot \Lambda \cdot L \equiv \mathcal{A}, \quad R \cdot L = L \cdot R \equiv \mathbb{I},$$

where $\mathbb{I}$ is the identity $2 \times 2$ matrix.

### 2.4.1 Flat bottom

Equations above become particularly simple on the flat bottom. In this case the bathymetry functions is constant, i.e.

$$h(x, t) \equiv d = \text{const} > 0.$$\hspace{1cm}

Substituting it into governing equations above, we straightforwardly obtain:

$$\mathcal{H}_t + [\mathcal{H} u]_x = 0,$$

$$(\mathcal{H} u)_t + [\mathcal{H} u^2 + \frac{g}{2} \mathcal{H}^2]_x = \mathcal{Q}_x,$$

$$\left[ \frac{\mathcal{Q}_x}{\mathcal{H}} \right]_x - \frac{3}{2 \mathcal{H}^3} \mathcal{Q} = g \eta_{xx} + 2 u^2_x.$$
Solitary wave solution. Equations above admit an elegant analytical solution known as the solitary wave. It is given by the following expressions:

\[
\eta(x, t) = \alpha \cdot \text{sech}^2 \left( \frac{\sqrt{3} \alpha g}{2d
u} (x - x_0 - \nu t) \right), \quad u(x, t) = \frac{\nu \cdot \eta(x, t)}{d + \eta(x, t)}, \tag{2.29}
\]

where \(\alpha\) is the wave amplitude, \(x_0 \in \mathbb{R}\) is the initial wave position and \(\nu\) is the velocity defined as

\[
\nu \overset{\text{def}}{:=} \sqrt{g(d + \alpha)}.
\]

The non-hydrostatic pressure under the solitary wave can be readily computed as well:

\[
\mathcal{Q}(x, t) = \frac{g}{2} \left[ \mathcal{H}^2(x, t) - d^2 \right] - d \nu u(x, t).
\]

One can derive also periodic travelling waves known as cnoidal waves. For their expressions we refer to \textit{e.g.} [52, 55].

2.5. Linear dispersion relation

The governing equations (2.16)–(2.18) after linearizations take the following form:

\[
\begin{align*}
\eta_t + d u_x &= 0, \\
u_t + g \eta_x &= \frac{\mathcal{Q}_x}{d}, \\
\mathcal{Q}_{xx} - \frac{3}{d^2} \mathcal{Q} &= c^2 \eta_{xx},
\end{align*}
\]

where \(c \overset{\text{def}}{:=} \sqrt{g d}\) is the linear gravity wave speed. By looking for plane wave solutions of form

\[
\eta(x, t) = \alpha e^{i(kx - \omega t)}, \quad u(x, t) = \nu e^{i(kx - \omega t)}, \quad \mathcal{Q}(x, t) = \rho e^{i(kx - \omega t)},
\]

where \(k\) is the wave number, \(\omega(k)\) is the wave frequency and \(\{\alpha, \nu, \rho\} \in \mathbb{R}\) are some (constant) real amplitudes. The necessary condition for the existence of plane wave solutions reads

\[
\omega(k) = \pm \frac{ck}{\sqrt{1 + \frac{(kd)^2}{3}}}.
\tag{2.30}
\]

By substituting the definition of \(k = \frac{2\pi}{\lambda}\) into the last formula and dividing both sides by \(k\) we obtain the relation between the phase speed \(c_p\) and the wavelength \(\lambda:\)

\[
c_p(\lambda) \overset{\text{def}}{:=} \frac{\omega(k(\lambda))}{k(\lambda)} = \frac{c}{\sqrt{1 + \frac{4\pi^2d^2}{3\lambda^2}}},
\]

Solitary waves are to be distinguished from the so-called solitons which interact elastically [48]. Since the SGN equations are not integrable (for the notion of integrability we refer to \textit{e.g.} [145]), the interaction of solitary waves is inelastic [114].
This dispersion relation is accurate to 2\textsuperscript{nd} order at the limit of long waves $kd \to 0$. There are many other nonlinear dispersive wave models which share the same linear dispersion relation, see \textit{e.g.} [61, 64, 117, 149]. However, their nonlinear properties might be very different.

### 3. Numerical method

The construction of numerical schemes for hyperbolic conservation laws on moving grids was described in our previous work [94]. In the present manuscript we make an extension of this technology to dispersive PDEs illustrated on the example of the SGN equations (2.16)–(2.18). The main difficulty which arises in the dispersive case is handling of high order (possibly mixed) derivatives. The SGN system is an archetype of such systems with sufficient degree of nonlinearity and practically important applications in Coastal Engineering [96].

#### 3.1. Adaptive mesh construction

In the present work we employ the method of moving grids initially proposed in early 60’s by TIKHONOV & SAMARSHII [135, 136] and developed later by BAKHVALOV (1969) [7] and IL’IN (1969) [85]. This technology was recently described by the authors to steady [90] and unsteady [94] problems. For more details we refer to our recent publications [90, 94]. An alternative recent approach can be found in \textit{e.g.} [3, 4]. In the present Section we just recall briefly the main steps of the method.

The main idea consists in assuming that there exists a (time-dependent) diffeomorphism from the reference domain $Q \overset{\text{def}}{=} [0, 1]$ to the computational domain $I = [0, \ell]$:

$$x(q, t) : Q \mapsto I.$$  

It is natural to assume that boundaries of the domains correspond to each other, \textit{i.e.}

$$x(0, t) = 0, \quad x(1, t) = \ell, \quad \forall t \geq 0.$$  

We shall additionally assume that the Jacobian of this map is bounded from below and above

$$0 < m \leq J(q, t) := \left. \frac{\partial x}{\partial q} \right| \leq M < +\infty$$  

by some real constants $m$ and $M$.

The construction of this diffeomorphism $x(q, t)$ is the heart of the matter in the moving grid method. We employ the so-called equidistribution method. The required non-uniform grid $I_h$ of the computational domain $I$ is then obtained as the image of the uniformly distributed nodes $Q_h$ under the mapping $x(q, t)$:

$$x_j = x(q_j, t), \quad q_j = j \Delta q, \quad \Delta q = \frac{1}{N};$$
where $N$ is the total number of grid points. Notice, that strictly speaking, we do not even need to know the mapping $x(q, t)$ in other points besides $\{q_j\}_{j=0}^N$. Under condition (3.1) it easily follows that the maximal discretization step in the physical space vanishes when we refine the mesh in the reference domain $Q_h$:

$$\max_{j=0,...,N-1} |x_{j+1} - x_j| \leq M \Delta q \to 0, \quad \text{as} \quad \Delta q \to 0.$$ 

### 3.1.1 Initial grid generation

Initially, the desired mapping $x(q, 0)$ is obtained as a solution to the following nonlinear elliptic problem

$$\frac{d}{dq} \left[ \mathfrak{M}(x) \frac{dx}{dq} \right] = 0, \quad x(0) = 0, \quad x(1) = \ell ,$$

(3.2)

where we drop in this Section the $2^{nd}$ constant argument 0. The function $\mathfrak{M}(x)$ is the so-called *monitor function*. Its choice will be specified below, but we can say that this functions has to be positive defined and bounded from below, *i.e.*

$$\mathfrak{M}(x) \geq C > 0, \quad \forall x \in \mathbb{R}.$$

In practice the lower bound $C$ is taken for simplicity to be equal to 1. A popular choice of the monitor function is, for example,

$$\mathfrak{M}[\eta](x) = 1 + \vartheta_0 |\eta|, \quad \vartheta_0 \in \mathbb{R}^+,$$

where $\eta$ is the free surface elevation. Another possibility consists in taking into account the free surface gradient:

$$\mathfrak{M}[\eta](x) = 1 + \vartheta_1 |\eta_x|, \quad \vartheta_1 \in \mathbb{R}^+,$$

or even both effects:

$$\mathfrak{M}[\eta](x) = 1 + \vartheta_0 |\eta| + \vartheta_1 |\eta_x|, \quad \vartheta_{0,1} \in \mathbb{R}^+.$$

In some simple cases equation (3.2) can be solved analytically (see *e.g.* [90]). However, in most cases we have to solve the nonlinear elliptic problem (3.2) numerically. For this purpose we use an iterative scheme, where at every stage we have a linear three-diagonal problem to solve:

$$\frac{1}{\Delta q} \left[ \mathfrak{M}(x_j^{(n)}) \frac{x_{j+1}^{(n+1)} - x_j^{(n+1)}}{\Delta q} - \mathfrak{M}(x_j^{(n)}) \frac{x_j^{(n+1)} - x_j^{(n-1)}}{\Delta q} \right] = 0, \quad n \in \mathbb{N}_0.$$ 

(3.3)

The iterations are continued until the convergence is achieved to the prescribed tolerance parameter (typically $\propto 10^{-10}$).
3.1.2 Grid motion

In unsteady computations the grid motion is given by the following nonlinear parabolic equation:
\[
\frac{\partial}{\partial q} \left[ \varpi(x, t) \frac{\partial x}{\partial q} \right] = \beta \frac{\partial x}{\partial t}, \quad \beta \in \mathbb{R}^+.
\]  
(3.4)
The parameter \( \beta \) plays the rôle of the diffusion coefficient here. It is used to control the smoothness of nodes trajectories. Equation (3.4) is discretized using an implicit scheme:
\[
\frac{1}{\Delta q} \left\{ \omega_{j+1/2}^{n+1} \frac{x_{j+1}^{n+1} - x_{j}^{n+1}}{\Delta q} - \omega_{j-1/2}^{n} \frac{x_{j}^{n+1} - x_{j-1}^{n+1}}{\Delta q} \right\} = \beta \frac{x_{j}^{n+1} - x_{j}^{n}}{\tau},
\]  
(3.5)
with boundary conditions \( x_0^{n+1} = 0 \), \( x_N^{n+1} = \ell \) as above. We would like to reiterate that at every time step we solve only one additional (tridiagonal) linear system. Nonlinear iterative computations are performed only once when we project the initial condition on the ad-hoc non-uniform grid. So, the additional overhead due to the mesh motion is linear in complexity, i.e. \( O(N) \).

Similarly to the elliptic case (3.2), equation (3.4) admits smooth solutions provided that the monitor function \( \varpi(x, t) \) is bounded from below by a positive constant. In numerical examples shown below we always take monitor functions which satisfy the condition \( \varpi(x, t) \geq 1, \forall x \in \mathcal{J}, \forall t \geq 0 \). Thus, for any \( t > 0 \) equation (3.4) provides us the required diffeomorphism between the reference domain \( \Omega \) and the computational domain \( \mathcal{I} \).

3.2. The SGN equations on a moving grid

Before discretizing the SGN equations (2.16)–(2.18), we have to pose them on the reference domain \( \Omega \). The composed functions will be denoted as:
\[
\hat{u}(q, t) \stackrel{\text{def}}{=} (u \circ x)(q, t) \equiv u(x(q, t), t).
\]
And we introduce similar notations for all other variables, e.g. \( \hat{\mathcal{H}}(q, t) \stackrel{\text{def}}{=} \mathcal{H}(x(q, t), t) \). The conservative (2.24) and non-conservative (2.26), (2.27) forms of hyperbolic equations read:
\[
(\mathcal{J} \hat{v})_t + \left[ \hat{\mathcal{F}} - x_t \hat{v} \right]_q = \hat{\mathcal{G}},
\]  
(3.6)
\[
\hat{v}_t + \frac{1}{\mathcal{J}} \left[ \hat{\mathcal{F}}_q - x_t \hat{v}_q \right] = \frac{1}{\mathcal{J}} \hat{\mathcal{G}},
\]  
(3.7)
\[
\hat{\mathcal{F}}_t + \frac{1}{\mathcal{J}} \mathcal{A} \cdot \left[ \hat{\mathcal{F}}_q - x_t \hat{v}_q \right] = \frac{1}{\mathcal{J}} \mathcal{A} \cdot \hat{\mathcal{G}},
\]  
(3.8)
where the terms on the right-hand sides are defined similarly as above:
\[
\hat{\mathcal{G}} \stackrel{\text{def}}{=} \begin{pmatrix} 0 \\ g \mathcal{H} \hat{h}_q + \hat{\mathcal{O}}_q - \hat{\omega} \hat{h}_q \end{pmatrix}.
\]
The non-hydrostatic pressure on the bottom is computed in \( Q \) space as:

\[
\hat{\varrho} \overset{\text{def}}{=} \frac{1}{\bar{Y}} \left[ \frac{6}{\bar{H}} \hat{\varrho} + \hat{\mathcal{K}} \hat{\mathcal{R}} + \frac{\hat{\varrho}_q \hat{h}_q}{\bar{Y}^2} \right], \quad \bar{Y} \overset{\text{def}}{=} 4 + \frac{\hat{h}_q^2}{\bar{Y}^2}
\]  

(3.9)

Finally, we just have to specify the expression for \( \hat{\mathcal{R}} \):

\[
\hat{\mathcal{R}} \overset{\text{def}}{=} -g \frac{\hat{\varrho}_q \hat{h}_q}{\bar{Y}} + \frac{\bar{u}^2}{\bar{Y}} \frac{\hat{h}_q}{\bar{Y}} + (\hat{h}_t - \frac{x_t}{\bar{Y}} \hat{h}_q)_t + 2 \frac{\hat{u}_t}{\bar{Y}} \frac{\hat{h}_t}{\bar{Y}} \cdot (\hat{h}_t - \frac{x_t}{\bar{Y}} \hat{h}_q)_q.
\]

We have to specify also the equations which allow us to find the non-hydrostatic part of the pressure field \( \hat{\varrho} \). Equation (2.19) posed on the reference domain \( \hat{Q} \) reads:

\[
[\hat{\mathcal{K}} \hat{\varrho}]_q - [\hat{\mathcal{K}}_0 \hat{\varrho}] = \hat{\mathcal{F}},
\]

where the coefficients and the right-hand side are defined as

\[
\hat{\mathcal{K}} \overset{\text{def}}{=} \frac{4}{\bar{Y} \bar{H} \bar{Y}}, \quad \hat{\mathcal{K}}_0 \overset{\text{def}}{=} 6 \left[ \frac{2 \hat{\varrho}}{\bar{H}^3} \frac{\bar{Y}}{\bar{Y}} - 3 \frac{\bar{Y}}{\bar{Y}} + \left( \frac{\hat{h}_q}{\bar{Y} \bar{H} \bar{Y}} \right) \right],
\]

\[
\hat{\mathcal{F}} \overset{\text{def}}{=} \left[ \frac{g \hat{\varrho}_q}{\bar{Y}} + \frac{\hat{\mathcal{R}} \hat{h}_q}{\bar{Y}} \right]_q - \frac{6 \hat{\mathcal{R}} \bar{Y}}{\bar{H} \bar{Y}} + 2 \frac{\bar{u}^2}{\bar{Y}}.
\]

Finally, the boundary conditions are specified now at \( q = 0 \) and \( q = 1 \). For the hyperbolic part of the equations they are

\[
\hat{u}(0, t) = 0 \quad \hat{u}(1, t) = 0 \quad \forall t \geq 0.
\]

For the elliptic part we have the following mixed-type boundary conditions:

\[
\left[ \frac{4}{\bar{Y} \bar{H} \bar{Y}} \hat{\varrho}_q - \frac{6 \hat{h}_q}{\bar{H} \bar{Y}^2} \hat{\varrho} \right]_{q=1}^{q=0} = \frac{1}{\bar{Y}} \left[ g \hat{\varrho}_q + \frac{\hat{\mathcal{R}} \hat{h}_q}{\bar{Y}} \right]_{q=1}^{q=0}.
\]

(3.11)

### 3.3. Predictor–corrector scheme on moving grids

In this Section we describe the numerical finite volume discretization of the SGN equations on a moving grid. We assume that the reference domain \( \hat{Q} \) is discretized with a uniform grid \( Q_h \overset{\text{def}}{=} \{ q_j = j \Delta q \}_{j=0}^N \), with the uniform spacing \( \Delta q = \frac{1}{N} \). Then, the grid \( P_h \) in the physical domain \( P \) at every time instance \( t = t^n \geq 0 \) is given by the image of the uniform grid \( Q_h \) under the mapping \( x(q, t) \), i.e. \( x^n_j = x(q_j, t^n) \), \( j = 0, 1, \ldots, N \) or simply \( P_h^n = x(Q_h, t^n) \). We assume that we know the discrete solution \( \hat{u}_n^j \overset{\text{def}}{=} \{ \hat{u}_j^n \}_{j=0}^N \), \( \hat{\varrho}_n^j \overset{\text{def}}{=} \{ \hat{\varrho}_j^n \}_{j=0}^N \) at the current time \( t = t^n \) and we already constructed the non-uniform grid \( x_{n+1}^j \overset{\text{def}}{=} \{ x_{n+1}^j \}_{j=0}^N \) at the following time layer \( t^{n+1} \) using the equidistribution method described above. We remind that the non-uniform grid at the following layer is constructed based only on the knowledge of \( \hat{u}_n^j \).

*With symbol \( \sharp \) we denote the set of solution values at discrete spatial grid nodes.*
3.3.1 Predictor step

In the nonlinear case, during the predictor step the hyperbolic part of equations is solved two times:

- First, using equation (3.7) we compute the discrete solution values \( \hat{v}_{c,n} \) in the cell centers \( Q_{h,c} := \{q_{j+1/2} = q_j + \Delta q/2\}^{N-1}_{j=0} \).
- Then, using equation (3.8) we compute the values of the flux vector equally in the cell centers \( \mathcal{J}_{c,n} := \{\mathcal{J}_{j+1/2}\}^{N-1}_{j=0} \).

We rewrite equations (3.7), (3.8) in the characteristic form by multiplying them on the left by the matrix \( \mathbf{L} \) (of left eigenvectors of the Jacobian \( \mathcal{A} \)):

\[
\mathbf{L} \cdot \hat{v}_t + \frac{1}{\Delta} \mathbf{L} \cdot [\mathcal{J}_q - x_t \hat{v}_q] = \frac{1}{\Delta} \mathbf{L} \cdot \mathcal{G},
\]

\[
\mathbf{L} \cdot \hat{\mathcal{J}}_t + \frac{1}{\Delta} \mathbf{A} \cdot \mathbf{L} \cdot [\mathcal{J}_q - x_t \hat{v}_q] = \frac{1}{\Delta} \mathbf{A} \cdot \mathbf{L} \cdot \mathcal{G}.
\]

The discretization of last equations reads:

\[
(\mathcal{D}^{-1} \cdot \mathbf{L})_{j+1/2} \cdot \frac{\hat{v}_{j+1/2} - \hat{v}_{j+1/2}^n}{\tau/2} + \left( \frac{1}{\Delta} \mathbf{L} \cdot [\mathcal{J}_q - x_t \hat{v}_q] \right)_{j+1/2}^n = \left( \frac{1}{\Delta} \mathbf{L} \cdot \mathcal{G} \right)_{j+1/2}^n,
\]

\[
(\mathcal{D}^{-1} \cdot \mathbf{L})_{j+1/2} \cdot \frac{\hat{\mathcal{J}}_{j+1/2} - \hat{\mathcal{J}}_{j+1/2}^n}{\tau/2} + \left( \frac{1}{\Delta} \mathbf{A} \cdot \mathbf{L} \cdot [\mathcal{J}_q - x_t \hat{v}_q] \right)_{j+1/2}^n = \left( \frac{1}{\Delta} \mathbf{A} \cdot \mathbf{L} \cdot \mathcal{G} \right)_{j+1/2}^n,
\]

where \( \tau \) is the time step, \( \hat{v}_{j+1/2}^n \) is an approximation of matrix \( \hat{v} \) in the cell centers \( Q_{h,c} \) (it will be specified below). The matrix \( \mathcal{D} \) is composed of cell parameters for each equation:

\[
\mathcal{D}_{j+1/2} := \begin{pmatrix}
1 + \theta_{j+1/2}^1 & 0 \\
0 & 1 + \theta_{j+1/2}^2
\end{pmatrix}, \quad \mathbf{A}_{j+1/2} := \begin{pmatrix}
1 + \lambda_{j+1/2}^- & 0 \\
0 & 1 + \lambda_{j+1/2}^+
\end{pmatrix},
\]

with \( \lambda_{j+1/2}^\pm \) being the approximations of eigenvalues (2.25) in the cell centers \( Q_{h,c} \) (it will be specified below). On the right-hand side the source term is

\[
\mathcal{G}_{j+1/2} := \left( g \mathcal{H} \hat{h}_q + \hat{g} \hat{h}_q \right)_{j+1/2}^n,
\]

where \( \Delta g \) are computed using central differences:

\[
\frac{\hat{\mathcal{G}}_{q,j+1/2}^n - \hat{\mathcal{G}}_{j+1}^n}{\Delta q}, \quad \frac{\hat{\mathcal{J}}_{q,j+1/2}^n - \hat{\mathcal{J}}_{j+1}^n}{\Delta q}, \quad \frac{\hat{h}_{q,j+1/2}^n - \hat{h}_{j+1}^n}{\Delta q}.
\]
The value of the non-hydrostatic pressure trace at the bottom \( \hat{\rho}_n \) is computed according to formula (3.9). Solution vector \( \hat{\v}_n \) and the fluxes \( \hat{\mathcal{F}}_n \) in cell centers are computed as:

\[
\hat{\v}_n^{n+1} := \frac{\hat{\v}_n^{n+1} + \hat{\v}_n^n}{2}, \quad \hat{\mathcal{F}}_n^{n+1/2} := \frac{\hat{\mathcal{F}}_j^{n+1} + \hat{\mathcal{F}}_j^n}{2}.
\]

The derivatives of these quantities are estimated using simple finite differences:

\[
\hat{\v}_n^{q, j+1/2} := \frac{\hat{\v}_{j+1}^{n} - \hat{\v}_j^n}{\Delta q}, \quad \hat{\mathcal{F}}_n^{q, j+1/2} := \frac{\hat{\mathcal{F}}_{j+1}^{n} - \hat{\mathcal{F}}_j^n}{\Delta q}.
\]

Finally, we have to specify the computation of some mesh-related quantities:

\[
x_t^{n} := \frac{x_{j+1}^{n} - x_j^n}{\tau}, \quad x_{t, j}^{n} := \frac{x_{j+1}^{n} + x_j^n}{2}, \quad \theta_j^{n} := \frac{x_{q, j+1/2}^{n} - x_{q, j}^{n}}{\Delta q}.
\]

The approximation of the matrix of left eigenvectors \( \hat{\mathcal{L}}_n^{j+1/2} \) and eigenvalues \( \lambda_{j+1/2}^{\pm} \) depends on the specification of the Jacobian matrix \( \alpha_j^{n} \). Our approach consists in choosing the discrete approximation in order to have at discrete level

\[
\hat{\mathcal{F}}_n^{q, j+1/2} = (\alpha_j \cdot \hat{\v}_q)^{n+1/2}, \quad (3.14)
\]

which is the discrete analogue of the continuous identity \( \hat{\mathcal{F}}_q = \alpha \cdot \hat{\v}_q \). Basically, our philosophy consists in preserving as many as possible continuous properties at the discrete level. For example, the following matrix satisfies the condition (3.14):

\[
(\alpha_j \cdot \hat{\v}_q)^{n+1/2} = \begin{pmatrix} 0 & \frac{1}{2} u_j^n + g \mathcal{H}_j^{n+1/2} \\ -u_j^n u_{j+1} + g \mathcal{H}_j^{n+1/2} & \end{pmatrix} = (\hat{\mathcal{R}} \cdot \hat{\Lambda} \cdot \hat{\mathcal{L}})^{n+1/2}.
\]

The matrices \( \mathcal{L}_n^{j+1/2} \) and \( \mathcal{R}_n^{j+1/2} = (\mathcal{L}_j^{n+1/2})^{-1} \) are computed by formulas (2.28). The Jacobian matrix \( \alpha_j^{n+1/2} \) eigenvalues can be readily computed:

\[
\lambda_{j+1/2}^{\pm} := (u \pm s)^{n+1/2}, \quad s_{j+1/2}^{n+1/2} := \sqrt{(u_j^{n+1/2})^2 - u_j^n u_{j+1} + g \mathcal{H}_j^{n+1/2}} \geq g \mathcal{H}_j^{n+1/2} > 0.
\]

Thanks to the discrete differentiation rule (3.14), we can derive elegant formulas for the predicted values \( \hat{\v}_{t, c}^{n}, \hat{\mathcal{F}}_{t, c}^{n} \) by drastically simplifying the scheme (3.12), (3.13):

\[
\hat{\v}_{j+1/2}^{n} = \left[ \hat{\v} - \frac{\tau}{2} \hat{\mathcal{R}} \cdot \hat{\mathcal{D}} \cdot (\hat{\mathcal{A}} \cdot \hat{\mathcal{P}} - \hat{\mathcal{L}} \cdot \hat{\mathcal{J}}) \right]_{j+1/2}, \quad (3.15)
\]

\[
\hat{\mathcal{F}}_{j+1/2}^{n} = \left[ \hat{\mathcal{F}} - \frac{\tau}{2} \hat{\mathcal{R}} \cdot \hat{\mathcal{D}} \cdot \hat{\mathcal{A}} \cdot (\hat{\mathcal{A}} \cdot \hat{\mathcal{P}} - \hat{\mathcal{L}} \cdot \hat{\mathcal{J}}) \right]_{j+1/2}, \quad (3.16)
\]

where we introduced two matrices:

\[
\hat{\mathcal{A}}_{j+1/2}^{n} := \hat{\mathcal{A}}_{j+1/2}^{n} - x_{t, j+1/2}^{n} \cdot \mathbb{I}, \quad \hat{\mathcal{P}}_{j+1/2}^{n} := (\hat{\mathcal{L}} \cdot \hat{\v}_q)^{n+1/2}.
\]

Finally, the scheme parameters \( \theta_{j+1/2}^{1, 2} \) are chosen as it was explained in our previous works [94, 129] for the case of Nonlinear Shallow Water Equations. This choice guarantees the TVD property of the resulting scheme.
Non-hydrostatic pressure computation. Once we determined the predicted values \( \mathbf{u}^*_{\text{p.c.}}, \mathbf{\hat{f}}^*_{\text{p.c.}} \), we have to determine also the predicted value for the non-hydrostatic pressure components \( \mathbf{\hat{P}}^*_{\text{p.c.}} \) located in cell centers \( \Omega_{h.c.} \). In order to discretize the elliptic equation (3.10) we apply the same finite volume philosophy. Namely, we integrate equation (3.10) over one cell \([q_j, q_{j+1}]\). Right now for simplicity we consider an interior element. The approximation near boundaries will be discussed below. The integral form of equation (3.10) reads

\[
\int_{q_j}^{q_{j+1}} \left[ \mathbf{K} \mathbf{\hat{P}}^* \right]_q \, dq - \int_{q_j}^{q_{j+1}} \mathbf{K}_0 \mathbf{\hat{P}}^* \, dq = \int_{q_j}^{q_{j+1}} \mathbf{f} \, dq. \tag{3.17}
\]

The coefficients \( \mathbf{K}, \mathbf{K}_0 \) are evaluated using the predicted value of the total water depth \( \mathbf{H}^*_{\text{p.c.}} \). If the scheme parameter \( \theta^n_{j+1/2} \equiv 0, \forall j = 0, \ldots, N - 1 \), then the predictor value would lie completely on the middle layer \( t = t^n + \frac{\eta}{2} \). However, this simple choice of \( \{\theta^n_{j+1/2}\}_{j=0}^{N-1} \) does not ensure the desired TVD property [10, 129].

The solution of this integral equation will give us the predictor value for the non-hydrostatic pressure \( \mathbf{\hat{P}}^*_{\text{p.c.}} \). The finite difference scheme for equation (3.10) is obtained by applying the following quadrature formulas to all the terms in integral equation (3.17):

\[
\int_{q_j}^{q_{j+1}} \left[ \mathbf{K} \mathbf{\hat{P}}^* \right]_q \, dq \simeq \frac{\mathbf{K}_{j+3/2} + \mathbf{K}_{j+1/2}}{2} \cdot \frac{\mathbf{\hat{P}}^*_{j+3/2} - \mathbf{\hat{P}}^*_{j+1/2}}{\Delta q} - \frac{\mathbf{K}_{j+1/2} + \mathbf{K}_{j-1/2}}{2} \cdot \frac{\mathbf{\hat{P}}^*_{j+1/2} - \mathbf{\hat{P}}^*_{j-1/2}}{\Delta q},
\]

\[
\int_{q_j}^{q_{j+1}} \mathbf{K}_0 \mathbf{\hat{P}}^* \, dq \simeq \Delta q \cdot \left[ \frac{12 \hat{g}^n}{(H^*)^3} \cdot \frac{\hat{h}}{3} \right]_{j+1/2} + \left[ \frac{3 \hat{h}^n}{\hat{g}^n (H^*)^2} \right]_{j+3/2} - \left[ \frac{3 \hat{h}^n}{\hat{g}^n (H^*)^2} \right]_{j-1/2} \mathbf{\hat{P}}^*_{j+1/2},
\]

\[
\int_{q_j}^{q_{j+1}} \mathbf{f} \, dq \simeq \Delta q \cdot \left( 2 \left( \frac{\hat{u}^n}{\hat{g}^n} \right)^2 - \frac{6 \hat{R} \hat{g}^n}{\hat{g}^n (H^*)} \right)_{j+1/2} + \left( g \frac{\hat{h}^n}{\hat{g}^n} + \hat{R} \frac{\hat{h}^n}{\hat{g}^n} \right)_{j+1/2} - \left( g \frac{\hat{h}^n}{\hat{g}^n} + \hat{R} \frac{\hat{h}^n}{\hat{g}^n} \right)_{j+1/2}.
\]

In approximation formulas above we introduced the following notations:

\[
\mathbf{K}_{j+1/2} \overset{\text{def}}{=} \left[ \frac{4}{\hat{g}^n (H^*)} \right]_{j+1/2}, \quad \hat{H}_{j+1/2} \overset{\text{def}}{=} 4 + \left( \frac{\hat{h}^n}{\hat{g}^n} \right)_{j+1/2}^2, \quad \hat{g}^n \overset{\text{def}}{=} \frac{\hat{g}^n_{j+1/2} + \hat{g}^n_{j-1/2}}{2}.
\]
In this way we obtain a three-point finite difference approximation of the elliptic equation (3.10) in interior of the domain, i.e. \( j = 1, \ldots, N - 2 \):

\[
\begin{align*}
\frac{\mathcal{K}_{j+3/2} + \mathcal{K}_{j+1/2}}{2} \cdot \frac{\mathcal{Q}_{j+3/2} - \mathcal{Q}_{j+1/2}}{\Delta q} &- \frac{\mathcal{K}_{j+1/2} + \mathcal{K}_{j-1/2}}{2} \cdot \frac{\mathcal{Q}_{j+1/2} - \mathcal{Q}_{j-1/2}}{\Delta q} \\
- \left[ \Delta q \cdot \left[ \frac{12 \mathcal{J}^n}{(\mathcal{H}^*)^3} \cdot \frac{\mathcal{Y} - 3}{\mathcal{Y}} \right]_{j+1/2} + \left[ \frac{3 \mathcal{h}_q^n}{\mathcal{Y} \mathcal{J}^n (\mathcal{H}^*)^2} \right]_{j+3/2} - \left[ \frac{3 \mathcal{h}_q^n}{\mathcal{Y} \mathcal{J}^n (\mathcal{H}^*)^2} \right]_{j-1/2} \right] \\
= \Delta q \cdot \left( 2 \left( \frac{\mathcal{u}_q^n}{\mathcal{J}^n} - \frac{6 \mathcal{R} \mathcal{J}^n}{\mathcal{Y} (\mathcal{H}^*)} \right)_{3/2} + \left( \frac{\mathcal{g} \mathcal{h}_q^n}{\mathcal{J}^n} + \frac{\mathcal{R} \mathcal{h}_q^n}{\mathcal{Y} \mathcal{J}^n} \right)_{1/2} \right) \cdot (3.18)
\end{align*}
\]

Two missing equations are obtained by approximating the integral equation (3.17) in intervals adjacent to the boundaries. As a result, we obtain a linear system of equations where unknowns are \( \{ \mathcal{Q}_{j+1/2} \}_{j=0}^{N-1} \). The approximation in boundary cells will be illustrated on the left boundary \( [q_0 \equiv 0, q_1] \). The right-most cell \( [q_{N-1}, q_N \equiv 1] \) can be treated similarly. Let us write down one-sided quadrature formulas for the first cell:

\[
\begin{align*}
\frac{\mathcal{K}_{3/2} + \mathcal{K}_{1/2}}{2} \cdot \frac{\mathcal{Q}_{3/2} - \mathcal{Q}_{1/2}}{\Delta q} &- \frac{4 \mathcal{Q}_q}{\mathcal{J} \mathcal{H} \mathcal{Y}} \bigg|_{q=0} \cdot \frac{12 \mathcal{J}^n}{(\mathcal{H}^*)^3} \cdot \frac{\mathcal{Y} - 3}{\mathcal{Y}} \bigg|_{1/2} \\
+ \left[ \frac{3 \mathcal{h}_q^n}{\mathcal{Y} \mathcal{J}^n (\mathcal{H}^*)^2} \right]_{3/2} + \left[ \frac{3 \mathcal{h}_q^n}{\mathcal{Y} \mathcal{J}^n (\mathcal{H}^*)^2} \right]_{1/2} + \left[ \frac{6 \mathcal{h}_q^n}{\mathcal{J} (\mathcal{H}^*)^2 \mathcal{Y}} \right]_{q=0} \\
= \Delta q \cdot \left( 2 \frac{(\mathcal{u}_q^n)^2}{\mathcal{J}^n} - \frac{6 \mathcal{R} \mathcal{J}^n}{\mathcal{Y} (\mathcal{H}^*)} \right)_{3/2} + \left( \frac{\mathcal{g} \mathcal{h}_q^n}{\mathcal{J}^n} + \frac{\mathcal{R} \mathcal{h}_q^n}{\mathcal{Y} \mathcal{J}^n} \right)_{1/2} - \left( \frac{\mathcal{g} \mathcal{h}_q^n}{\mathcal{J}^n} + \frac{\mathcal{R} \mathcal{h}_q^n}{\mathcal{Y} \mathcal{J}^n} \right)_{q=0}
\end{align*}
\]

It can be readily noticed that terms \( \otimes_1 + \otimes_2 + \otimes_3 \) vanish thanks to the boundary condition (3.11) (the part at \( q = 0 \)). The same trick applies to the right-most cell \( [q_{N-1}, q_N \equiv 1] \). We reiterate on the fact that in our scheme the boundary conditions are taken into account exactly. Consequently, in two boundary cells we obtain a two-point finite difference approximation to equation (3.10). The resulting linear system of equations can be solved using e.g. the direct THOMAS algorithm with linear complexity \( \mathcal{O}(N) \). Under the conditions \( \mathcal{K}_0 > 0, \mathcal{h}_q \big|_{q=0} \geq 0, \mathcal{h}_q \big|_{q=1} \leq 0 \) the numerical solution exists, it is unique and stable [122].
3.3.2 Corrector step

During the corrector step we solve again separately the hyperbolic and elliptic parts of the SGN equations. In order to determine the vector of conservative variables \( \mathbf{v}^{n+1} \) we use an explicit finite volume scheme based on the conservative equation (3.6):

\[
\frac{(\partial \mathbf{v})^n_j - (\partial \mathbf{v})^n_i}{\tau} + \left( \mathbf{F}^n_j - x_i \cdot \mathbf{v}^n_i \right)_{j+1/2} - \left( \mathbf{F}^n_j - x_i \cdot \mathbf{v}^n_i \right)_{j-1/2} = \mathbf{q}^n_j, \tag{3.19}
\]

where

\[
\mathbf{q}^n_j \text{ def } = \begin{pmatrix} 0 \\ (g \mathbf{H}^n + b - \mathbf{v}) \mathbf{h}^n + b + \mathbf{G}^n_j \end{pmatrix}, \quad \mathbf{G}^n_j \text{ def } = \begin{pmatrix} \mathbf{H}^n_j + \mathbf{H}^n_{j-1} + 2 \mathbf{H}^n_{j+1} + 2 \mathbf{H}^n_j + \mathbf{H}^n_{j+1} + \mathbf{H}^n_{j-1} \\ 8 \end{pmatrix},
\]

and

\[
\mathbf{h}^n + b \text{ def } = \begin{pmatrix} \mathbf{H}^n_j + \mathbf{H}^n_{j-1} + 2 \mathbf{H}^n_{j+1} + 2 \mathbf{H}^n_j + \mathbf{H}^n_{j+1} + \mathbf{H}^n_{j-1} \\ 4 \Delta q \end{pmatrix}, \tag{3.20}
\]

The algorithm of the corrector scheme can be summarized as follows:

1. From the mass conservation equations (the first component in (3.19)) we find the total water depth \( \mathbf{H}^{n+1} \) in interior nodes of the grid.
2. Using the method of characteristics and the boundary conditions \( \mathbf{u}^n_0 = \mathbf{u}^n_N \equiv 0 \) we determine the total water depth \( \mathbf{H}^{n+1}_0, \mathbf{H}^{n+1}_N \) in boundary points \( q_0 \equiv 0 \) and \( q_N \equiv 1 \).
3. Then, using the momentum conservation equation (the second component in (3.19)) we find the momentum values \( (\mathbf{\dot{H}} \mathbf{\mathbf{u}})^{n+1} \) on the next time layer.

In this way, we obtain an explicit scheme despite the fact that the right hand side \( \mathbf{q}^n_j \) depends on the water depth \( \mathbf{H}^{n+1} \) at the new time layer \( t = t^{n+1} \).

**Non-hydrostatic pressure correction.** The non-hydrostatic pressure correction \( \mathbf{\mathbf{\dot{P}}}^{n+1}_j \) is computed by integrating locally the elliptic equation (3.10) around each grid point:

\[
\int_{q_j-1/2}^{q_j+1/2} \left[ \mathbf{K} \mathbf{\mathbf{\dot{P}}}^{n+1}_q \right]_q dq - \int_{q_j-1/2}^{q_j+1/2} \mathbf{K}_0 \mathbf{\mathbf{\dot{P}}}^{n+1} dq = \int_{q_j-1/2}^{q_j+1/2} \mathbf{F}^{n+1} dq, \quad j = 1, \ldots, N-1.
\]
The details of integrals approximations are similar to the predictor step described above. Consequently, we provide directly the difference scheme in interior nodes:

\[
\mathcal{K}_{j+1/2} \frac{\hat{\phi}^{n+1}_{j+1} - \hat{\phi}^{n+1}_j}{\Delta q} - \mathcal{K}_{j-1/2} \frac{\hat{\phi}^{n+1}_j - \hat{\phi}^{n+1}_{j-1}}{\Delta q} =
-6 \hat{\phi}^{n+1}_j \left[ \left( \Delta q \left( \frac{\hat{\text{T}} - 3}{\hat{\text{Y}} \hat{\text{H}}^3} \right) - \frac{\hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}^2} \right)_{j-1/2}^{n+1} + \left( \Delta q \left( \frac{\hat{\text{T}} - 3}{\hat{\text{Y}} \hat{\text{H}}^3} + \frac{\hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}^2} \right)_{j+1/2}^{n+1} \right) + \Delta q \left( 2 \frac{\hat{u}_q^2}{\hat{\text{Y}}} - 6 \frac{\hat{R} \hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}} \right)_{j}^{n+1} + \left( g \frac{\hat{v}_q}{\hat{\text{Y}}} + \frac{\hat{R} \hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}} \right)_{j+1/2}^{n+1} \right] =
\Delta q \left( 2 \frac{\hat{u}_q^2}{\hat{\text{Y}}} - 6 \frac{\hat{R} \hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}} \right)_{j}^{n+1} + \left( g \frac{\hat{v}_q}{\hat{\text{Y}}} + \frac{\hat{R} \hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}} \right)_{j+1/2}^{n+1},
\]

where

\[
\mathcal{K}_{j+1/2} \overset{\text{def}}{=} \frac{4}{(\hat{\text{Y}} \hat{\text{H}}^3)_{j+1/2}^{n+1}}, \quad \hat{\text{T}}_{j+1/2}^{n+1} \overset{\text{def}}{=} 4 + \left[ \frac{\hat{h}_q^{n+1}}{x_{j+1}^{n+1} - x_j^{n+1}} \right]^2, \quad \hat{x}_{j+1/2}^{n+1} \overset{\text{def}}{=} \frac{x_{j+1}^{n+1} - x_j^{n+1}}{\Delta q}.
\]

In order to complete the scheme description, we have to specify the discretization of the elliptic equation (3.10) in boundary cells. To be specific we take again the left-most cell \([q_0 \equiv 0, q_1/2]\). The integral equation in this cell reads:

\[
\int_{q_0}^{q_1/2} \left[ \mathcal{K} \hat{\phi}_q^{n+1} \right] dq - \int_{q_0}^{q_1/2} \mathcal{K}_0 \hat{\phi}_0^{n+1} dq = \int_{q_0}^{q_1/2} \hat{\mathcal{F}}^{n+1} dq.
\]

And the corresponding difference equation is

\[
\mathcal{K}_{1/2} \frac{\hat{\phi}_1^{n+1} - \hat{\phi}_0^{n+1}}{\Delta q} = \int_{\hat{\phi}_0}^{\hat{\phi}_1^{n+1} - \hat{\phi}_0} \frac{4 \hat{\phi}_q^{n+1}}{\hat{\text{Y}} \hat{\text{H}} \hat{\text{T}}} \left|_{q=0}^{\hat{\phi}_1} \right. - 6 \hat{\phi}_0^{n+1} \left[ \left( \Delta q \left( \frac{\hat{\text{T}} - 3}{\hat{\text{Y}} \hat{\text{H}}^3} \right) + \frac{\hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}^2} \right)_{1/2}^{n+1} + \Delta q \left( 2 \frac{\hat{u}_q^2}{\hat{\text{Y}}} - 3 \frac{\hat{R} \hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}} \right)_{1/2}^{n+1} \right] =
\int_{\hat{\phi}_0}^{\hat{\phi}_1^{n+1} - \hat{\phi}_0} \left[ g \frac{\hat{v}_q}{\hat{\text{Y}}} + \frac{\hat{R} \hat{h}_q}{\hat{\text{Y}} \hat{\text{H}}} \right]_{1/2}^{n+1}.
\]

By taking into account the boundary condition (3.11) we obtain that three under-braced terms vanish:

\[
\hat{\phi}_1 + \hat{\phi}_2 + \hat{\phi}_3 \equiv 0.
\]

A similar two-point approximation can be obtained by integrating over the right-most cell \([q_{N-1/2}, q_N] \equiv \left[ 1 - \frac{\Delta q}{2}, 1 \right] \). In this way we obtain again a three-diagonal system of linear equations which can be efficiently solved with the THOMAS algorithm [81].
Stability of the scheme. In order to ensure the stability of (nonlinear) computations, we impose a slightly stricter restriction on the time step $\tau$ than the linear analysis given below predicts (see Section 3.4.1). Namely, at every time layer we apply the same restriction as for hyperbolic (non-dispersive) Nonlinear Shallow Water Equations [94]:

$$\max_j \{C_{n,\pm j+1/2}^n\} \leq 1,$$

where $C_{n,\pm j+1/2}^n$ are local Courant numbers [40] which are defined as follows

$$C_{n,\pm j+1/2}^n \overset{\text{def}}{=} \frac{\tau}{\Delta q} \left[ \frac{|\lambda_{\pm} - x_t|}{\beta} \right]_{j+1/2}^n.$$

3.3.3 Well-balanced property

It can be easily established that the predictor-corrector scheme presented above preserves exactly the so-called states ‘lake-at-rest’:

**Lemma 1.** Assume that the bottom is stationary (i.e. $h_t \equiv 0$, but not necessary flat) and initially the fluid is at the ‘lake-at-rest’ state, i.e.

$$\dot{\eta}_j^0 \equiv 0, \quad \dot{u}_j^0 \equiv 0 \quad j = 0, 1, 2, \ldots, N.$$

Then, the predictor-corrector scheme will preserve this state at all time layers.

**Proof.** In order to prove this Lemma, we employ the mathematical induction [80]. First, we have to discuss the generation of the initial grid and how it will be transformed to the next time layer along with the discrete numerical solution:

$$x_0^j \leftrightarrow x_1^j, \quad \dot{v}_0^j \leftrightarrow \dot{v}_1^j, \quad \dot{v}_0^{c, \pm} \leftrightarrow \dot{v}_1^{c, \pm}.$$

Then, by assuming that our statement is true at the $n$th time layer, we will have to show that it is true on the upcoming $(n+1)$th layer. This will complete the proof [80].

If the monitoring function $\varpi(x, t)$ depends only on the free surface elevation $\eta(x, t)$ and fluid velocity $u(x, t)$, then the monitoring function $\varpi(x, t) \equiv 1$ thanks to Lemma assumption (3.23). And the equidistribution principle (3.2) will give us the uniform mesh. However, in most general situations one can envisage the grid adaptation upon the bathymetry profile $h(x, t)$. Consequently, in general we can expect that the mesh will be non-uniform even under condition (3.23), since $h_x \neq 0$. However, we know that the initial grid satisfies the fully converged discrete equidistribution principle (3.3). From now on we assume that the initial grid is generated and it is not necessarily uniform. In order to construct the grid at the next layer, we solve just one linear equation (3.5). Since, system (3.5) is diagonally dominant, its solution exists and it is unique [122]. It is not difficult to check that the set of values $\{x_j^1 \equiv x_j^0\}_{j=0}^N$ solves the system (3.5). It follows from two observations:

- The right-hand side of (3.5) vanishes when $x_j^1 \equiv x_j^0, \forall j = 0, \ldots, N$.
- The monitor function $\{\varpi_{j+1/2}^0\}_{j=0}^{N-1}$ is evaluated on the previous time layer $t = 0$.

*In the present study we do not consider such example. However, the idea of grid adaptation upon the bathymetry function certainly deserves to be studied more carefully.*
Thus, we obtain that \( x^1_j \equiv x^0_j \). Consequently, we have \( x^0_{t,j} \equiv 0 \) and \( \partial_j^1 = \partial_j^0 \), \( \forall j = 0, \ldots, N \).

In order to complete the predictor step we need to determine the quantities \( \hat{\mathcal{O}}_s^0 \) and \( \hat{\mathcal{O}}_s^0 \) on which depends the source term \( \mathcal{G}_s^{0} \). These quantities are uniquely determined by prescribed initial conditions. For instance, \( \hat{\mathcal{O}}_s^0 \) are obtained by solving linear equations (3.22). We showed above also that the solution to this equation is unique. We notice also that the right-hand side in equation (3.22) vanishes under conditions of this Lemma. Consequently, we obtain \( \hat{\mathcal{O}}_s^0 \equiv 0 \). By applying a finite difference analogue of equation (3.9) we obtain also that \( \hat{\mathcal{O}}_s^0 \equiv 0 \). As the result, at the ‘lake-at-rest’ state the right-hand side of predictor equations (3.12), (3.13) reads

\[
\mathcal{G}^{0} = \left( (g\hat{h}_q)^{(j+1/2)}_q \right).
\]

Taking into account the fact that the mesh does not evolve \( x^0_q \leftrightarrow x^1_q \equiv x^0_q \), we obtain \( x^0_{t,j} = 0 \) and thus \( \hat{\mathcal{A}}_{j+1/2} = \hat{\mathcal{A}}_{j+1/2}^{0} \), \( s_{j+1/2}^{0} = \sqrt{g\hat{h}_{j+1/2}} \),

\[
\left( \hat{\mathcal{A}} \cdot \hat{\mathbb{P}} \right)^{0}_{j+1/2} = \left( \hat{h}_{q,j+1/2}^{0}, \hat{h}_{q,j+1/2}^{0} \right), \quad \left( \hat{\mathcal{L}} \cdot \hat{\mathcal{G}} \right)^{0}_{j+1/2} = \left( \hat{h}_{q,j+1/2}^{0}, \hat{h}_{q,j+1/2}^{0} \right).
\]

Consequently, the predictor step (3.15), (3.16) gives us the following values:

\[
\hat{\mathcal{v}}^{*}_{j+1/2} = \hat{\mathcal{v}}^{0}_{j+1/2}, \quad \hat{\mathcal{F}}^{*}_{j+1/2} = \hat{\mathcal{F}}^{0}_{j+1/2}.
\]

For the sake of clarity, we rewrite the last predictions in component-wise form:

\[
\hat{v}_{j+1/2}^{*} \equiv \left( \hat{h}_{j+1/2}^{0} \right), \quad \hat{\mathcal{F}}_{j+1/2}^{*} \equiv \left( 0, \frac{\hat{h}_{j+1/2}^{2}}{2} \right).
\]

Thus, \( \hat{\mathcal{H}}_{j+1/2} = \hat{h}_{j+1/2} \). As an intermediate conclusion of the predictor step we have:

\[
\eta_{j+1/2}^{*} = 0, \quad \hat{u}_{j+1/2}^{*} = 0,
\]

and all dispersive corrections \( \hat{\mathcal{O}}_{s}^{*}, \hat{\mathcal{O}}_{s}^{*} \) vanish as well by applying similar arguments to equation (3.18).

The corrector step (3.19), written component-wise reads:

\[
\frac{(\mathcal{J} \hat{\mathcal{U}} \hat{\mathcal{H}})^{1}}{\tau_{\tau}} - \frac{(\mathcal{J} \hat{\mathcal{U}} \hat{\mathcal{H}})^{0}}{\tau_{\tau}} = 0,
\]

\[
\frac{(\mathcal{J} \hat{\mathcal{U}} \hat{\mathcal{H}})^{1}}{\tau} - \frac{(\mathcal{J} \hat{\mathcal{U}} \hat{\mathcal{H}})^{0}}{\tau} + \frac{g\hat{h}_{j+1/2}^{2} - g\hat{h}_{j-1/2}^{2}}{2 \Delta q} = g (\hat{\mathcal{H}} \hat{h}_{q}) \bigg|_{j}.
\]

From the first equation above taking into account that \( \partial_j^1 \equiv \partial_j^0 \) and \( \hat{\mathcal{H}}_{j}^{0} = \hat{h}_{j} \) we obtain \( \hat{\mathcal{H}}_{j}^{1} = \hat{h}_{j} \). And thus, by the definition of the total water depth we obtain \( \hat{\eta}_{j}^{1} \equiv 0 \).
the second equation above by condition (3.23) we have that \( \hat{u}_j^0 \equiv 0 \). Moreover, in the left-hand side:

\[
\frac{g \hat{h}_{j+1}^2 - g \hat{h}_{j-1}^2}{2 \Delta q} = g \left( \hat{h}_{j+1} - \hat{h}_{j-1} \right) \cdot \left( \frac{\hat{h}_{j+1} + 2 \hat{h}_j + \hat{h}_{j-1}}{8 \Delta q} \right).
\]

(3.24)

The right-hand side of the same corrector equation can be rewritten using definitions (3.20), (3.21) as

\[
g \left( 3 \hat{h}_q \right)_j = g \left( \frac{2 \hat{h}_{j+1} + 4 \hat{h}_j + 2 \hat{h}_{j-1}}{8} \cdot \frac{2 \hat{h}_{j+1} - 2 \hat{h}_{j-1}}{4 \Delta q} \right).
\]

(3.25)

Comparing equation (3.24) with (3.25) yields the desired well-balanced property of the predictor–corrector scheme and thus \( \hat{u}_j^1 \equiv 0 \).

By assuming that (3.23) is verified at the time layer \( t = t^n \) and repeating precisely the same reasoning as above (by substituting superscripts \( 0 \leftarrow n \) and \( 1 \leftarrow n + 1 \)) we obtain that (3.23) is verified at the next time layer \( t = t^{n+1} \). It completes the proof of this Lemma.

We would like to mention that the well-balanced property of the proposed scheme was checked also in numerical experiments on various configurations of general uneven bottoms (not reported here for the sake of manuscript compactness) — in all cases we witnessed the preservation of the ‘lake-at-rest’ state up to the machine precision. This validates our numerical implementation of the proposed algorithm.

### 3.4. Numerical scheme for linearized equations

In order to study the numerical scheme stability and its dispersive properties, we consider the discretization of the linearized SGN equations on a uniform unbounded grid (for simplicity we consider an IVP without boundary conditions). The governing equations after linearization can be written as (we already gave these equations in Section 2.5)

\[
\eta_t + d u_x = 0,
\]

\[
u_t + g \eta_x = \frac{1}{d} \mathcal{Q}_x,
\]

\[
\mathcal{Q}_{xx} - \frac{3}{d^2} \mathcal{Q} = c^2 \eta_{xx},
\]

where \( c = \sqrt{g d} \) is the speed of linear gravity waves. We shall apply to these PDEs precisely the same scheme as described above. Since the grid is uniform, we can return to the original notation, \( i.e. \hat{v} \equiv \nu \), \( etc. \). Let \( \Delta x \) be the discretization step in the computational domain \( \mathcal{D}_h \) and \( \tau \) is the local time step. We introduce the following finite difference operators (illustrated on the free surface elevation \( \eta_z^n \)):

\[
\eta_{h, j}^n \overset{\text{def}}{=} \frac{\eta_{j+1}^n - \eta_j^n}{\tau}, \quad \eta_{x, j}^n \overset{\text{def}}{=} \frac{\eta_{j+1}^n - \eta_j^n}{\Delta x}, \quad \eta_{(x), j}^n \overset{\text{def}}{=} \frac{\eta_{j+1}^n - \eta_{j-1}^n}{2 \Delta x},
\]
\( \eta_{xx,j}^n := \frac{\eta_{j+1}^n - 2 \eta_j^n + \eta_{j-1}^n}{\Delta x^2} \), \( \eta_{xx,j+1/2}^n := \frac{\eta_{xx,j}^n + \eta_{xx,j+1}^n}{2} \), \( \eta_{xx,j}^n := \frac{\eta_{xx,j+1}^n - \eta_{xx,j}^n}{\Delta x} \).

Then, at the predictor step we compute auxiliary quantities \( \{ \eta_j^{n+1/2} \}_{j=-\infty}^{+\infty} \), \( \{ u_j^{n+1/2} \}_{j=-\infty}^{+\infty} \) and \( \{ \Theta_j^{n+1/2} \}_{j=-\infty}^{+\infty} \). First, we solve the hyperbolic part of the linearized SGN equations:

\[
\tau_j^{n+1/2} - \frac{1}{2} \left( \eta_j^{n+1} + \eta_j^n \right) + du_{x,j}^n = 0, \\
u_j^{n+1/2} - \frac{1}{2} \left( u_j^{n+1} + u_j^n \right) + g \eta_{x,j}^n = \frac{1}{d} \Theta_{x,j}^n,
\]

and then we solve the elliptic equation to find \( \{ \Theta_j^{n+1/2} \}_{j=-\infty}^{+\infty} \):

\[
\frac{\Theta_j^{n+3/2} - 2 \Theta_j^{n+1/2} + \Theta_j^{n-1/2}}{\Delta x^2} = \frac{3}{d^2} \Theta_j^{n+1/2} = c^2 \eta_{xx,j}^{n+3/2} - 2 \eta_j^{n+1/2} + \eta_j^{n-1/2},
\]

where \( \tau_j^{n+1/2} := \frac{\tau}{2} (1 + \theta_j^{n+1/2}) \) and \( \theta_j^{n+1/2} \) is the numerical scheme parameter [94], whose choice guarantees the TVD property (strictly speaking the proof was done for scalar hyperbolic equations only).

Then, the predicted values are used on the second — corrector step, to compute all physical quantities \( \{ \eta_j^{n+1} \}_{j=-\infty}^{+\infty} \), \( \{ u_j^{n+1} \}_{j=-\infty}^{+\infty} \) and \( \{ \Theta_j^{n+1} \}_{j=-\infty}^{+\infty} \) on the next time layer \( t = t^{n+1} \):

\[
\eta_{i,j}^n + d \frac{u_{j+1/2}^n - u_{j-1/2}^n}{\Delta x} = 0, \quad (3.26) \\
u_{i,j}^n + g \frac{\eta_{j+1/2}^n - \eta_{j-1/2}^n}{\Delta x} = \frac{1}{d} \left( \frac{\Theta_{j+1/2}^n - \Theta_{j-1/2}^n}{\Delta x} \right), \quad (3.27) \\
\Theta_{x,j}^{n+1} = \frac{\Theta_{x,j}^n}{\Delta x} - \frac{3}{d^2} \Theta_{x,j}^{n+1} = c^2 \eta_{xx,j}^{n+1}. \quad (3.28)
\]

It can be easily checked that the scheme presented above has the first order accuracy if \( \theta_j^{n+1/2} = \text{const}, \forall j \) and the second order if \( \theta_j^{n+1/2} \equiv 0, \forall j \). However, the last condition can be somehow relaxed. There is an interesting case of quasi-constant values of the scheme parameter:

\[
\theta_j^{n+1/2} = \partial (\tau + \Delta x).
\]

In this case the scheme is second order accurate as well. In the present Section we perform a theoretical analysis of the scheme and we shall assume for simplicity that \( \theta_j^{n+1/2} \equiv \text{const} \). Consequently, from now on we shall drop the index \( j + 1/2 \) in the intermediate time step \( \tau_j^{n+1/2} \).

### 3.4.1 Linear stability of the scheme

In this Section we apply the so-called VON NEUMANN stability analysis to the predictor–corrector scheme described above [28]. In order to study the scheme stability, first we
We substitute in all difference relations above the following elementary harmonics
\[ \xi^n_{j} = \Lambda_0 \rho^n e^{ij\xi}, \quad w^n_j = \Psi_0 \rho^n e^{ij\xi}, \quad \varpi^n_j = \Phi_0 \rho^n e^{ij\xi}, \quad \varpi^{j+1/2}_n = \Phi_0^*(\rho) e^{i(j+1/2)\xi}, \]

where \( \xi := k \cdot \Delta x \in [0, \pi] \) is the scaled wavenumber and \( \rho \) is the transmission factor between the time layers \( t^n \) and \( t^{n+1} \). As a result, from equations (3.28) and (3.31) we obtain the following expressions for \( \Phi_0 \) and \( \Phi_0^* \):

\[ \Phi_0 = \frac{4c^2d^2}{3h \Delta x^2} \mathbb{I}^2 \Lambda_0, \quad \Phi_0^*(\rho) = \rho^n \frac{4c^2d^2}{3h \Delta x^2} \mathbb{I} \left[ \Lambda_0 \sin(\xi) - i \tau^* \frac{4d}{\Delta x} \mathbb{I}^2 \Psi_0 \right], \]

where we introduced some short-hand notations:

\[ \mathcal{N} := \frac{\tau}{\Delta x}, \quad \mathcal{I} := \sin \left( \frac{\xi}{2} \right), \quad \mathcal{T} := 4c^2 \mathcal{N}^2 \mathcal{I}^2, \quad \mathcal{D} := c \mathcal{N} \sin(\xi), \quad h := 1 + \frac{4d^2}{3 \Delta x^2} \mathcal{I}^2. \]

By substituting just obtained expressions for \( \Phi_0 \) and \( \Phi_0^* \) into equations (3.29), (3.30) we obtain two linear equations with respect to amplitudes \( \Lambda_0 \) and \( \Psi_0 \):

\[ \mathcal{N} \Lambda_0 + i \mathcal{D} \sin(\xi) \Psi_0 = 0, \]

\[ i \frac{\mathcal{N} \sin(\xi)}{h} \Lambda_0 + \left[ \rho - 1 + \frac{2c^2 \mathcal{N}^2(1 + \theta)}{h} \mathcal{T} \right] \Psi_0 = 0. \]

The necessary condition to have non-trivial solutions gives us an algebraic equation for the transmission factor \( \rho \):

\[ (\rho - 1)^2 + \frac{\mathcal{T}(1 + \theta)}{h} (\rho - 1) + \frac{\mathcal{T}^2(1 + \theta)^2}{4h^2} + \frac{\mathcal{D}^2}{h} = 0. \]

This quadratic equation admits two distinct roots:

\[ \rho^\pm = 1 - \frac{\mathcal{T}(1 + \theta)}{2h} \pm i \frac{\mathcal{D}}{\sqrt{h}}. \]

The necessary stability condition \( |\rho| \leq 1 \) is equivalent to the following condition on quadratic equation coefficients:

\[ c^2 \mathcal{N}^2 (1 + \theta)^2 \zeta - \left[ 1 + \frac{4c^2}{3} \zeta \right] (\zeta + \theta) \leq 0, \quad \zeta := \frac{d}{\Delta x}, \]

which has to be fulfilled for all \( \zeta := \mathcal{I}^2 \in [0, 1] \). The parameter \( \zeta \) characterizes the grid resolution relative to the mean water depth. This parameter appears in stability condition.
along with the COURANT ratio \( \mathcal{N} \). It is one of the differences with non-dispersive equations whose discretization stability depends only on \( \mathcal{N} \).

**Further thoughts about stability.** When long waves travel towards the shoreline, their shoaling process is often accompanied with the formation of undular bores [75, 116]. Undular bores have dispersive nature and cannot be correctly described by dispersionless models. In [75] it was shown that satisfactory description of dispersive effects in shallow water environments is obtained for \( \zeta \equiv \frac{d}{\Delta x} = 2 \sim 4 \). In another study [70] it was shown that for satisfactory modeling of trans-oceanic wave propagation it is sufficient to choose \( \zeta \approx 4 \) in deep ocean and \( \zeta \approx 1 \) in shallow coastal areas. In other words, it is sufficient to choose the grid size equal to water depth in shallow waters and in deep areas — four times smaller than the water depth. On coarser grids the numerical dispersion may dominate over the physical one [70]. In the present study we shall assume that parameter \( \zeta \geq \frac{\sqrt{3}}{2} \).

Substituting into equation (3.34) the value \( \zeta \equiv 0 \) we obtain that for stability reasons necessarily the scheme parameter \( \theta \geq 0 \). Since the predictor layer should be in between time layers \( t = t^n \) and \( t = t^{n+1} \) we have \( \theta \leq 1 \). Then, for fixed values of parameters \( \zeta \) and \( \theta \) the stability condition (3.34) takes the following form:

\[
\mathcal{C} \mathcal{R} \leq \frac{\sqrt{1 + 4 \zeta^2 \theta}}{1 + \theta}.
\]

For \( \theta \equiv 0 \) the last condition simply becomes:

\[
\mathcal{C} \mathcal{R} \leq 1,
\]

and it does not depend on parameter \( \zeta \). However, when \( \theta > 0 \), then the scheme stability depends on the mesh refinement \( \zeta \) relative to the mean water depth. Surprisingly, more we refine the grid, less stringent becomes the stability barrier. In the asymptotic limit \( \zeta \gg 1 \) we obtain the following restriction on the time step \( \tau \):

\[
\tau \leq \frac{2 \sqrt{\theta}}{\sqrt{3}(1 + \theta)} \tau_0 < \frac{1}{\sqrt{3}} \tau_0 \approx 0.58 \tau_0,
\]

where \( \tau_0 \equiv \frac{d}{c} \equiv \frac{d}{\sqrt{gd}} \) is the characteristic time scale of gravity waves. Above we used the following obvious inequality:

\[
1 + \theta \geq 2 \sqrt{\theta}, \quad \forall \theta \in \mathbb{R}^+.
\]

So, in practice for sufficiently refined grids the stability condition de facto does not involve the grid spacing \( \Delta x \) anymore. This property is very desirable for numerical simulations. For the sake of comparison we give here (without underlying computations) the stability restriction of the same predictor–corrector scheme for NSWE equations:

\[
\mathcal{C} \mathcal{R} \leq \frac{1}{\sqrt{1 + \theta}}.
\]
So, another surprising conclusion obtained from this linear stability analysis is that the SGN equations require \textit{in fine} a less stringent condition on the time step than corresponding dispersionless NSWE. Most probably, this conclusion can be explained by the regularization effect of the dispersion. Indeed, the NSWE \textit{bores} are replaced by smooth \textit{undular bores} whose regularity is certainly higher. The smoothness of solutions allows to use a larger time step $\tau$ to propagate the numerical solution. This conclusion was checked in (fully nonlinear) numerical experiments (not reported here) where the time step $\tau$ was artificially pushed towards the stability limits. In general, the omission of dispersive effects yields a stricter stability condition. The authors of [71] came experimentally to similar conclusions about the time step limit in dispersive and hydrostatic simulations. Our theoretical analysis reported above may serve as a basis of rational explanation of this empirical fact.

This result is to be compared with a numerical scheme proposed in [41] for a weakly nonlinear weakly dispersive water wave model. They used splitting technique and solved an elliptic equation to determine the non-hydrostatic pressure correction. The main drawback of the scheme proposed in [41] is the stability condition:

$$\Delta x \geq 1.5 \, d.$$ 

One can easily see that a numerical computation with a sufficiently refined grid is simply impossible with that scheme. Our method is free of such drawbacks.

### 3.4.2 Discrete dispersion relation

The dispersion relation properties are crucial to understand and explain the behaviour of the numerical solution [101]. In this Section we perform the dispersion relation analysis of the proposed above predictor–corrector scheme. This analysis is based on the study of elementary plane-wave solutions (3.32). The continuous case was already analyzed in Section 2.5. Dispersive properties of the scheme can be completely characterized by the phase error $\Delta \varphi \overset{\text{def}}{=} \phi - \varphi$ committed during solution transfer from time layer $t = t^n$ to $t = t^{n+1} = t^n + \tau$. Here we denote by $\phi$ the phase shift due to the SGN equations dynamics and $\varphi$ is its discrete counterpart. From equations (2.30) and (3.33) we obtain correspondingly:

$$\phi = \arg(e^{-i\omega \tau}) \equiv -\omega \tau = \pm \frac{cN \xi}{\sqrt{1 + \frac{N^2 \xi^2}{3}}} \quad \xi \in [0, \pi],$$

$$\varphi = \arg \varphi = \pm \arccos \left[ \frac{1 - \frac{\gamma(1 + \theta)}{2 \bar{h}}}{|\rho|} \right].$$

In other words, the phase change $\phi$ is predicted by the ‘exact’ SGN equations properties, while $\varphi$ comes from the approximate dynamics as predicted by the predictor–corrector
scheme. Since we are interested in long wave modelling, we can consider TAYLOR expansions of the phase shifts in the limit $\xi \to 0$ (assuming that $\varsigma$ and $\aleph$ are kept constant):

$$\phi = \pm \left[ c \aleph \xi - \frac{c \aleph}{6} \varsigma^2 \xi^3 + \mathcal{O}(\xi^4) \right],$$

$$\varphi = \pm \left[ c \aleph \xi + \frac{c \aleph}{6} ((c \aleph)^2 (3 \theta + 1) - 1 - \varsigma^2) \xi^3 + \mathcal{O}(\xi^4) \right].$$

The asymptotic expression for the phase error is obtained by subtracting above expressions:

$$\Delta \varphi = \mp \frac{c \aleph}{6} \left[ (c \aleph)^2 (3 \theta + 1) - 1 \right] \xi^3 + \mathcal{O}(\xi^4).$$

From the last relation one can see that the leading part of the phase error has the same asymptotic order as the ‘physical’ dispersion of the SGN equations. In general, this result is not satisfactory. However, this situation can be improved if for the given scheme parameter $\theta \geq 0$, the COURANT ratio $\aleph$ is chosen according to the following formula:

$$c \aleph = \frac{1}{\sqrt{1 + 3 \theta}}.$$ 

In this case the numerical phase error will be one order lower than the physical dispersion of the SGN system.

In Figure 2 we represent graphically phase shifts predicted by various models. The dashed line (1) is the phase shift of the predictor–corrector scheme given by equation (3.36) (taken with $+$ sign) for the parameters values $\theta = 0$, $c \aleph = 1$, $\varsigma = 2$. The continuous dispersion relation are shown with the dotted line (3) (the SGN equations, formula (3.35)) and the solid line (4) (full EULER equations):

$$\phi_{\text{Euler}} = \pm c \aleph \xi \sqrt{\tanh(\varsigma \xi)} / \varsigma \xi.$$

It can be seen that our predictor–corrector scheme provides a better approximation to the dispersion relation than the scheme proposed by PEREGRINE [116] (dash-dotted line (2) in Figure 2). The analysis of the discrete dispersion relation of PEREGRINE’s scheme is not given here, but we provide only the final result for the phase change:

$$\phi_{\text{Peregrine}} = \pm \arccos \left(1 - \frac{\varsigma^2}{2 \aleph} \right).$$

In Figure 2 one can see that the predictor–corrector scheme (curve (1)) approximates well the dispersion relation of the SGN equations (curve (3)) up to $\xi = k \cdot \Delta x \leq \frac{\pi}{4}$. In terms of the wave length $\lambda$ we obtain that $\lambda \geq 8 \Delta x$ and for $\varsigma = 2$ we obtain the inequality $\lambda \geq 4 d$. So, as the main result of the present analysis we conclude that our scheme is able to propagate accurately water waves whose length is four times longer than the mean water depth $d$. 
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4. Numerical results

Below we present a certain number of test cases which aim to validate and illustrate the performance of the numerical scheme described above along with our implementation of this method.

4.1. Solitary wave propagation over the flat bottom

As we saw above in Section 2.4.1, in a special case of constant water depth \( h(x, t) = d \) the SGN equations admit solitary wave solutions (given by explicit simple analytical formulas) which propagate with constant speed without changing their shapes.

4.1.1 Uniform grid

These analytical solutions can be used to estimate the accuracy of the fully discrete numerical scheme. Consequently, we take a sufficiently large domain \([0, \ell]\) with \( \ell = 80 \). In this Section all lengths are relative to the water depth \( d \), and time is scaled with \( \sqrt{g/d} \).
Dispersive shallow water wave modelling. Part II

Figure 3. Propagation of a solitary wave over the flat bottom: (a) free surface profile at $t = 20$; (b) wave gauge data at $x = 60$. Various lines denote: (1) — $N = 80$, (2) — $N = 160$, (3) — $N = 320$, (4) — the exact analytical solution given by formula (2.29).

For instance, if the solitary wave amplitude $\alpha = 0.7$, then $\alpha_d = 0.7d$ in dimensional variables. So, the solitary wave is initially located at $x_0 = 40$. In computations below we take a solitary wave of amplitude $\alpha = 0.4$. In general, the SGN travelling wave solutions approximate fairly well those of the full EULER model up to amplitudes $\alpha \lesssim \frac{1}{4}$ (see [49] for comparisons).

In Figure 3 we show a zoom on free surface profile (a) at $t = 20$ and wave gauge data (b) in a fixed location $x = 60$ for various spatial (and uniform) resolutions. By this time, the solitary wave propagated the horizontal distance of 20 mean water depths. It can be seen that the numerical solution converges to the analytical one.

In order to quantify the accuracy of the numerical solution we measure the relative $l_\infty$ discrete error:

$$\| \varepsilon_h \|_\infty \overset{\text{def}}{=} \alpha^{-1} \| \eta_h - \eta \|_\infty,$$

where $\eta_h$ stands for the numerical and $\eta$ — for the exact free surface profiles. The factor $\alpha^{-1}$ is used to obtain the dimensionless error. Then, the order of convergence $k$ can be estimated as

$$k \simeq \log_2 \left\{ \frac{\| \varepsilon_h \|_\infty}{\| \varepsilon_{h/2} \|_\infty} \right\}.$$

The numerical results in Table 1 indicate that $k \to 2$, when $N \to +\infty$. This validates the proposed scheme and the numerical solver.
Table 1. Numerical estimation of the convergence order for the analytical solitary wave propagation test case. The parameter \( \varsigma = \frac{d}{\Delta x} \) characterizes the mesh resolution relative to the mean water depth \( d \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \varsigma )</th>
<th>( | \varepsilon_h |_\infty )</th>
<th>( k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>1</td>
<td>0.2442</td>
<td>—</td>
</tr>
<tr>
<td>160</td>
<td>2</td>
<td>0.1277</td>
<td>0.94</td>
</tr>
<tr>
<td>320</td>
<td>4</td>
<td>0.3344 \times 10^{-1}</td>
<td>1.93</td>
</tr>
<tr>
<td>640</td>
<td>8</td>
<td>0.8639 \times 10^{-2}</td>
<td>1.95</td>
</tr>
<tr>
<td>1280</td>
<td>16</td>
<td>0.2208 \times 10^{-2}</td>
<td>1.97</td>
</tr>
<tr>
<td>2560</td>
<td>32</td>
<td>0.5547 \times 10^{-3}</td>
<td>1.99</td>
</tr>
</tbody>
</table>

4.1.2 Adaptive grid

In order to show the performance of the adaptive algorithm, we adopt two monitor functions in our computations:

\[
\varpi_0[\eta](x, t) = 1 + \vartheta_0 |\eta(x, t)|, \\
\varpi_1[\eta](x, t) = 1 + \vartheta_0 |\eta(x, t)| + \vartheta_1 |\eta_x(x, t)|, 
\]

where \( \vartheta_{0,1} \geq 0 \) are some positive constants. In numerical simulations we use \( \vartheta_0 = \vartheta_1 = 10 \) and only \( N = 80 \) grid points. Above we showed that numerical results are rather catastrophic when these 80 grid points are distributed uniformly (see Figure 3). Numerical results on adaptive moving grids obtained with monitor functions \( \varpi_{0,1}(x, t) \) are shown in Figure 4. The monitor function \( \varpi_0(x, t) \) ensures that points concentrate around the wave crest, leaving the areas in front and behind relatively rarefied. The visual comparison of panels 4(b) and 4(c) shows that the inclusion of the spatial derivative \( \eta_x \) into the monitor function \( \varpi_1(x, t) \) yields the increase of dense zones around the wave crest. With an adaptive grid involving only \( N = 80 \) points we obtain a numerical solution of quality similar to the uniform grid with \( N = 320 \) points.

4.2. Solitary wave/wall interaction

For numerous practical purposes in Coastal Engineering it is important to model correctly wave/structure interaction processes [118]. In this Section we apply the above proposed numerical algorithm to the simulation of a simple solitary wave/vertical wall interaction. The reason is two-fold:

1. Many coastal structures involve vertical walls as building elements,
2. This problem is well studied by previous investigators and, consequently, there is enough available data/results for comparisons
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Figure 4. Propagation of a solitary wave over the flat bottom simulated with moving adapted grids: (a) free surface profile at \( t = 20 \); (b) trajectory of some grid points predicted with monitor function \( \varpi_0(x, t) \); (c) the same but with monitor function \( \varpi_1(x, t) \). On panel (a) the lines are defined as: (1) — numerical solution on a uniform fixed grid; (2) — numerical solution predicted with monitor function \( \varpi_0(x, t) \); (3) — the same with \( \varpi_1(x, t) \); (4) — exact analytical solution.

We would like to underline that this problem is equivalent to the head-on collision of two equal solitary waves due to simple symmetry considerations. This ‘generalized’ problem was studied in the past using experimental [111, 125], numerical [26, 67] and analytical techniques [21, 113, 132]. More recently this problem gained again some interest of researchers [22, 25, 39, 52, 57, 58, 107, 138]. Despite the simple form of the obstacle, the interaction process of sufficiently large solitary waves with it takes a highly non-trivial character as it will be highlighted below.

Figure 5(a) shows the free surface dynamics as it is predicted by the SGN equations solved numerically using the moving grid with \( N = 320 \) nodes. The initial condition consists of an exact analytical solitary wave (2.29) of amplitude \( \alpha = 0.4 \) moving rightwards to the vertical wall (where the wall boundary condition \( u = 0 \) is imposed on the velocity, for the pressure see Section 2.3.1). The computational domain is chosen to be sufficiently large \([0, \ell] = [0, 80]\), so there is no interaction with the boundaries at \( t = 0 \). Initially the solitary wave is located at \( x_0 = 40 \) (right in the middle). The bottom is flat \( h(x, t) = d = \text{const} \) in this test case. From Figure 5(a) it can be clearly seen that the reflection process generates a train of weakly nonlinear waves which propagate with different speeds in agreement with the dispersion relation. The moving grid was constructed using the monitor function \( \varpi_1(x, t) \) from the previous Section (see the definition in equation (4.2)) with \( \vartheta_0 = \vartheta_1 = 10 \). The resulting trajectories of mesh nodes are shown in Figure 5(b). The grid is clearly refined around the solitary wave and nodes follow it. Moreover, we

\*The same condition is imposed on the left boundary as well, even if during our simulation time there are no visible interactions with the left wall boundary.
would like to note also a slight mesh refinement even in the dispersive tail behind the reflected wave (it is not clearly seen in Figure 5(b) since we show only every 5th node).

One of the main interesting characteristics that we can compute from these numerical experiments is the maximal wave run-up $\mathcal{R}$ on the vertical wall:

$$
\mathcal{R} := \sup_{0 \leq t \leq T} \{ \eta(\ell, t) \}.
$$

The sup is taken in some time window when the wave/wall interaction takes place. For the class of incident solitary wave solutions it is clear that maximal run-up $\mathcal{R}$ will depend on the (dimensionless) solitary wave amplitude $\alpha$. In [132] the following asymptotic formula was derived in the limit $\alpha \to 0$:

$$
\mathcal{R}(\alpha) = 2\alpha \left[ 1 + \frac{1}{4} \alpha + \frac{3}{8} \alpha^2 \right] + \mathcal{O}(\alpha^4).
$$

The last approximation was already checked against full the EULER simulations [39, 67] and even laboratory experiments [111]. Figure 6 shows the dependence of the maximal run-up $\mathcal{R}$ on the incident solitary wave amplitude $\alpha$ as it is predicted by our numerical model, by formula (4.3) and several other experimental [42, 110, 111, 144] and numerical [26, 39, 67] studies. In particular, one can see that almost all models agree fairly well up to the amplitudes $\alpha \leq 0.4$. Then, there is an apparent ‘separation’ of data in two branches. Again, our numerical model gives a very good agreement with experimental data from [110, 111, 144] up to the amplitudes $\alpha \leq 0.7$. 

**Figure 5.** Solitary wave (amplitude $\alpha = 0.4$)/vertical wall interaction in the framework of the SGN equations: (a) space-time plot of the free surface elevation; (b) nodes trajectories. For the sake of clarity every 5th node is shown only, the total number of nodes $N = 320$. 
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4.2.1 Wave action on the wall

The nonlinear dispersive SGN model can be used to estimate also the wave force exerted on the vertical wall. Moreover, we shall show below that this model is able to capture the non-monotonic behaviour of the force when the incident wave amplitude is increased. This effect was first observed experimentally [144] and then numerically [148].

For the 2D case with flat bottom the fluid pressure \( p(x, y, t) \) can be expressed:

\[
\frac{p(x, y, t)}{\rho} = g\left(\mathcal{H} - (y + d)\right) - \left[\frac{\mathcal{H}^2}{2} - \frac{(y + d)^2}{2}\right] \bar{\mathcal{R}}_1, \quad -d \leq y \leq \eta(x, t),
\]

with \( \bar{\mathcal{R}}_1 \overset{\text{def}}{=} u_{xt} + uu_{xx} - u_x^2 \). The horizontal wave loading exerted on the vertical wall located at \( x = \ell \) is given by the following integral:

\[
\frac{F_0(t)}{\rho} = \int_{-d}^{\eta(t, t)} p(\ell, y, t) \, dy = \frac{g\mathcal{H}^2}{2} - \frac{\mathcal{H}^3}{3} \bar{\mathcal{R}}_1,
\]
Figure 7. Solitary wave/vertical wall interaction: (a) time series of wave run-up on the wall; (b) dynamic wave loading on the wall. Different lines correspond to different incident solitary wave amplitudes: (1) $\alpha = 0.1$, (2) $\alpha = 0.3$, (3) $\alpha = 0.5$, (4) $\alpha = 0.7$.

where due to boundary conditions $\tilde{R}_1 = u_{xt} - u_x^2$. After removing the hydrostatic force, we obtain the dynamic wave loading computed in our simulations:

$$\frac{F(t)}{\rho} = g \left[ \frac{\mathcal{H}^2}{2} - \frac{d^2}{2} \right] - \frac{\mathcal{H}^3}{3} \tilde{R}_1.$$

The expression for corresponding tilting moment can be found in [52, Remark 3]. Figure 7 shows the wave elevation (a) and the dynamic wave loading (b) on the vertical wall. From Figure 7(b) it can be seen that the force has one maximum for small amplitude solitary waves. However, when we gradually increase the amplitude (i.e. $\alpha \gtrsim 0.4$), the second (local) maximum appears. For such large solitary waves a slight run-down phenomenon can be noticed in Figure 7(a). We reiterate that this behaviour is qualitatively and quantitatively correct comparing to the full EULER equations [25, 39]. However, the complexity of the nonlinear dispersive SGN model and, consequently, the numerical algorithm to solve it, is much lower.

4.3. Solitary wave/bottom step interaction

Water waves undergo continuous changes while propagating over general uneven bottoms. Namely, the wave length and wave amplitude are modified while propagating over bottom irregularities. Such transformations have been studied in the literature [44, 98]. In the present Section we focus on the process of a Solitary Wave (SW) transformation over a
bottom step. In the early work by MADSEN & MEI (1969) [106] it was shown using long wave approximation that a solitary wave can be disintegrated into a finite number of SWs with decreasing amplitudes while passing over an underwater step. This conclusion was supported in [106] by laboratory data as well. This test case was used later in many works, see e.g. [29, 53, 99].

We illustrate the behaviour of the adaptive numerical algorithm as well as the SGN model on the solitary wave/bottom interaction problem. The bottom bathymetry is given by the following discontinuous function:

$$ y = -h(x) = \begin{cases} -h_0, & 0 \leq x \leq x_s, \\ -h_s, & x_s < x \leq \ell, \end{cases} $$

where $\ell$ is the numerical wave tank length, $h_0$ (respectively $h_s$) are the still water depths on the left (right) of the step located at $x = x_s$. We assume also that $0 < h_s < h_0$. The initial condition is a solitary wave located at $x = x_0$ and propagating rightwards. For the experiment cleanliness we assume that initially the solitary wave does not ‘feel’ the step. In other words it is located sufficiently far from the abrupt change in bathymetry. In our experiment we choose $x_0$ so that $\eta(x_s) \approx 0.01 \alpha$, where $\alpha$ is the SW amplitude. The main parameters in this problem are the incident wave amplitude $\alpha$ and the bottom step jump $\Delta h_s = h_0 - h_s$. Various theoretical and experimental studies show that a solitary wave undergoes a splitting into a reflected wave and a finite number of solitary waves after passing over an underwater step. See [98] for a recent review on this topic. Amplitudes and the number of solitary waves over the step were determined in [88] in the framework of the shallow water theory. These expressions were reported later in [124] and this result was improved recently in [115]. However, in the vicinity of the step, one may expect important vertical accelerations of fluid particles, which are simplified (or even neglected) in shallow water type theories. Nevertheless, in [115] a good agreement of this theory with numerical and experimental data was reported.

There is also another difficulty inherent to the bottom step modelling. In various derivations of shallow water models there is an implicit assumption that the bathymetry gradient $\nabla h$ is bounded (or even small $|\nabla h| \ll 1$, e.g. in the BOUSSINESQ-type equations [19]). On the other hand, numerical tests and comparisons with the full (EULER and even NAVIER–STOKES) equations for finite values of $|\nabla h| \sim O(1)$ show that resulting approximate models have a larger applicability domain than it was supposed at the outset [19]. In the case of a bottom step, the bathymetry function is even discontinuous which is an extreme case we study in this Section.

There are two main approaches to cope with this problem. One consists in running the approximate model directly on discontinuous bathymetry, and the resulting eventual numerical instabilities are damped out by ad-hoc dissipative terms (see e.g. references in [115]). The magnitude of these terms allows to increase the scheme dissipation, and overall computation appears to be stable. The difficulty of this approach consists in the fine tuning of dissipation, since

- Insufficient dissipation will make the computation unstable,
Excessive dissipation will yield unphysical damping of the solution. An alternative approach consists in replacing the discontinuous bathymetry by a smoothed version over certain length $[x_s - \frac{\ell_s}{2}, x_s + \frac{\ell_s}{2}]$, where $\ell_s$ is the smoothing length on which the jump from $h_0$ to $h_s$ is replaced by a smooth variation. For instance, in all numerical computations reported in [124] the smoothing length was chosen to be $\ell_s = 60$ cm independently of the water depths before $h_0$ and after $h_s$ the step. In another work [66] the smoothing length was arbitrarily set to $\ell_s = 20$ cm independently of other parameters. Unfortunately, in a recent work [146] the smoothing procedure was not described at all. Of course, this method is not perfect since the bathymetry is slightly modified. However, one can expect that sufficiently long waves will not ‘notice’ this modification. This assumption was confirmed by the numerical simulations reported in [35, 66, 124].

In the present work we also employ the bottom smoothing procedure. However, the smoothing length $\ell_s$ is chosen in order to have a well-posed problem for the elliptic operator (2.5). For simplicity, we use the sufficient condition (2.12) (obtained under restriction (2.11)), which is not necessarily optimal, but it allows us to invert stably the nonlinear elliptic operator (2.18). Namely, the smoothed step has the following analytical expression:

$$y = -h(x) = \begin{cases} -h_0, & 0 \leq x \leq x_s - \frac{\ell_s}{2}, \\ -h_0 + \frac{\Delta b_s}{2} \cdot (1 + \sin \zeta), & x_s - \frac{\ell_s}{2} \leq x \leq x_s + \frac{\ell_s}{2}, \\ -h_s, & x_s + \frac{\ell_s}{2} \leq x \leq \ell, \end{cases}$$

(4.5)

where $\zeta := \frac{\pi(x-x_s)}{\ell_s}$. For this bottom profile, the inequalities (2.11), (2.12) take the form:

$$\frac{\pi \Delta b_s}{2 \ell_s} \cos \zeta < 1, \quad \forall \zeta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right],$$

$$\frac{\pi^2 \Delta b_s}{2 \ell_s^2} \sin \zeta > - \frac{2}{\frac{h_0 + h_s}{2} - \frac{\Delta b_s}{2} \sin \zeta}.$$

These inequalities have corresponding solutions:

$$\ell_s > \frac{\pi \Delta b_s}{2}, \quad \ell_s > \frac{\pi}{2} \sqrt{h_0 \Delta b_s}.$$

The last inequalities are verified simultaneously if the second inequality is true. If we assume that the bottom step height $\Delta b_s$ is equal to the half of the water depth before it, then we obtain the following condition:

$$\ell_s > \frac{\pi}{2 \sqrt{2}} h_0 \approx 1.11 h_0.$$

We underline that the last condition is only sufficient and stable numerical computations can most probably be performed even for shorter smoothing lengths $\ell_s$. For instance, we tested the value $\ell_s = h_0$ and everything went smoothly.
Table 2. Values of various numerical parameters used in the solitary 
wave/bottom step interaction test case.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wave tank length, $\ell$</td>
<td>35 m</td>
</tr>
<tr>
<td>Solitary wave amplitude, $\alpha$</td>
<td>3.65 cm</td>
</tr>
<tr>
<td>Solitary wave initial position, $x_0$</td>
<td>11 m</td>
</tr>
<tr>
<td>Water depth before the step, $h_0$</td>
<td>20 cm</td>
</tr>
<tr>
<td>Water depth after the step, $h_s$</td>
<td>10 cm</td>
</tr>
<tr>
<td>Water depth used in scaling, $d$</td>
<td>$h_0$</td>
</tr>
<tr>
<td>Bottom step jump, $\Delta b_s$</td>
<td>10 cm</td>
</tr>
<tr>
<td>Bottom step location, $x_s$</td>
<td>14 m</td>
</tr>
<tr>
<td>Number of grid points, $N$</td>
<td>350</td>
</tr>
<tr>
<td>Simulation time, $T$</td>
<td>17.6 s</td>
</tr>
</tbody>
</table>

In [124] the results of 80 experiments are reported for various values of $\alpha$ and $h_0$ (for fixed values of the bottom jump $\Delta b_s = 10$ cm). In our work we repeated all experiments from [124] using the SGN equations solved numerically with the adaptive predictor–corrector algorithm described above. In general, we obtained a very good agreement with experimental data from [124] in terms of the following control parameters:

- number of solitary waves moving over the step,
- amplitudes of solitary waves over the step,
- amplitude of the (main) reflected wave.

We notice that the amplitude of the largest solitary wave over the step corresponds perfectly to the measurements. However, the variation in the amplitude of subsequent solitary waves over the step could reach in certain cases 20%.

Remark 4. The conduction of laboratory experiments on the solitary wave/bottom step interaction encounters a certain number of technical difficulties [27, 124] that we would like to mention. First of all, the wave maker generates a solitary wave with some dispersive components. Moreover, one has to take the step sufficiently long so that the transmitted wave has enough time to develop into a finite number of visible well-separated solitary waves. Finally, the reflections of the opposite wave flume’s wall are to be avoided as well in order not to pollute the measurements. Consequently, the successful conduction of experiments and accurate measurement of wave characteristics requires a certain level of technique. We would like to mention the exemplary experimental work [78] on the head-on collision of solitary waves.

Below we focus on one particular case of $\alpha = 3.65$ cm. All other parameters are given in Table 2. It corresponds to the experiment $N^{\circ}24$ from [124]. The free surface dynamics is depicted in Figure 8(a) and the trajectories of every second grid node are
shown in Figure 8(b). For the mesh adaptation we use the monitor function (4.2) with \( \vartheta_1 = \vartheta_2 = 10 \). In particular, one can see that three solitary waves are generated over the step. This fact agrees well with the theoretical predictions [88, 115]. Moreover, one can see that the distribution of grid points follows perfectly all generated waves (over the step and the reflected wave). Figure 9(a) shows the free surface dynamics in the vicinity of the bottom step. In particular, one can see that the wave becomes notoriously steep by the time instance \( t = 3 \) s and during later times it splits into one reflected and three transmitted waves. The free surface profile at the final simulation time \( y = \eta(x, T) \) is depicted in Figure 9(b). On the same panel the experimental measurements are shown with empty circles, which show a very good agreement with our numerical simulations.

In our numerical experiments we go even further since a nonlinear dispersive wave model (such as the SGN equations employed in this study) can provide also information about the internal structure of the flow (i.e. beneath the free surface). For instance, the non-hydrostatic component of the pressure field can be easily reconstructed:

\[
p_d(x, y, t) = -\left(\eta - y\right)\left[\frac{\eta + y + 2h}{2}\right]:\mathcal{R}_1 + \mathcal{R}_2, \quad -h(x) \leq y \leq \eta(x, t). \quad (4.6)
\]

where the quantities \( \mathcal{R}_{1,2} \) are defined in (2.3) as (see also the complete derivation in [92]):

\[
\mathcal{R}_1 = u_{xt} + uu_{xx} - u_x^2, \quad \mathcal{R}_2 = u_t h_x + u\left[u h_x\right]_x.
\]

*Please, notice that formula (4.4) is not applicable here, since the bottom is not flat anymore.
Figure 9. Free surface profiles $y = \eta(x, t)$ during the interaction process of a solitary wave with an underwater step: (a) initial condition (1), $t = 1.5\ s$ (2), $t = 2.0\ s$ (3), $t = 2.5\ s$ (4), $t = 3.0\ s$ (5), smoothed bottom profile given by formula (4.5) (6); (b) free surface profile $y = \eta(x, T)$ (1) at the final simulation time $t = T$. The experimental points (2) are taken from [124], experiment $N^\circ24$. Numerical parameters are provided in Table 2.

We do not consider the hydrostatic pressure component since its variation is linear with water depth $y$:

$$p_h = \rho g (\eta - y).$$

Even if the dispersive pressure component $p_d$ might be negligible comparing to the hydrostatic one $p_h$, its presence is crucial to balance the effects of nonlinearity, which results in the existence of solitary waves, as one of the most widely known effects in dispersive wave propagation [48]. The dynamic pressure field and several other physical quantities under a solitary wave were computed and represented graphically in the framework of the full EULER equations in [51]. A good qualitative agreement with our results can be reported. The balance of dispersive and nonlinear effects results also in the symmetry of the non-hydrostatic pressure distribution with respect to the wave crest. It can be seen in Figure 10(a,d) before and after the interaction process. On the other hand, during the interaction process the symmetry is momentaneously broken (see Figure 10(b,c)). However, with the time going on, the system relaxes again to a symmetric* pressure distribution shown in Figure 10(d).

Knowledge of the solution to the SGN equations allows to reconstruct also the velocity field† $\left(\tilde{u}(x, y, t), \tilde{v}(x, y, t)\right)$ in the fluid bulk. Under the additional assumption that the

---

*The symmetry here is understood with respect to the vertical axis passing by the wave crest.
†This information can be used later to compute fluid particle trajectories [69], for example.
Figure 10. Non-hydrostatic pressure distribution during a solitary wave/underwater step interaction process at different instances of time: (a) $t = 0.1 \text{s}$, (b) $t = 2.0 \text{s}$, (c) $t = 3.0 \text{s}$, (d) $t = 17.5 \text{s}$. Numerical parameters are provided in Table 2.

flow is potential, one can derive the following asymptotic (neglecting the terms of the order $\mathcal{O}(\mu^4) \equiv \mathcal{O}\left(\frac{d^4}{\lambda^4}\right)$ in the horizontal velocity $\tilde{u}(x, y, t)$ and of the order $\mathcal{O}(\mu^2) \equiv \mathcal{O}\left(\frac{d^2}{\lambda^2}\right)$ for the vertical one $\tilde{v}(x, y, t)$) representation formula [64] (see also the derivation in [92] for
**Figure 11.** Reconstructed velocity field in the fluid during the solitary wave interaction process with an underwater step: (a) $t = 2.0 \, s$, (b) $t = 3.0 \, s$. Solid blue lines show a few streamlines. Numerical parameters are provided in Table 2.

The formulas above allow to compute the velocity vector field in the fluid domain at any time (when the solution $(\mathcal{H}(x, t), u(x, t))$ is available) and in any point $(x, y)$ above the bottom $y = -h(x)$ and beneath the free surface $y = \eta(x, t)$. Figure 11 shows a numerical application of this reconstruction technique at two different moments of time $t = 2$ and $3 \, s$ during the interaction process with the bathymetry change. In particular, in Figure 11(a) one can see that important vertical particle velocities emerge during the interaction with the bottom step. In subsequent time moments one can see the division of the flow in two structures (see Figure 11(b)): the left one corresponds to the reflected wave, while the right structure corresponds to the transmitted wave motion. The reconstructed velocity fields via the SGN model compare fairly well with the 2D NAVIER–STOKES predictions \cite{115}. However, the computational complexity of our approach is significantly lower than the simulation of the full NAVIER–STOKES equations. This is probably the main advantage of the proposed modelling methodology.
4.4. Wave generation by an underwater landslide

As the last illustration of the proposed above numerical scheme, we model wave generation by the motion of an underwater landslide over uneven bottom. This test-case is very challenging since it involves rapid bottom motion (at least of its part). We recall that all previous tests were performed on a static bottom (i.e. \( h_t \equiv 0 \)). The numerical simulation of underwater landslides is an important application where the inclusion of non-hydrostatic effects is absolutely crucial [105]. Moreover, the accurate prediction of generated waves allows to assess more accurately the natural hazard induced by unstable sliding masses (rockfalls, debris, ground movements) [140].

Usually, the precise location of unstable underwater masses is unknown and the numerical simulation is a preferred tool to study these processes. The landslide can be modelled as a solid undeformable body moving down the slope [34, 60, 74, 142]. Another possibility consists in representing the landslide as another fluid layer of higher density (possibly also viscosity) located near the bottom [23, 68]. In some works the landslide motion was not simulated (e.g. [86]) and the initial wave field generated by the landslide motion was determined using empirical formulas [73]. Then, this initial condition was propagated using an appropriate water wave model [86]. However, strictly speaking the employed empirical models are valid only for an absolutely rigid landslide sliding down a constant slope. Subsequent numerical simulations showed that the bottom shape influences quite substantially the generated wave field [13]. Consequently, for realistic modelling of real world cases one needs to take into account the actual bathymetry [103] and even possible deformations of the landslide during its motion [102]. In a recent experimental work [102] the deformability of the landslide was achieved by composing it with four solid parts interconnected by springs. The idea to represent a landslide as a finite number of blocks was used in numerical [119] and theoretical [137] investigations. In the present study we use the quasi-deformable* landslide model [12, 56, 59]. In this model the landslide deforms according to encountered bathymetry changes, however, at every time instance, all components of the velocity vector are the same in all particles which constitute the landslide (as in a solid rigid body). We shall use two long wave models:

- The SGN equations (fully nonlinear non-hydrostatic weakly dispersive model)
- NSWE equations† (standard hydrostatic dispersionless model)

The advantage of the SGN equations over other frequently used long wave models [86, 105, 141] are:

- The GALILEAN invariance
- The energy balance equation (consistent with the full EULER [65])

NSWE were employed in [5] to model the real world 16th October 1979 Nice event. It looks like the consensus on the importance of dispersive effects in landslide modeling is far from

---

*This model can be visualized if you imagine a landslide composed of infinitely many solid blocks.
†The numerical algorithm to solve NSW equations on a moving grid was presented and validated in [94].
being achieved. For example, in [86] the authors affirm that the inclusion of dispersion gives results very similar to NSWE. In other works [71, 104, 133] the authors state that dispersive effects significantly influence the resulting wave field, especially during long time propagation. Consequently, in the present study we use both the SGN and NSWE equations to shed some light on the role of dispersive effects.

Consider a 1D fluid domain bounded from below by the solid (static) impermeable bottom given by the following function:

\[
h_0(x) = \frac{h_+ + h_-}{2} + \frac{h_+ - h_-}{2} \tanh\left[F(x - \xi_f)\right],
\]

(4.9)

where \( h_+ \) and \( h_- \) are water depths at \( \pm \infty \) correspondingly (the domain we take is finite, of course). We assume for definiteness that

\[ h_+ < h_- < 0. \]

We have also by definition

\[
F \overset{\text{def}}{=} \frac{2 \tan \theta_0}{h_- - h_+} > 0, \quad \xi_f \overset{\text{def}}{=} \frac{1}{2F} \ln\left[\frac{h_0 - h_+}{h_- - h_+}\right] > 0,
\]

where \( h_0 \equiv h_0(0) \) is water depth in \( x = 0 \) and \( \theta_0 \) is the maximal slope angle, which is reached at the inflection point \( \xi_f \). It can be easily checked that

\[
\frac{h_+ + h_-}{2} < h_0 < h_-.
\]

Equation (4.9) gives us the static part of the bottom shape. The following equation prescribes the shape of the bathymetry including the unsteady component:

\[
y = -h(x, t) = h_0(x) + \zeta(x, t),
\]

where function \( \zeta(x, t) \) prescribes the landslide shape. In the present study we assume that the landslide initial shape is given by the following analytical formula:

\[
\zeta(x, 0) = \begin{cases} 
\frac{h}{2} \left[1 + \cos \left(\frac{2\pi (x - x_c(0))}{\nu}\right)\right], & |x - x_c(0)| \leq \frac{\nu}{2}, \\
0, & |x - x_c(0)| > \frac{\nu}{2},
\end{cases}
\]

where \( x_c(0), h \) and \( \nu \) are initial landslide position, height and width (along the axis \( Ox \)) correspondingly. Initially we put the landslide at the unique* point where the water depth is equal to \( h_0 = 100 \) m, i.e.

\[
x_c(0) = \xi_f - \frac{1}{2F} \ln\left[\frac{h_0 - h_+}{h_- - h_+}\right] \approx 8.323.5 \text{ m}.
\]

For \( t > 0 \) the landslide position \( x_c(t) \) and its velocity \( v(t) \) are determined by solving a second order ordinary differential equation which describes the balance of all the forces acting on the sliding mass [12]. This model is well described in the literature [56, 59] and we do not reproduce the details here.

*This point is unique since the static bathymetry \( h_0(x) \) is a monotonically increasing function of its argument \( x \).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluid domain length, $\ell$</td>
<td>80 000 m</td>
</tr>
<tr>
<td>Water depth, $h_0(0)$</td>
<td>$-5.1$ m</td>
</tr>
<tr>
<td>Rightmost water depth, $h_+$</td>
<td>$-500$ m</td>
</tr>
<tr>
<td>Leftmost water depth, $h_-$</td>
<td>$-5$ m</td>
</tr>
<tr>
<td>Maximal bottom slope, $\theta_0$</td>
<td>$6^\circ$</td>
</tr>
<tr>
<td>Landslide height, $\bar{h}$</td>
<td>20 m</td>
</tr>
<tr>
<td>Landslide length, $\nu$</td>
<td>5000 m</td>
</tr>
<tr>
<td>Initial landslide position, $x_c(0)$</td>
<td>8 323.5 m</td>
</tr>
<tr>
<td>Added mass coefficient, $C_w$</td>
<td>1.0</td>
</tr>
<tr>
<td>Hydrodynamic resistance coefficient, $C_d$</td>
<td>1.0</td>
</tr>
<tr>
<td>Landslide density, $\rho_{sl}/\rho_w$</td>
<td>1.5</td>
</tr>
<tr>
<td>Friction angle, $\theta^*$</td>
<td>$1^\circ$</td>
</tr>
<tr>
<td>Final simulation time, $T$</td>
<td>1000 s</td>
</tr>
<tr>
<td>Number of grid points, $N$</td>
<td>400</td>
</tr>
<tr>
<td>Monitor function parameter, $\vartheta_0$</td>
<td>200</td>
</tr>
</tbody>
</table>

**Table 3.** Numerical and physical parameters used in landslide simulation.

In Figure 12(a) we show the dynamics of the moving bottom from the initial condition at $t = 0$ to the final simulation time $t = T$. All parameters are given in Table 3. It can be clearly seen that landslide’s motion significantly depends on the underlying static bottom shape. In Figure 12(b) we show landslide’s barycenter trajectory $x = x_c(t)$ (line 1), its velocity $v = v(t)$ (line 2) and finally the static bottom profile $y = h_0(x)$ (line 3). From the landslide speed plot in Figure 12(b) (line 2), one can see that the mass is accelerating during the first $284.2$ s and slows down during $613.4$ s. The distances traveled by the landslide during these periods have approximately the same ratio $\approx 2$. It is also interesting to notice that the landslide stops abruptly its motion with a negative (i.e. nonzero) acceleration.

In order to simulate water waves generated by the landslide, we take the fluid domain $I = [0, \ell]$. For simplicity, we prescribe wall boundary conditions* at $x = 0$ and $x = \ell$. Undisturbed water depth at both ends is $h_0$ and $\approx h_+$ respectively. The computational domain length $\ell$ is chosen to be sufficiently large to avoid any kind of reflections from the right boundary. Initially the fluid is at rest with undisturbed free surface, i.e.

$$\eta(x, 0) \equiv 0, \quad u(x, 0) \equiv 0.$$

*It would be better to prescribe transparent boundary conditions here, but this question is totally open for the SGN equations.
Figure 12. Generation of surface waves by an underwater landslide motion: (a) dynamics of the moving bottom; (b) graphics of functions (1) \( x = x_c(t) \), (2) \( v = v(t) \), (3) \( y = h_0(x) \). Two outer red circles denote landslide initial \( t = 0 \) and terminal \( t = 897.6 \) s positions. Middle red circle denotes landslide position at the moment of time \( t = 284.2 \) s where landslide’s speed is maximal \( v_{\text{max}} \approx 26.3 \) m/s. The black square shows the inflection point \( \xi_f \) position. The maximal speed is achieved well below the inflection point \( \xi_f \). Numerical parameters are given in Table 3.

Segment I is discretized using \( N = 400 \) points. In order to redistribute optimally mesh nodes, we employ the monitor function defined in equation (4.1), which refines the grid where the waves are large (regardless whether they are of elevation or depression type).

In Figure 13 we show the surface \( y = \eta(x, t) \) in space-time, which shows the main features of the generated wave field. The left panel (a) is the dispersive SGN prediction, while (b) is the computation with NSWE that we include into this study for the sake of comparison. For instance, one can see that the dispersive wave system is much more complex even if NSWE seem to reproduce the principal wave components. The dispersive components follow the main wave travelling rightwards. There is also at least one depression wave moving towards the shore. The motion of grid points is shown in Figure 14. The initial grid was chosen to be uniform, since the free surface was initially flat. However, during the wave generation process the grid adapts to the solution. The numerical method redistributes the nodes according to the chosen monitor function \( Q_0[\eta](x, t) \), i.e. where the waves are large (regardless whether they are of elevation or depression type). We would like to underline the fact that in order to achieve a similar accuracy on a uniform grid, one would need about \( 4N \) points.

In Figure 15 we show two snapshots of the free surface elevation at two moments of time (a) and wave gauge records collected at two different spatial locations (b). In particular,
we observe that there is a better agreement between NSWE and the SGN model in shallow regions (i.e. towards $x = 0$), while a certain divergence between two models becomes more apparent in deeper regions (towards the right end $x = \ell$).

In the previous Section 4.3 we showed the internal flow structure during nonlinear transformations of a solitary wave over a static step. In this Section we show that SGN equations can be used to reconstruct and to study the physical fields in situations where the bottom moves abruptly. In order to reconstruct the non-hydrostatic field between moving bottom and the free surface, one can use formula (4.6), but the quantity $R_2$ has some extra terms due to the bottom motion:

$$R_2 = u_t h_x + u [u h_x]_x + h_{tt} + 2 u h_{xt} .$$

In Figure 16 we show the non-hydrostatic pressure field at two different moments of time. More precisely, we show a zoom on the area of interest around the landslide only. In panel (a) $t = t_1 = 150 \text{ s}$ and the landslide barycenter is located at $x_c(t_1) = 9456 \text{ m}$. Landslide moves downhill with the speed $v(t_1) = 15.72 \text{ m/s}$ and it continues to accelerate. In particular, one can see that there is a zone of positive pressure in front of the landslide and a zone of negative pressure just behind. This fact has implications on the fluid particle trajectories around the landslide. In right panel (b) we show the moment of time $t = t_2 = 400 \text{ s}$. At this moment $x_c(t_2) = 15 264 \text{ m}$ and $v(t_2) = 21.4 \text{ m/s}$. The non-hydrostatic pressure distribution qualitatively changed. Zones of positive and negative pressure switched their respective positions. Moreover, in Figure 15 we showed that dispersive effects start to be noticeable at the free surface only after $t \geq 400 \text{ s}$ and by $t = 800 \text{ s}$ they are flagrant. In Figure 17 we show the velocity fields in the fluid bulk at corresponding moments of
time $t_1$ and $t_2$. We notice some similarities between the fluid flow around a landslide with an air flow around an airfoil. To our knowledge the internal hydrodynamics of landslide generated waves on a general non-constant sloping bottom and in the framework of SGN equations has not been shown before.

We remind that in the presence of moving bottom one should use the following reconstruction formulas for the velocity field (which are slightly different from (4.7), (4.8)):

\[
\begin{align*}
\tilde{u}(x, y, t) &= u + \left( \frac{\mathcal{H}}{2} - y - h \right) \cdot \left( [h_t + u h_x]_x + u_x h_x \right) + \left( \frac{\mathcal{H}^2}{6} - \frac{(y + h)^2}{2} \right) u_{xx}, \\
\tilde{v}(x, y, t) &= -h_t - u h_x - (y + h) u_x.
\end{align*}
\]
Figure 15. Generation of surface waves by an underwater landslide: (a) free surface elevation profiles \( y = \eta(x, t_{1,2}) \) at \( t_1 = 300 \text{ s} \) (1,3) and \( t_2 = 800 \text{ s} \) (2,4); (b) free surface elevation \( y = \eta(x_{1,2}, t) \) as a function of time in two spatial locations \( x_1 = 20000 \text{ m} \) (1,3) and \( x_2 = 40000 \text{ m} \) (2,4). The SGN predictions are represented with solid lines (1,2) and NSWE with dashed lines (3,4). Numerical parameters are given in Table 3.

Figure 16. Generation of surface waves by an underwater landslide. Isolines of the non-hydrostatic pressure at two moments of time: \( t = 150 \text{ s} \) (a); \( t = 400 \text{ s} \) (b). Numerical parameters are given in Table 3.
5. Discussion

Above we presented a detailed description of the numerical algorithm and a number of numerical tests which illustrate its performance. The main conclusions and perspectives of this study are outlined below.

5.1. Conclusions

In the second part of our series of papers we focused on the development of numerical algorithms for shallow water propagation over globally flat spaces (i.e. we allow some variations of the bathymetry in the limits discussed in Section 2.1). The main distinction of our work is that the proposed algorithm allows for local mesh adaptivity by moving the grid points where they are needed. The performance of our method was illustrated on several test cases ranging from purely academic ones (e.g. propagation of a solitary waves, which allowed us to estimate the overall accuracy of the scheme) to more realistic applications with landslide-generated waves [12]. The mathematical model chosen in this study allows us to have a look into the distribution of various physical fields in the fluid bulk. In particular, in some interesting cases we reconstructed the velocity field and the non-hydrostatic pressure distribution beneath the free surface.
We studied the linear stability of the proposed finite volume discretization. It was shown that the resulting scheme possesses an interesting and possible counter-intuitive property: smaller we take the spatial discretization step $\Delta x$, less restrictive is becoming the stability CFL-type condition on the time step $\tau$. This result was obtained using the classical von Neumann analysis \[28\]. However, we show (and we compute it) that there exists the upper limit of allowed time steps. Numerical schemes with such properties seem to be new.

We considered also in great detail the question of wall boundary conditions* for the SGN system. It seems that this issue was not properly addressed before. The wall boundary condition for the elliptic part of equations follows naturally from the form of the momentum equation we chose in this study.

Finally, in numerical experiments we showed how depth-integrated SGN equations can be used to study nonlinear transformations of water waves over some bathymetric features (such as an underwater step or a sliding mass). Moreover, we illustrated clearly that SGN equations (and several other approximate dispersive wave models) can be successfully used to reconstruct the flow field under the wave. The accuracy of this reconstruction will be studied in future works by direct comparisons with the full Euler equations where these quantities are resolved.

### 5.2. Perspectives

The main focus of our study was set on the adaptive spatial discretization. The first natural continuation of our study is the generalization to 3D physical problems (i.e. involving two horizontal dimensions). The main difficulty is to generalize the mesh motion algorithm to this case, even if some ideas have been proposed in the literature \[6\].

In the present computations the time step was chosen to ensure the linear CFL condition. In other words, it was chosen in order to satisfy the numerical solution stability. In future works we would like to incorporate an adaptive time stepping procedure along the lines of e.g. \[130\] aimed to meet the prescribed error tolerance. Of course, the extension of the numerical method presented in this study to three-dimensional flows (i.e. two horizontal dimensions) represents the main important extension of our work. Further improvement of the numerical algorithm can be expected if we include also some bathymetric features (such as $\nabla h$) into the monitor function $\omega[\eta, h](x, t)$. Physically this improvement is fully justified since water waves undergo constant transformations over bottom irregularities (as illustrated in Sections 4.3 & 4.4). A priori, everything is ready to perform these further numerical experiments.

Ideally, we would like to generalize the algorithm presented in this study for the Serre–Green–Naghdi (SGN) equations to the base model in its most general form (1.3), (1.4). In this way we would be able to incorporate several fully nonlinear shallow water models (discussed in Part I \[91\]) in the same numerical framework. It would allow the great

*The wall boundary condition for the velocity component $u(x, t)$ is straightforward, i.e. $u(x, t)|_{x=0} = 0$. However, there was an open question of how to prescribe the boundary conditions for the elliptic part of the equations.
flexibility in applications to choose and to assess the performance of various approximate models.

Moreover, in the present study we raised the question of boundary conditions for SGN equations. However, non-reflecting (or transparent) boundary conditions would allow to take much smaller domains in many applications. Unfortunately, this question is totally open to our knowledge for the SGN equations (however, it is well understood for NSWE). In future works we plan to fill in this gap as well.

Finally, the SGN equations possess a number of variational structures. The Hamiltonian formulation can be found e.g. in [87]. Various Lagrangians can be found in [38, 63, 95, 112]. Recently, a multi-symplectic formulation for SGN equations has been proposed [32]. All these available variational structures raise an important question: after the discretization can we preserve them at the discrete level as well? It opens beautiful perspectives for the development of structure-preserving numerical methods as it was done for the classical Korteveg–de Vries [50] and nonlinear Schrödinger [31] equations.

In the following parts of this series of papers we shall discuss the derivation of the SGN equations on a sphere [91] and their numerical simulation using the finite volume method [93].
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**A. Derivation of the non-hydrostatic pressure equation**

In this Appendix we give some hints for the derivation of the non-hydrostatic pressure equation (2.5) and relation (2.9). Let us start with the latter. For this purpose we rewrite equation (2.8) in a more compact form using the total derivative operator:

\[ D_u = -g \nabla \eta + \frac{\nabla \rho - \rho \nabla h}{H}, \]  

(A.1)

By definition of non-hydrostatic quantities \( \rho \) and \( \rho \) (see equations (2.3) and (2.4) correspondingly) we obtain:

\[ \rho = \frac{3 \rho}{2 \sigma} + \frac{\sigma}{4} R_2. \]

We have to substitute into the last relation the expression for \( R_2 \):

\[ R_2 = (D_u) \cdot \nabla h + u \cdot (u \cdot \nabla) \nabla h + h_t + 2 u \cdot \nabla h_t, \]

along with the expression (A.1) for the horizontal acceleration \( D_u \) of fluid particles. After simple algebraic computations one obtains (2.9).
The derivation of equation (2.5) is somehow similar. First, from definitions (2.3), (2.4) we obtain another relation between non-hydrostatic pressures:
\[ \mathcal{Q} = \frac{\mathcal{H}^3}{12} \mathcal{R}_1 + \frac{\mathcal{H}}{2} \mathcal{Q}, \]  
with \( \mathcal{R}_1 \) rewritten in the following form:
\[ \mathcal{R}_1 = \nabla \cdot (\mathcal{Q} \mathbf{u}) - 2 (\nabla \cdot \mathbf{u})^2 + 2 \left| \begin{array}{cc} u_{1x1} & u_{1x2} \\ u_{2x1} & u_{2x2} \end{array} \right|. \]
Substituting into equation (A.2) the just shown relation (2.9) with the last expression for \( \mathcal{R}_1 \), yields the required equation (2.5).

B. Acronyms

In the text above the reader could encounter the following acronyms:

**SW:** Solitary Wave

**AMR:** Adaptive Mesh Refinement

**BBM:** Benjamin–Bona–Mahony

**BVP:** Boundary Value Problem

**CFL:** Courant–Friedrichs–Lewy

**IVP:** Initial Value Problem

**MOL:** Method Of Lines

**ODE:** Ordinary Differential Equation

**PDE:** Partial Differential Equation

**SGN:** Serre–Green–Naghdi

**TVD:** Total Variation Diminishing

**NSWE:** Nonlinear Shallow Water Equations
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