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0. INTRODUCTION

0.1. The classical theory of the producer's equilibrium rests on two sets of particularly restrictive hypotheses. First it is implicitly assumed that all inputs and outputs are located in a single place where the producer is also implanted and where the production is carried out.

Next it is assumed that the producer follows a precise behaviour pattern, by this we mean that the producer has complete information concerning the conditions of his productive activity and he has perfect command over both the set of inputs and the set of outputs; he realises the maximum profit allowed by the technological constraint which limits his possible actions and by the given price system.

0.2. The aim of this study is to discard these two families of hypotheses relating first to the economic space of goods and of the agent and second to the precision of the economic agent's behaviour.

All inputs are not assumed to be available and accessible at the production place. They are scattered around the supply space and are transportable. If an input is both necessary and untransportable, then its location determines the implantation of the production unit. Similarly the outputs are not all sold at the place of production. If they are transportable, they are distributed in a demand space; if not, they have to be used on the spot. The transport costs of inputs and outputs are calculated from the
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location of the production unit, which is given.

Moreover the producer's spatial behaviour is imprecise. The economic agent has a utility function for profit such that for a given spatial price system, a greater or lesser degree of satisfaction is associated with any production. Furthermore, the producer has only imperfect control over the production process. Even if the physical combination of the inputs used to obtain one or several given outputs is optimal with respect to the state of technology, it usually yields a result which is short of the maximal product to a greater or lesser degree.

0.3. This leads us to elaborate a theory of the producer operating in an imprecise context, formalised with the help of instruments from the theory of fuzzy subsets [4][9]. In order to avoid any ambiguity, it must be pointed out that reliability is a particular case of imprecision; it has been demonstrated rigorously that randomness is a particular case of fuzziness [4][7][8][12].

This study will obey the following plan. First the production sets will be described. Having defined the analytical framework, the main characteristics of the set of all possible productions and the fuzzy efficient productions subset will be given.

Then the producer's spatial behaviour will be studied. The environment in which he acts is described by a given spatial price system and his action obeys a choice criterion.

We will then have all the necessary elements to enable us to define the producer's spatial equilibrium in an imprecise context. The problem is to determine an optimal fuzzy supply, that is, the supply which maximises the fuzzy utility of profit under a fuzzy technological constraint and with respect to a given spatial price system.
0.4. Notation: Ordinary mathematical concepts (non fuzzy) are underlined, whereas fuzzy concepts are not. For instance, \( H \subseteq Z \) is read: \( H \) is a fuzzy subset of the referential \( Z \).
For simplification's sake, this convention is only applied to sets and not to their elements. No ambiguity is possible.
1. PRODUCTION SETS

1.1. The Analytical Framework

1.1.1. The producer is described in a general way: his type of activity and the organisational structure of his production unit are disregarded. He is an individual or a collective agent who selects and carries out a production plan, i.e., a combination of inputs with a view to obtaining a set of outputs.

1.1.2. The producer's space is characterized by the location of his production unit, by the inputs supply space and the outputs demand space.

(1.1.2.1) The location and the dimension of the production are given in one place indexed 1. By dimension we mean the existing production capacity. It is fixed. The analysis is limited to the short term.

(1.1.2.2) The inputs supply space peculiar to the producer is characterized by the datum of p places, indexed r, with r = 1, ..., p where the inputs are accessible and available. The production process requires n inputs, denoted by $y^r_i$ with i = 1, ..., n and r = 1, ..., p. A place can supply one or several inputs.

Since this is a short term analysis, the set of inputs does not include fixed assets, their location and size are given.

(1.1.2.3) The outputs demand space is defined by the datum of (q-p) places, indexed r = p+1, ..., q, where these outputs can be sold.

The production process generates (m-n) outputs, denoted by $y^r_i$, with i = n+1, ..., m and r = p+1, ..., q. A place can demand one or several outputs.

1.1.3. Hence there is a finite number of distinct goods, inputs and outputs, which define the set of located goods peculiar to the producer, denoted by $Y$, with $Y = \{y^r_i\}$, i = 1, ..., m and r = 1, ..., q.
If any one locality supplies (resp. demands) more than one input (resp. more than one output) it will be represented by the same number of points as inputs supplied (resp. outputs demanded). Similarly if any one locality is both an inputs supply place and an outputs demand place, it is represented by the same number of points as supply or demand functions fulfilled.

The goods space peculiar to the producer thus has \( n.p + (m-n)(q-p) = n(2p-q) + m(q-p) = k \) coordinates and \( Y \) is included in \( \mathbb{R}^k \).

If \( \mathbb{R}^l \), with \( l \geq k \), designates the goods space peculiar to the whole economy, it is clear that \( Y \) is generally contained in a subspace of \( \mathbb{R}^l \) which has a small number of dimensions.

It is customary in modern producer analysis to represent input quantities by negative real numbers and output quantities by positive real numbers.

Using these notations, a production denoted by \( y \) is represented by a point of \( \mathbb{R}^k \). We have \( y = (y_i^r) \) with \( i = 1, \ldots, m \) and \( r = i, \ldots, q \).

1.2. The set of all technically possible productions

1.2.1. A production \( y \) may or may not be technically possible by the producer. The subset, denoted by \( Z \) of the possible productions included in \( Y \) is called the production set peculiar to the producer. An element \( y \) of \( Z \) is therefore called the producer's supply.

1.2.2. The following assumptions can be laid down on \( Z \), since they are well-known no comment will be made about them. \[ 1 \] \[ 2 \] \[ 3 \]

(1.2.2.1) continuity: \( Z \) is closed

(1.2.2.2) impossibility of free production: an output cannot be produced without using an input:

\[ [\mathbb{R}^k^+ - (0)] \cap Z = \emptyset \]
(1.2.2.3) possibility of inactivity: the element $0$ of $\mathbb{R}^k$ is an element of $\mathbb{Z}$.

(1.2.2.4) possibility of the production of wastes: $\mathbb{R}^{k-} \subset \mathbb{Z}$

(1.2.2.5) convexity: $\mathbb{Z}$ is a convex subset of $\mathbb{R}^k$

(1.2.2.6) additivity: $\forall y \in \mathbb{Z}, \forall y' \in \mathbb{Z}, (y + y') \in \mathbb{Z}$

(1.2.2.7) homogeneity: $\mathbb{Z}$ is a cone of the summit $0$.

(1.2.2.8) divisibility: if $y \in \mathbb{Z}, \forall a \in [0,1], ay \in \mathbb{Z}$.

These hypotheses do not all intervene at the same level of the analysis. They are not all independent. Finally, hypothesis (1.2.2.5) calls for greater attention and because of its specific application in spatial analysis, the whole of paragraph 2.1.4 is devoted to it.

1.3. The fuzzy subset of the efficient productions

1.3.1. In traditional theory, a preorder on $\mathbb{R}^k$ denoted by $\succ$ is defined by:

$$\forall y = (y_1^f), y \in \mathbb{Z}, \forall y' = (y'_1^r), y' \in \mathbb{Z} :$$

$$[ y \succ y' \iff (y_1^r) > (y'_1^r), y \neq y', \forall i = 1, \ldots, m,$$

$$\forall r = 1, \ldots, q ]$$

(with at least one strict inequality), and a production $y$ is said to be efficient in $\mathbb{Z}$ if and only if: $\forall y' \in \mathbb{R}^k, (y' \succ y) \Rightarrow (y' \notin \mathbb{Z})$.

The efficient productions set in $\mathbb{Z}$ is denoted by $H$. We show that hypothesis (1.2.2.1) is a necessary condition and that hypotheses (1.2.2.2) and (1.2.2.3) are jointly a sufficient condition to the existence of an efficient production in $\mathbb{Z}$ [1][2].

1.3.2. The fundamental point under discussion here is that the traditional theory of the producer holds true for the limiting case in which (1) all the inputs have, in a productive combination, a maximal technical efficiency and (2) alone determine the quantities of outputs obtained.

However, this is not generally the case.
On the one hand, the efficiency of an input is relative and depends on several technical, institutional or other factors which are linked to its state and the conditions of its use. These factors cannot be weighted. Hence each input's contribution to the product only rarely reaches the maximal theoretical limits made possible by the prevailing state of technology.

On the other hand, it is generally impossible to take all the factors which influence the production into account such that, even if their technical efficiency is maximal, the inputs under consideration do not alone determine the quantity of outputs. This is true of free factors, incontrolable factors and fixed factors. Their action on the production process is sufficient to make the technical efficiency of well-controlled inputs imprecise.

For all these reasons, the result of a production process is by nature imprecise. It follows that a technically possible production is more or less efficient. It is not advisable to partition the set of all possible productions into two classes: the efficient productions and the inefficient productions. As soon as at least one of the inputs does not have a maximal technical efficiency and/or as soon as at least one non-controlled input has an influence on the output quantities, the result of the productive combination is fuzzy. For a given combination the quantities of outputs obtained depend on the degree of efficiency of each of the controlled inputs and on the action of the factors which remain beyond the producer's control.

1.3.3. Formally, a set of more or less efficient productions is defined as a fuzzy subset of $\mathcal{Z}$, denoted by $H$. Its elements have a membership function such that:

$$\mu_H: \mathcal{Z} \rightarrow \mathbb{M}$$

$$\mu_H(y) \in \mathbb{M}$$
where $M$ is a preordered and bounded membership set and where $\mu_H(y)$ is called the degree of membership of the element $y$ of $\mathbb{Z}$ to the fuzzy subset $H$.

We choose $M = [0,1]$ and $H$ is thus a fuzzy subset in Zadeh's sense \cite{11}.

Let us assume that: $\mu_H(y) = 1$ if the technical efficiency of all the inputs is maximal and if all the inputs are well controlled,

$$\mu_H(y) = 0 \text{ if } y \in \mathbb{R}^k \subset \mathbb{Z}$$

i.e. in the case of the production of wastes (hypothesis (1.2.2.4)).

and $\mu_H(y) \in [0,1[$

if the technical efficiency of the production process lies between these extreme values.

Hence $H$ is a fuzzy subset of $\mathbb{Z}$ such that:

$$H = \left\{ y, \mu_H ; \forall y \in \mathbb{Z} , \mu_H(y) \in [0,1] \right\} .$$

(1.3.3.1) Remark: In the particular case when the membership set $M$ is the set $\{0,1\}$ we come back to the classical theory of the producer.

(1.3.3.2) The membership functions are determined by purely technical considerations. The fuzziness is objective.
2. THE PRODUCER'S SPATIAL BEHAVIOUR

2.1. The spatial price system

2.1.1. The spatial price system is given (competition hypothesis) and peculiar to the producer. Such a system is defined by the F.O.B. prices of inputs, the C.I.F. prices of inputs, the F.O.B. prices of outputs, the C.I.F. prices of outputs and the transport prices. A price system is spatial and peculiar to a producer in the sense that it depends on the location of the production unit and on the distances which separate the unit from the inputs supply places and the outputs demand places.

2.1.2. Let \( p_i^r \), with \( i = 1, \ldots, n \) and \( r = 1, \ldots, p \), be the F.O.B. unit prices of inputs \( y^r_i \) supplied to the places indexed \( r \).

For any \( i = 1, \ldots, n \) and for any \( r = 1, \ldots, p \) the unit transport prices of the inputs \( y^r_i \) from the places \( r \) to place 1 (the location of the production unit) equal the expenditures necessary for the delivery of those inputs units (transport costs proper, insurance premiums, costs of different operations). These unit transport prices are denoted by \( t^r_1 \).

The C.I.F. unit prices of the inputs \( y^r_i \) at the locality of the production unit are equal to:

\[
 p_i^r + t^r_1 = c_i^r \quad \text{with } i = 1, \ldots, n \text{ and } r = 1, \ldots, p.
\]

The outputs prices are defined in the same way.

Let \( p_i^r \), with \( i = n+1, \ldots, m \) and \( r = 1 \) be the F.O.B. unit prices of the outputs at the production place. For any \( i = n+1, \ldots, m \) and for any \( r = p+1, \ldots, q \) the unit transport prices of the outputs \( y^r_i \) from the place indexed 1 to the places of demand, indexed \( r \), are denoted by \( t^r_1 \). The C.I.F. unit prices of outputs \( y^r_i \) to the places of demand are equal to:

\[
 p_i^r + t^r_1 = c_i^r \quad \text{with } i = n+1, \ldots, m \text{ and } r = p+1, \ldots, q.
\]
2.1.3. Under competition, the transport price is borne by the buyer who, by assumption, has no means of passing the cost onto the seller. The unit prices paid by the producer for the purchase of the inputs \( y^r_i \) are therefore equal to \( c_{p^r_i} \), with \( i = 1, \ldots, n \) and \( r = 1, \ldots, p \).

On the other hand, the net unit prices received by the producer for the sale of the outputs \( y^r_i \) are equal to:

\[
 c_{p^r_i} - t^l_{i-r} = f^r_{p^r_i}, \text{ with } i = n+1, \ldots, m \text{ and } r = p+1, \ldots, q.
\]

Finally, a real number, its price for the producer, is associated to each element of the set of commodities peculiar to the producer \( Y \). \( p \) denotes a spatial price system for the producer. Such a system is a \( k \)-uple

\[
p = (c_{p^1_i}, \ldots, c_{p^r_i}, \ldots, c_{p^n_i}, f_{p^{p+1}}^r, \ldots, f_{p^1_i}, \ldots, f_{p^q_i}).
\]

The price of commodity is positive (scarcity and utility) zero (gratuity) or negative (disutility).

2.1.4. We note that since the prices \( c_{p^r_i} \) with \( i = n+1, \ldots, m \) and \( r = p+1, \ldots, q \), do not diminish with the increasing distances between the locality of the production unit and those of the buyers of the outputs, all other things being equal, the demand for these outputs tends towards zero when the prices tend towards sufficiently high values. Strictly, competition is never complete in space.

A quite common mistake consists in adding transport costs - when they are taken into account - to the production costs without distinguishing their particular effects. Yet transport prices do have an effect on the optimal volumes of production and on producer's profits such that hypothesis (1.2.2.5) proves to be less restrictive in the framework of producer's spatial theory than in that of classical theory [5].
2.2. The producer's choice criterion

2.2.1. In classical theory, the producer's choice criterion is the maximum profit where profit is defined as total receipts less total expenditure. According to the institutional characteristics of the production unit, the maximum profit objective corresponds to fulfillment of the producer's own particular self-interest or to the satisfaction of an indicator of social efficiency.

In this framework, the producer's economic calculation boils down to the maximisation of a profit function under a strict technological constraint.

Given a spatial price system $p$ and a production $y$, the producer's profit is by definition the interior product $p_y$, with:

$$
p_y = \sum_{i=n+1}^{m} \sum_{r=p+1}^{q} f_{i,r} y_{i} - \sum_{i=1}^{n} \sum_{r=1}^{p} c_{i,r} y_{i}
$$

The producer must choose a production $y$ such that his profit is maximum, i.e., a distribution of his located inputs and his located outputs which maximises $p_y$ under the technological constraint. Such an optimal production is called an equilibrium production with respect to a spatial price system.

2.2.2. This classical conception holds true in the limiting case when the producer's behaviour is precise, that is when the maximum profit criterion dictates his behaviour and when, moreover, the technological constraint is rigid. These two assumptions imply perfect and complete information about the arguments of the profit function and the technological constraint.

(2.2.2.1) Generally, the producer's behaviour is, like any human behaviour, imprecise.

The concept of profit aggregates all the points of view the producer has on the results of his productive activity. However, these points of view are numerous and not necessarily
compatible. It follows that a given profit is of greater or lesser utility to the agent. In particular, the greatest profit may prove less useful to the producer than a lower profit if the former doesn't reconcile so well as the latter the conflicting points of view concerning the results of the concern.

Let \( P = py \). As \( p \) is given and constant, \( P \) only depends on \( y \).

We build the function, denoted by \( \mu_p \), called imprecise profit utility function which makes an element of the interval \([0,1]\) correspond to each element of the set \( \mathbb{Z} \).

\[
\mu_p : \mathbb{Z} \rightarrow [0,1] \\
y \rightarrow \mu_p(y) \in [0,1]
\]

where \( \mu_p(y) \) is called the degree of membership of the element \( y \) of \( \mathbb{Z} \) to the fuzzy subset \( P \).

Let us assume that: \( \mu_p(y) = 0 \) if the inactivity assumption (1.2.2.3) is verified and: \( \mu_p(y) \in [0,1] \) in the other cases.

The function \( \mu_p(y) \) depends directly on the result of the aggregation of the points of view expressed about the products of the concern.

At the limit, we have \( \mu_p(y) = 1 \) for a production \( y \) which reconciles the best these points of view. The amount of profit associated with it yields the maximal utility of profit. We are back to the classical hypothesis if the utility of profit is maximal for the maximum amount of profit.

Hence \( P \) is a fuzzy subset of \( \mathbb{Z} \) such that:

\[
P = \left\{ y, \mu_p ; \forall y \in \mathbb{Z}, \mu_p(y) \in [0,1] \right\}.
\]

(2.2.2.2) The membership functions are determined by personal views which the producer synthesizes. The fuzziness is subjective.
3. THE PRODUCER’S SPATIAL EQUILIBRIUM

3.1. Objective and constraint in a fuzzy context.

3.1.1. To solve the problem of the maximisation of the producer's profit under a technological constraint, modern classical theory uses Minkowski's theorem which states that a hyperplane \( I \) exists which passes through \( y \) and leaves the whole of \( Z \) on one side, if and only if a point \( y \) of \( \mathbb{R}^k \) is not interior to the convex subset \( Z \) of \( \mathbb{R}^k \) \[1][3].

For \( p \neq 0 \), \( x \in H \), the convex part \( Z \) is contained in the closed half-space under the hyperplane \( I \), passing through \( y \), orthogonal to \( p \). The intersection of \( I \) and \( H \) gives the optimal productions set. An equilibrium production is a point or a set of points in the efficient productions set (subset of the frontier of the set of all possible productions) which depend on the price system \[2\].

3.1.2. Minkowski's theorem does not apply when the production sets are fuzzy subsets. The latter are not disjointed and it is impossible to find a separating hyperplane.

The technological constraint and the objective function must therefore be defined in a fuzzy context, and the problem of the maximisation of the fuzzy utility of profit must be solved under the fuzzy technological constraint. We can then verify that the producer's fuzzy economic calculation comes down to a fuzzy mathematical programming.

(3.1.2.1) In paragraphs 1.3.2. and 1.3.3. we showed that any point \( y \) of \( \bar{Z} \) is a more or less efficient production and we defined the fuzzy subset \( H \) of \( \bar{Z} \) each element of which is equipped with a function which expresses its degree of membership to this subset of more or less efficient productions.

This conception widens the sphere of search for the equilibrium production, that is for the producer's optimal supply, since that supply now belongs to any space bounded
by the frontier of the set of all possible productions, and no longer, as in the limiting case examined in classical theory, to a subset of that frontier.

Formally, the fuzzy subset $H$ therefore plays the role of a constraint in the producer's fuzzy economic calculation.

(3.1.2.2.) In paragraph (2.2.2.1) we admitted that, placed in a imprecise universe, the producer's aim is to maximise the utility he gets from the profit realized. In a particular case, this objective coincides with that of maximum profit.

We have defined the fuzzy subset $P$ of $\mathbb{Z}$ whose elements are equipped with functions which translate their respective degrees of membership to this production's subset having profits associated with it which are more or less useful to the producer.

3.2. The producer's fuzzy economic calculation

3.2.1. The producer's equilibrium is attained for an optimal supply with respect to the spatial price system $p$ and the fuzzy technological constraint $H$, with reference to its utility for profit, that is the fuzzy objective $P$.

$S$ designates the producer's optimal supply which maximises the utility of profit for the producer over the fuzzy subset of the more or less efficient productions.

Hence, by definition, $S$ is a fuzzy subset of $\mathbb{Z}$ such that: $S = P \cap H$ and the producer's fuzzy economic calculation is an example of a Fuzzy Mathematical Programming (F.M.P.) [6][10].

Indeed, the supply may be interpreted as a fuzzy decision. It is the intersection of the fuzzy subsets $P$ (the set of all productions which engender profits judged to be more or less useful) and $H$ (the set of all the more or less technically efficient productions).

The optimal supply has to be determined such that:

$$\sup_{y \in \mathbb{Z}} \mu_S(y) = \sup_{y \in \mathbb{Z}} [\mu_P(y) \land \mu_H(y)].$$
The solution employs the results of the F.M.P. theory, nevertheless certain technical details of its presentation have been modified and adapted to the economic problem under consideration.

3.2.2. Proposition:

\[
\sup_{y \in \mathbb{Z}} \mu_S(y) = \sup_{y \in \mathbb{Z}} \left[ \alpha \land \sup_{y \in H_\alpha} \mu_p(y) \right]
\]

where

\[H_\alpha = \{ y; y \in \mathbb{Z}, \ \mu_H(y) \geq \alpha \} \quad \text{with } \alpha \in [0,1].\]

(3.2.2.1) Definition:

\(H_\alpha\) is called \(\alpha\)-cut of the fuzzy subset \(H\) of \(\mathbb{Z}\).

The set of \(\alpha\)-cuts, denoted by \(\{H_\alpha\}_{\alpha \in [0,1]}\), is a decreasing sequence such as:

\[\forall (\alpha_1, \alpha_2) \in [0,1]^2 \quad \alpha_1 \leq \alpha_2 \implies H_{\alpha_1} \supseteq H_{\alpha_2}\]

and

\[H_0 = \mathbb{Z}\]

(3.2.2.2) We need the following result, obtained beforehand, called the decomposition theorem:

Let \(H \in \mathcal{P}(\mathbb{Z})\) and \(\{H_\alpha\}_{\alpha \in [0,1]}\) be its \(\alpha\)-cuts, then

\[H = \bigcup_{\alpha \in [0,1]} H_\alpha\]

Indeed,

\[\mu_{H_{\alpha_i}}(y) = 1 \quad \text{if} \quad \mu_H(y) \geq \alpha_i\]

\[\mu_{H_{\alpha_i}}(y) = 0 \quad \text{if} \quad \mu_H(y) < \alpha_i\]

Hence, the membership function of \(H\) is written:

\[\mu(y) = \bigvee_{\alpha_i \in [0,1]} \left[ \alpha_i \land \mu_{H_{\alpha_i}}(y) \right] = \bigvee_{\alpha_i} [\alpha_i \land \mu_{H_{\alpha_i}}(y)] = \mu_\square(y)\]

[Q.E.D.]

(3.2.2.3) Demonstration of proposition 3.2.2. According to the decomposition theorem we have:
\[ \mu_{H}(y) = \bigvee_{\alpha \in [0,1]} [\alpha \cdot \mu_{H_{\alpha}}(y)] = \bigvee_{\alpha \in [0,1]} [\alpha \wedge \mu_{H_{\alpha}}(y)] \]

where \( \mu_{H_{\alpha}} \) is the characteristic function of \( H_{\alpha} \).

By definition we have:
\[ \begin{align*}
\mu_{S}(y) &= \mu_{P}(y) \wedge \mu_{H}(y) \\
&= \mu_{P}(y) \wedge \bigvee_{\alpha \in [0,1]} [(\alpha \wedge \mu_{H_{\alpha}}(y))] \quad \text{(property of \( H_{\alpha} \))} \\
&= \bigvee_{\alpha \in [0,1]} [(\alpha \wedge \mu_{H_{\alpha}}(y)) \wedge \mu_{P}(y)] \quad \text{(distributivity property)}
\end{align*} \]

Whence it follows that:
\[ \begin{align*}
\sup_{y \in \mathbb{Z}} \mu_{S}(y) &= \bigvee_{y \in \mathbb{Z}} \bigvee_{\alpha \in [0,1]} [(\alpha \wedge \mu_{H_{\alpha}}(y)) \wedge \mu_{P}(y)] \\
&= \bigvee_{\alpha \in [0,1]} \left( \bigvee_{y \in \mathbb{Z}} (\alpha \wedge \mu_{H_{\alpha}}(y)) \wedge \mu_{P}(y) \right) \\
&= \bigvee_{\alpha \in [0,1]} \left( \bigvee_{y \notin H_{\alpha}} (\mu_{H_{\alpha}}(y) \wedge \mu_{P}(y)) \right) \\
&= \bigvee_{y \notin H_{\alpha}} \mu_{P}(y) = \sup_{y \notin H_{\alpha}} \mu_{P}(y).
\end{align*} \]

By partitioning \( H_{\alpha} \) we have:
\[ \begin{align*}
\bigvee_{y \in \mathbb{Z}} [(\mu_{H_{\alpha}}(y) \wedge \mu_{P}(y))] &= \bigvee_{y \in H_{\alpha}} [(\mu_{H_{\alpha}}(y) \wedge \mu_{P}(y))] \bigvee_{y \notin H_{\alpha}} (\mu_{H_{\alpha}}(y) \wedge \mu_{P}(y)) \\
&= \bigvee_{y \in \mathbb{Z}} [(0 \wedge \mu_{P}(y)) \vee (1 \wedge \mu_{P}(y))] \\
&= \bigvee_{y \in \mathbb{Z}} \mu_{P}(y) = \sup_{y \in \mathbb{Z}} \mu_{P}(y).
\end{align*} \]

Therefore we can write:
\[ \begin{align*}
\sup_{y \in \mathbb{Z}} \mu_{S}(y) &= \sup_{\alpha \in [0,1]} [\alpha \wedge \sup_{y \in \mathbb{Z}} \mu_{P}(y)] \\
&= \sup_{\alpha \in [0,1]} \mu_{P}(y).
\end{align*} \]

(Q.E.D.)

(3.2.2.4) Remark:

This proposition reduces the problem of finding the fuzzy optimal supply to that of finding the extremum of a scalar function \[ 6 \].
3.2.3. Let us now introduce a function $\varphi$ such that:

$$
\varphi : [0,1] \rightarrow [0,1] \\
\alpha \mapsto \varphi(\alpha) = \sup_{y \in H_{-\alpha}} \mu_p(y)
$$

and a function $\Psi$ such that:

$$
\Psi : [0,1] \rightarrow [0,1] \\
\alpha \mapsto \Psi(\alpha) = \alpha \wedge \varphi(\alpha)
$$

Then:

$$
\sup_{y \in \mathbb{Z}} \mu_s(y) = \sup_{\alpha \in [0,1]} \Psi(\alpha) = \sup_{\alpha \in [0,1]} \Psi(\alpha)
$$

(proposition 3.2.2)

(3.2.3.1) Properties of the function $\varphi$:

(3.2.3.1.1) $\varphi(0) = \sup_{y \in \mathbb{Z}} \mu_p(y)$

This is obvious, since $H_0 = \mathbb{Z}$

(3.2.3.1.2) $\alpha \leq \beta \implies \varphi(\alpha) \geq \varphi(\beta)$.

Indeed, according to the decomposition theorem:

$$
\alpha \leq \beta \implies H_{\beta} \subseteq H_{\alpha} \quad \text{and thus}
$$

$$
\varphi(\beta) = \sup_{y \in H_{\beta}} \mu_p(y) \leq \sup_{y \in H_{\alpha}} \mu_p(y) = \varphi(\alpha)
$$

$$
\left[ \text{Q.E.D.} \right]
$$

(3.2.3.2) Proposition: If $\varphi$ is continuous and decreasing over the interval $[0,1]$ then:

(i) $\varphi$ has a fixed point, that is:

$$
\exists \tilde{\alpha} \in [0,1] / \varphi(\tilde{\alpha}) = \tilde{\alpha} \quad \text{and} \quad \tilde{\alpha} = \sup_{y \in H_{-\alpha}} \mu_p(y)
$$

Indeed, first we show that any continuous and decreasing application of a set in itself implies a fixed point.

Let $\varphi(\alpha) - \alpha = f(\alpha)$. This function is continuous. We have:

$$
f(0) = \varphi(0) > 0$$

$$
f(1) = \varphi(1) - 1 \leq 0$$

and in order to verify the existence of a fixed point we merely have to apply the theorem of intermediate values.

Then, according to the continuity of $\varphi$:

$$
\forall \alpha_0 \in [0,1], \alpha_n \rightarrow \alpha_0 \implies \lim_{n \rightarrow \infty} \sup_{y \in H_{-\alpha_n}} \mu(y) = \sup_{y \in H_{-\alpha}} \mu_p(y)
$$

**[Q.E.D.]**
(ii) \( \sup_{y \in \mathbb{Z}} \mu_S(y) = \bar{\alpha} \)

Indeed, according to proposition 3.2.2.:

\[
\sup_{y \in \mathbb{Z}} \mu_S(y) = \sup_{\alpha \in [0,1]} [\alpha \wedge \sup_{y \in \mathbb{Z}} \mu_p(y)]
\]

\[
= \sup_{\alpha \in [0,1]} \Psi(\alpha) \quad \text{[from the definition of } \Psi(\alpha)\text{]}
\]

Moreover, \( \Psi(\bar{\alpha}) = \bar{\alpha} \wedge \varphi(\bar{\alpha}) = \bar{\alpha} \wedge \bar{\alpha} \quad \text{[from (i)]} \)

Let us show that: \( \Psi(\alpha) \leq \bar{\alpha} \)

If \( \alpha < \bar{\alpha} \), we have: \( \varphi(\alpha) \geq \varphi(\bar{\alpha}) \quad \text{[from (3.2.3.1.2)]} \)

and \( \Psi(\alpha) = \alpha \wedge \varphi(\alpha) = \alpha < \bar{\alpha} = \Psi(\bar{\alpha}) \).

If \( \alpha \geq \bar{\alpha} \), we have: \( \varphi(\alpha) \leq \varphi(\bar{\alpha}) \leq \bar{\alpha} < \alpha \)

and \( \Psi(\alpha) = \alpha \wedge \varphi(\alpha) = \varphi(\alpha) \leq \bar{\alpha} = \Psi(\bar{\alpha}) = \bar{\alpha} \wedge \varphi(\bar{\alpha}) = \bar{\alpha} \)

In every case: \( \Psi(\alpha) \leq \Psi(\bar{\alpha}) = \bar{\alpha} \)

Whence: \( \bar{\alpha} = \sup_{y \in \mathbb{Z}} \mu_S(y) \quad \text{[Q.E.D.]} \)

(3.2.3.3) Proposition (3.2.3.2) shows that the solution to the problem of finding \( \sup_{y \in \mathbb{Z}} \mu_S(y) \) amounts to finding \( \bar{\alpha} = \sup_{y \in H_{\bar{\alpha}}} \mu_p(y) \).

We know that:

\[
\sup_{y \in \mathbb{Z}} \mu_S(y) = \sup_{y \in \mathbb{Z}} [\mu_p(y) \wedge \mu_H(y)] = \sup_{y \in \text{supp}H} [\mu_p(y) \wedge \mu_H(y)]
\]

where supp \( H \) stands for the support of \( H \), that is the non-fuzzy subset such that:

\[
\text{supp} \ H = \{ y; \forall y \in \mathbb{Z}, \mu_H(y) > 0 \}.
\]

Furthermore, by virtue of propositions (ii) and (i), we have:

\[
\sup_{y \in \text{supp}\ H} [\mu_p(y) \wedge \mu_H(y)] = \sup_{y \in H_{\bar{\alpha}}} \mu_p(y)
\]

and

\( H_{\bar{\alpha}} \subseteq \text{supp} \ H \), since \( \bar{\alpha} \neq 0 \).
In order to calculate this supremum we have to find an appropriate set, denoted by \( A \), such that:
\[
\overline{H_\alpha} \subset A \subset \text{supp } H.
\]

(3.2.3.4) Proposition: \( \sup \mu_s(y) = \sup \mu_p(y) \),
y \in \overline{A} \quad y \in \mathbb{Z}
with \( \overline{A} = \{ y; y \in \mathbb{Z}, \mu_H(y) \geq \mu_p(y) \} \)

Indeed, first we demonstrate that \( \overline{H_\alpha} \subset A \).

We have:
\[
\forall y^0 \in \overline{H_\alpha} \implies \mu_H(y^0) \geq \overline{\alpha} = \sup \mu_p(y) \geq \mu_p(y^0)
y \in \overline{A}
\implies \mu_H(y^0) \geq \mu_p(y^0) \implies y^0 \in A.
\]

Furthermore we have:
\[
A = (A \cap \text{supp } H) \cup (A \cap \mathbb{Z} \setminus \text{supp } H)
\]
and
\[
\sup \mu_s(y) = \sup \mu_p(y) \geq \sup \mu_p(y)
y \in \mathbb{Z} \quad y \in \text{supp } H \quad y \in A \cap \text{supp } H
\]

But,
\[
\sup (\mu_H \wedge \mu_p)(y) = \max \{ \sup (\mu_H \wedge \mu_p)(y), \sup (\mu_H \wedge \mu_p)(y) \}
y \in A \quad A \cap \text{supp } H \quad A \cap (\mathbb{Z} \setminus \text{supp } H)
\]

It follows that:
\[
\sup \mu_s(y) \geq \sup (\mu_H \wedge \mu_p)(y) = \sup \mu_p(y) \geq \sup \mu_p(y)
y \in \mathbb{Z} \quad y \in A \quad y \in \overline{H_\alpha}
\]
(since \( \overline{H_\alpha} \subset A \)),

and thus:
\[
\sup \mu_s(y) = \sup \mu_p(y).
y \in \mathbb{Z} \quad y \in A
\]

[Q.E.D.]

3.2.4. We then study the continuity conditions of the function
\[
\varphi(\alpha) = \sup \mu_p(y).
y \in \overline{H_\alpha}
\]
(3.2.4.1) Definition: A fuzzy subset $H$ is strictly convex if and only if its membership function is strictly quasi-concave, that is, if and only if:

$$
\forall y \in Z, \forall y' \in Z, y \neq y', [\mu_H(y') > \mu_H(y)] \implies \forall \lambda \in [0,1[, [\mu_H(\lambda y + (1-\lambda)y')] > [\mu_H(y)].
$$

(3.2.4.2) Proposition: If $Z$ is compact and $\{H_\alpha\}$ is closed and if $\mu_p$ is upper semi-continuous, then $\varphi(\alpha)$ is left continuous.

Indeed, let $\{\alpha_i\}$ be the increasing sequence:

$$
\alpha_1 \leq \ldots \leq \alpha_i \leq \ldots \leq \alpha_n \to \alpha_0
$$

and

$$
\bigcap_{i=1}^{\infty} (H_{\alpha_i}) = H_{\alpha_0}.
$$

$$
\lim_{i \to \infty} \sup_{y \in H_{\alpha_i}} \mu_p(y) = \inf_{i \geq 1} \sup_{y \in H_{\alpha_i}} \mu_p(y) \geq \sup_{y \in H_{\alpha_0}} \mu_p(y).
$$

Let us suppose that a strict inequality exists:

$$
\inf_{i \geq 1} \varphi(\alpha_i) > \varphi(\alpha_0)
$$

According to the definition of $\varphi$, there exists $(y)_i \in H_{\alpha_i}$ such that:

$$
\mu_p(y)_i > \varphi(\alpha_0).
$$

Since $(y)_i \in H_{\alpha_i}$ and since $H$ is compact, a sub-sequence

$$(y)_i \to (y)_0 \in H_{\alpha_i}
$$

exists. Whence it follows that $(y)_0 \in H_{\alpha_0}$

Therefore:

$$
\mu_p(y)_i > \varphi(\alpha_0).
$$

According to the semi-continuity of $\mu_p$:

$$
\mu_p(y)_0 > \varphi(\alpha_0).
$$

Whence a contradiction.

[Q.E.D.]

(3.2.4.3) Proposition: If the fuzzy subset $P$ is strictly convex and if $\mu_p$ is continuous, then $\varphi(\alpha)$ is a continuous function.
It suffices to demonstrate the right continuity. Indeed, let \( \{ \alpha_i \} \) be the decreasing sequence:

\[
\alpha_1 \geq \ldots \geq \alpha_i \geq \ldots \geq \alpha_n \rightarrow \alpha_0
\]

\[
\mathcal{H}_{\alpha_1} \subseteq \mathcal{H}_{\alpha_2} \subseteq \ldots \subseteq \mathcal{H}_{\alpha_i} \subseteq \ldots \subseteq \mathcal{H}_{\alpha_n}
\]

and

\[
\bigcup_{i=1}^{\infty} \mathcal{H}_{\alpha_i} = \mathcal{H}_{\alpha_0}.
\]

\[
\lim_{i \to +\infty} \sup_{y \in \mathcal{H}_{\alpha_i}} \mu_p(y) = \sup_{y \in \mathcal{H}_{\alpha_0}} \mu_p(y) = \max_{i \geq 1} \left( \sup_{y \in \mathcal{H}_{\alpha_i}} \mu_p(y) \right)
\]

Let us assume that a strict inequality exists.

\[
\max_{i \geq 1} \varphi(\alpha_i) < \varphi(\alpha_0)
\]

According to this inequality, \( \exists y' \in \mathcal{H}_{\alpha_0} \) such that:

\[
\mu_p(y') > \sup_{y \in \mathcal{H}_{\alpha_i}} \mu_p(y)
\]

By virtue of the strict convexity of \( \mathcal{P} \), we have:

\[
\forall y \in \mathcal{Z}, \forall y' \in \mathcal{Z}, \ y \neq y':
\]

\[
\mu_p \left( (1-\frac{1}{n})y' + \frac{1}{n} y \right) > \mu_p(y') \land \mu_p(y) = \alpha_0
\]

\[
[(1-\frac{1}{n})y' + \frac{1}{n} y] > \alpha_0 \quad \text{and} \quad [(1-\frac{1}{n})y' + \frac{1}{n} y] \rightarrow y'
\]

\[
\mu_p \left( (1-\frac{1}{n})y' + \frac{1}{n} y \right) \leq \sup_{y \in \mathcal{H}_{\alpha_i}} \mu_p(y) < \mu_p(y')
\]

According to the continuity of \( \mu_p \), we have:

\[
\mu_p(y') \leq \sup_{y \in \mathcal{H}_{\alpha_i}} \mu_p(y) < \mu_p(y')
\]

We have a contradiction.

\[Q.E.D.\]

3.2.5. Finally, it remains to study the unicity conditions of the solution.
(3.2.5.1.) Lemma 1. If \( \{ H_{\alpha} \} \) is closed, if \( \mu_p \) is strongly quasi-concave and if, \( \forall y \in H_{\alpha}, \mu_p(y) \neq 1 \), the point \( y^* \), such that \( \mu_p(y^*) = \sup_{y \in H_{\alpha}} \mu_p(y) \) is an element of the frontier of \( H_{\alpha} \), denoted by \( \tilde{H}_{\alpha} \).

Indeed, let us suppose that: \( y^* \in H_{\alpha} \), where \( H_{\alpha} \) is the interior of \( \tilde{H}_{\alpha} \), and we shall demonstrate that we end up with a contradiction.

Let us suppose \( y_1 \) such that \( \mu_p(y_1) = 1 \). By assumption \( y_1 \not\in H_{\alpha} \). Since \( \mathbb{Z} \) is convex, and according to the "passing through customs" theorem, \( \exists y' \) such that \( y' = \lambda y_1 + (1-\lambda) y^* \) and \( y' \in \tilde{H}_{\alpha} \subset H_{\alpha} \) because \( H_{\alpha} \) is closed(1).

Since \( \mu_p \) is strongly quasi-concave, we have:

\[
\mu_p(y') > \min \{ \mu_p(y^*), \mu_p(y_1) \} = \mu_p(y^*),
\]
which contradicts the definition of \( y^* \).

[Q.E.D.]

(3.2.5.2.) Lemma 2: Any element \( y \) of \( H_{\alpha} \) belongs to the interior of \( H_{\alpha} - \Delta \alpha \), denoted by \( \tilde{H}_{\alpha} - \Delta \alpha \), \( \forall \Delta \alpha > 0 \).

In other terms: \( H_{\alpha} \subset \tilde{H}_{\alpha} - \Delta \alpha \), \( \forall \Delta \alpha > 0 \).

Indeed, since \( \mu_H(y) \) is continuous on \( \mathbb{Z} \), \( y \in H_{\alpha} \), \( \forall \varepsilon > 0 \), \( \eta \) exists such that: distance \( (y,y_1) = d(y,y_1) < \eta \)

\[
|\mu_H(y) - \mu_H(y_1)| < \varepsilon.
\]

We have the following inequalities:

\[
\mu_H(y) - \Delta \alpha < \mu_H(y_1) < \mu_H(y) + \Delta \alpha
\]

and:

\[
\alpha - \Delta \alpha < \mu_{\|}(y) - \Delta \alpha, \quad \text{because by definition}
\]

\[
\mu_{\|}(y) \geq \alpha \quad \text{in} \quad H_{\alpha}.
\]

Then:

\[
\alpha - \Delta \alpha < \mu_H(y) - \Delta \alpha < \mu_H(y_1)
\]

Hence:

\[
y_1 \in \tilde{H}_{\alpha} - \Delta \alpha
\]

(1) "Passing through customs" Theorem: If a connected subset \( A \) included into \( E \) intersects with a subset \( B \) and its complementary set, then it intersects the frontier of \( B \).
Furthermore, we have: ∀ y ∈ H_α → y ∈ H_α−Δα because 
H_α−Δα ⊆ H_α. A neighbourhood of y exists, for instance the 
ball of centre y and of radius η, contained in H_α−Δα. 
Hence: y ∈ H_α−Δα [Q.E.D.]

(3.2.5.3) Proposition: If \{ H_α \} is closed, if sup \( μ_p(y) \) is 
continuous and if \( μ_p(y) \) is strongly quasi-concave, then \( y^* \) is 
unique.

Indeed from proposition 3.2.2., we have:

\[
\sup_{y ∈ H_α} [α * \sup_{y ∈ H_α} μ_p(y)] = α^* * \sup_{y ∈ H_α} μ_p(y).
\]

If \( T = \{ y; \forall y ∈ Z, μ_p(y) = \mu_H(y) = 1 \} \) ≠ \( \emptyset \),
then \( μ_p(y^*) \) is equal to one and unique.

If \( T = \emptyset \), two values \( y_1^* \) and \( y_2^* \) are assumed to exist
and we demonstrate that we end up with a contradiction.

Without loss of generality we can assume that \( α_1^* > α_2^* \).

From the definition of \( y^* \) and from proposition 3.2.2.,
we have the relation:

\[
α_1 * \sup_{y ∈ H_α} μ_p(y) = α_2 * \sup_{y ∈ H_α} μ_p(y)
\]

Since \( α_1 * \sup_{y ∈ H_α} μ_p(y) \) is equal either to \( α_1^* \), or to
\( y ∈ H_α^* \)
\[
\sup_{y ∈ H_α^*} μ_p(y), four cases must be distinguished:
\]
\[
\sup_{y ∈ H_α^*} μ_p(y) \sup_{y ∈ H_α^*} μ_p(y)
\]

Case 1: \( α_1^* = α_2^* \)

Case 2: \( α_1^* = \sup_{y ∈ H_α^*} μ_p(y) \)

Case 3: \( α_2^* = \sup_{y ∈ H_α^*} μ_p(y) \)

Case 4: \( \sup_{y ∈ H_α^*} μ_p(y) = \sup_{y ∈ H_α^*} μ_p(y) \)

(3.2.5.3.1) Case 1 is eliminated by the definition of \( α_1^* \) and
of \( α_2^* \).

(3.2.5.3.2) In case 2, it follows that:
\( \alpha_1^* \wedge \sup_{y \in H_{\alpha_1}} \mu_p(y) = \alpha_1^* \), because \( \alpha_1^* \leq \sup_{y \in H_{\alpha_1^*}} \mu_p(y) \)

By assumption: \( \alpha_1^* \wedge \sup_{y \in H_{\alpha_1^*}} \mu_p(y) = \alpha_1^* \wedge \sup_{y \in H_{\alpha_2}} \mu_p(y) \)

Yet, from the definition of \( \alpha_2^* \):
\[ \alpha_1^* \wedge \sup_{y \in H_{\alpha_2}} \mu_p(y) \not\geq \alpha_2^* \wedge \sup_{y \in H_{\alpha_2}} \mu_p(y) \]
which contradicts the definition of \( \alpha_2^* \).

(3.2.5.3.3.) In case 3, let \( \Delta \alpha > 0 \) such that
\[ (\alpha_1^* - \Delta \alpha) > \alpha_2^*. \] Since \( \alpha_2^* \) is a supremum, we have:
\[ (\alpha_1^* - \Delta \alpha) \wedge \sup_{y \in H_{\alpha_1^* - \Delta \alpha}} \mu_p(y) \leq \alpha_2^* \wedge \sup_{y \in H_{\alpha_2^*}} \mu_p(y) \]

Since \( (\alpha_1^* - \Delta \alpha) > \alpha_2^* \) and \( (\alpha_1^* - \Delta \alpha) \wedge \sup_{y \in H_{\alpha_1^* - \Delta \alpha}} \mu_p(y) \leq \alpha_2^* \wedge \sup_{y \in H_{\alpha_2}} \mu_p(y) \)
in order to realize these two conditions, it is necessary that:
\[ \sup_{y \in H_{\alpha_1^*}} \mu_p(y) \leq \alpha_2^* = \sup_{y \in H_{\alpha_1^*}} \mu_p(y) \] (by assumption)

Since \( T = \emptyset \), \( \forall y \in H_{\alpha_1^*} , \mu_p(y) \neq 1 \).

According to the continuity of \( \mu_p \), we can choose \( \Delta \alpha \) such that \( \forall y \in H_{\alpha_1^* - \Delta \alpha} , \mu_p(y) \neq 1 \).

Since \( H_{\alpha_1^* - \Delta \alpha} \) is closed and since \( \mu_p(y) \) is strongly quasi-concave, the value \( y_1 \) which maximizes \( \mu_p(y) \) in \( H_{\alpha_1^* - \Delta \alpha} \) belongs to the frontier of \( H_{\alpha_1^* - \Delta \alpha} \), by virtue of Lemma 1.

According to Lemma 2, \( \forall y \in H_{\alpha_1} \Rightarrow y \in H_{\alpha_1^* - \Delta \alpha} \)

By contraposition, we write:
\[ y_1 \notin H_{\alpha_1^* - \Delta \alpha} \Rightarrow y_1 \notin H_{\alpha_1^*} \]

By virtue of the strong quasi-concavity of \( \mu_p(y) \), it follows that:
\[ \sup_{y \in H_{\alpha_1^* - \Delta \alpha}} \mu_p(y) > \sup_{y \in H_{\alpha_1^*}} \mu_p(y) \]
which contradicts \( \sup_{\alpha_1} \mu_p(y) \geq \sup_{\alpha_1} \mu_p(y) \)
\( y \in H_{\alpha_1} \quad y \in H_{\alpha_1} - \Delta \alpha \)

(3.2.5.3.4) In case 4, let us assume that:
\[ \alpha_1 \sup_{\alpha_1} \mu_p(y) = \sup_{\alpha_1} \mu_p(y) \]
\( y \in H_{\alpha_1} \quad y \in H_{\alpha_1} \)
and it suffices to use the demonstration developed in (3.2.5.3.3) to arrive at a contradiction. 

\[ \text{[Q.E.D.]} \]

3.2.6. At the equilibrium determined in this way, the fuzzy supply provides the producer with the greatest fuzzy utility of profit with respect to a given spatial price system and under the fuzzy technological constraint.

In the outputs demand space, the selling places of the products and the respective quantities sold there, are determined simultaneously. Similarly, in the inputs supply space, the places where the factors of production are purchased and the respective quantities acquired are obtained simultaneously. We recall that an equilibrium production is an element \( (y_i^r) \) of the set \( Y \), with \( i = 1, \ldots, m \) and \( r = 1, \ldots, q \), where \( i = 1, \ldots, n \) designate the inputs, and \( r = 1, \ldots, p \) their supply points and where \( i = n+1, \ldots, m \) stand for the outputs and \( r = p+1, \ldots, q \) their demand points.

In general, the solution is not unique since the unicity conditions prove to be very restrictive and all these conditions can only be satisfied in a very particular case.
4. CONCLUSION

4.1. Turning to the theory of fuzzy subsets makes it possible to determine the producer's spatial equilibrium in an imprecise context by enabling us to formalize, in a rigorous way, the economic calculation of the maximisation of the fuzzy utility of profit under a fuzzy technological constraint and with respect to a given spatial price system.

4.2. This analysis should not be contrasted with the classical theory of the producer, for the former contains the latter as a particular case: profit maximisation producing the maximal utility of profit under a rigid technological constraint.

4.3. This generalisation is not the only outcome of the application of the theory of fuzzy subsets. New results are also achieved. Equilibrium is no longer necessarily determined at a point or at a set of points belonging to a subset of the frontier of the set of all possible productions. Furthermore, the convexity assumption proves to be less restrictive on the production sets in this theory than in the classical theory. Indeed, on the one hand, in the theory of fuzzy subsets, the convexity is by definition a weakened convexity, and, on the other hand, in the framework of spatial analysis, the convexity hypothesis often seems non constraining, owing to the specific effect of transport prices.

4.4. This type of model requires developments. The dynamic aspect deserves to be integrated in terms of the maximisation of a fuzzy expected utility of profit under a fuzzy random constraint (imprecise reliability).

Finally, the problem of the optimal location of the production unit in a fuzzy universe remains to be solved (the passage from the short to the long period).
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