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ABSTRACT
Timing contracts for embedded controller implementation specify the constraints on the time instants at which certain operations are performed such as sampling, actuation, computation, etc. Several previous works have focused on stability analysis of embedded control systems under such timing contracts. In this paper, we consider the scheduling of embedded controllers on a shared computational platform. Given a set of controllers, each of which is subject to a timing contract, we synthesize a dynamic scheduling policy, which guarantees that each timing contract is satisfied and that the shared computational resource is allocated to at most one embedded controller at any time. The approach is based on a timed game formulation whose solution provides a suitable scheduling policy. In the second part of the paper, we consider the problem of synthesizing a set of timing contracts that guarantee at the same time the schedulability and the stability of the embedded controllers.
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1. INTRODUCTION
Cyber-physical systems (CPS) consisting of integration of computing devices with physical processes are to become ubiquitous in modern societies (autonomous vehicles, smart buildings, robots, etc.) and will practically impact the life of citizens in all their aspects (housing, transportation, health, industry, assistance to the elderly, etc.). Therefore, high-confidence tools for the analysis and design of CPS, being able to cope with the tight interactions between cyber and physical components are urgently needed.

Design of complex CPS can be tackled by decomposing the global design problem into smaller sub-problems. This approach can be formally implemented using contract based design [32, 8, 7]. For instance, for embedded controller implementation, [17] proposed the use of timing contracts, which specify the constraints on the time instants at which certain operations are performed such as sampling, actuation or computation. Under such contracts, the control engineers are responsible for designing a control law that is robust to all possible timing variation specified in the contract while the software engineers can focus on implementing the proposed control law so as to satisfy the timing contract. Several previous works have taken the point of view of control engineers, by developing techniques for robust stability analysis of embedded control systems under such timing contracts (see e.g. [13, 18, 5, 2]).

In the first part of this paper, we adopt the point of view of the software engineer who has to implement several controllers, each subject to a timing contract, on a shared computational platform. Given best and worst case execution times for each control task, we synthesize a dynamic scheduling policy, which guarantees that each timing contract is satisfied and that the shared computational resource is allocated to at most one controller at any time. Our approach is based on the use of timed game automata [30, 11] and we show that the scheduling problem can be formulated as a timed safety game, which can be solved by the tool UPPAAL-TIGA [6], and whose solution provides a suitable scheduling policy.

In the second part of the paper, we address the requirement engineering problem, which consists in synthesizing a set of timing contracts that guarantee at the same time the schedulability and the stability of the embedded controllers. We use a re-parametrization of contracts, which provides some monotonicity property to the problem and allows us to develop an effective synthesis method based on guided sampling of the timing contract parameter space.

The paper is organized as follows. The problem setting is given in Section 2, where we introduce the considered classes of systems and timing contracts and where we formulate the stability verification, schedulability verification and timing contract synthesis problems. Section 3 provides a solution.
to the schedulability verification problem based on timed games. Then, the timing contract synthesis problem is addressed in Section 4. Section 5 shows an application of our approach using an illustrative example.

**Notations.** Let $\mathbb{R}$, $\mathbb{R}^+_0$, $\mathbb{R}^+$, $\mathbb{R}^-$, $\mathbb{R}^{n}$, $N$, $N^+$ denote the sets of reals, non-negative reals, positive reals, non-positive reals, negative reals, non-negative integers and positive integers, respectively. For $I \subseteq \mathbb{R}^+$, let $N_I = N \cap I$. Given a vector $p \in \mathbb{R}^n$, its $i$-th element is denoted by $p_i$. Given two vectors $p, p' \in \mathbb{R}^n$, the inequality $p \leq p'$ is interpreted componentwise. For a set $S$, we denote the set of all subsets of $S$ by $2^S$.

**2. PROBLEM FORMULATION**

**2.1 Sampled-data systems**

In this work, we consider sampled-data systems that take into account the sequences of sampling and actuation instants $(t_k^s)_{k \in \mathbb{N}}$ and $(t_k^a)_{k \in \mathbb{N}}$:

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad \forall t \in \mathbb{R}^+_0
\]

\[
u(t) = Kx(t_k^s), \quad t_k^s < t \leq t_{k+1}^s
\]

where $x(t) \in \mathbb{R}^n$ is the state of the system, $u(t) \in \mathbb{R}^m$ is the control input, the matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $K \in \mathbb{R}^{n \times n}$ and $k \in \mathbb{N}$. In addition, it is assumed that for all $t \in [0, t_0]$, $u(t) = 0$.

We assume that the sequence of sampling and actuation instants $(t_k^s)$ and $(t_k^a)$ satisfy a timing contract $\theta(\tau, \tau', \bar{h}, \bar{h})$ given by

\[
0 \leq t_0^s,
\]

\[
t_k^s \leq t_k^a \leq t_{k+1}^a, \quad \forall k \in \mathbb{N}
\]

\[
\tau_k = t_k^a - t_k^s \in [\tau, \bar{\tau}], \quad \forall k \in \mathbb{N}
\]

\[
h_k = t_{k+1}^s - t_k^s \in [h, \bar{h}], \quad \forall k \in \mathbb{N}
\]

where $\tau \in \mathbb{R}_0^+$, $\tau \in \mathbb{R}^+_0$, $h \in \mathbb{R}^+$ and $\bar{h} \in \mathbb{R}^+$ provide bounds on the sampling-to-actuation delays (which includes time for computation of the control law) and sampling periods provided that $t_k^a \leq t_k^s \leq t_{k+1}^a$ for all $k \in \mathbb{N}$. Note that we impose $\bar{h} \neq 0$ to prevent Zeno behavior. Moreover, these parameters must belong to the following set so that the time intervals given in (3) are always non-empty and it is always possible to choose $t_{k+1}^a \geq t_k^a$.

\[
C = \{ (\tau, \tau', h, \bar{h}) \in \mathbb{R}^+_0 \times \mathbb{R}^+_0 \times \mathbb{R}^+ \times \mathbb{R}^+ : \tau \leq \tau' \leq [h, \bar{h}] \}
\]

**2.2 Stability verification**

We consider the notion of stability in the following sense:

**Definition 1.** The system $\mathcal{S} = (A, B, K)$ is globally uniformly exponentially stable (GUES) under timing contract $\theta(\tau, \tau', h, \bar{h})$ if there exist $\lambda \in \mathbb{R}^+$ and $C \in \mathbb{R}^+$ such that, for all sequences $(t_k^s)_{k \in \mathbb{N}}$ and $(t_k^a)_{k \in \mathbb{N}}$ verifying (3), the solutions of (1-2) verify

\[
\| x(t) \| \leq Ce^{-\lambda(t-t_0)} \| x(t_0^s) \|, \quad \forall t \geq t_0^s
\]

We then define the stability verification problem as follows:

**Problem 1 (Stability Verification).** Given a system $\mathcal{S} = (A, B, K)$ and a timing contract $\theta(\tau, \tau', h, \bar{h})$ verify that $\mathcal{S}$ is GUES under timing contract $\theta(\tau, \tau', h, \bar{h})$.

Several approaches are presented in the literature to solve instances of Problem 1. A non-exhaustive list is given in Table 1. From the modeling perspective, the problem can be tackled using difference inclusions, time-delay systems or hybrid systems. On the computational side, the approaches are based on semi-definite programming (Linear Matrix Inequalities (LMI) or Sum Of Squares (SOS) formulations), invariant sets or reachability analysis. Let us remark that approaches [13, 18, 5, 2] appear to be able to address all instances of Problem 1.

**2.3 Scheduling**

We consider a collection of $N \in \mathbb{N}^+$ sampled-data systems $\{\mathcal{S}_1, \ldots, \mathcal{S}_N\}$ of the form (1-2) where each system $\mathcal{S}_i = (A_i, B_i, K_i)$, is subject to a timing contract $\theta(\tau_i, \tau'_i, h_i, \bar{h}_i)$ of the form (3), with parameters $(\tau_i, \tau'_i, h_i, \bar{h}_i) \in C_i$, $i \in \mathbb{N}_{[1,N]}$.

In addition, we assume that these systems share a single processor to compute the value of their control inputs given by (2). The time required to compute these inputs is assumed to belong to some known interval $[c_i', \bar{c}_i']$, with $0 < c_i' \leq \bar{c}_i'$, where $c_i'$ and $\bar{c}_i'$ denote the best and worst case execution time to compute the input of systems $\mathcal{S}_i$, $i \in \mathbb{N}_{[1,N]}$.

The timing of events in the $k$-th control cycle of system $\mathcal{S}_i$ starts at instant $t_k^a$ when sampling occurs. Then, system $\mathcal{S}_i$ gains access to the computational resource at instant $t_k^a$, at which computation of the control input value begins. The computational resource is released at instant $t_{k+1}^a$, at which computation of the control input value ends. After that, actuation occurs at instant $t_{k+1}^a$. Formally, the sequences $(t_k^s)_{k \in \mathbb{N}}$, $(t_k^a)_{k \in \mathbb{N}}$, $(t_k^s)_{k \in \mathbb{N}}$, and $(t_k^a)_{k \in \mathbb{N}}$ satisfy the following constraints for all $i \in \mathbb{N}_{[1,N]}$:

\[
0 \leq t_0^s,
\]

\[
t_k^s \leq t_k^a \leq t_{k+1}^a 
\]

\[
h_k = t_{k+1}^s - t_k^s \in [h_i, \bar{h}_i], \quad \forall k \in \mathbb{N}
\]

\[
c_k = t_k^a - t_k^s \in [c_i', \bar{c}_i'], \quad \forall k \in \mathbb{N}
\]

\[
t_{k+1}^a - t_k^a = t_{k+1}^a - t_k^s \in [\tau'_i, \bar{\tau}_i], \quad \forall k \in \mathbb{N}
\]

In addition, a conflict arises if several systems request access to the computational resource at the same time. Let us define the following property, for $i \in \mathbb{N}_{[1,N]}$:

\[
\text{Com}(\mathcal{S}_i, t) \equiv \bigvee_{k \in \mathbb{N}} (t \in [t_k^a, t_{k+1}^a)).
\]

\[
\text{Com}(\mathcal{S}_i, t) \text{ is true if and only if the computational resource is used by system } \mathcal{S}_i \text{ at time } t. \text{ Then, in order to prevent conflicting accesses to the computational resource the following property must hold:}
\]

\[
\forall t \in \mathbb{R}^+_0, \forall (i, j) \in \mathbb{N}^2_{[1,N]} \text{ with } i \neq j, \quad \text{Com}(\mathcal{S}_i, t) \land \text{Com}(\mathcal{S}_j, t) \equiv \text{False}
\]

**Remark 1.** It is straightforward to verify that for any sequences $(t_k^s)_{k \in \mathbb{N}}$, $(t_k^a)_{k \in \mathbb{N}}$, $(t_k^s)_{k \in \mathbb{N}}$, and $(t_k^a)_{k \in \mathbb{N}}$ satisfying (4-5), the sequences $(t_k^s)_{k \in \mathbb{N}}$ and $(t_k^a)_{k \in \mathbb{N}}$ satisfy the timing contract $\theta(\tau'_i, \bar{\tau}_i, h_i, \bar{h}_i)$.

We aim at synthesizing a dynamic scheduling policy, generating sequences of timing events satisfying (4-5). The scheduler has control over the sampling and actuation instants $(t_k^s)_{k \in \mathbb{N}}$, $(t_k^a)_{k \in \mathbb{N}}$ and over the instants $(t_k^a)_{k \in \mathbb{N}}$ when computation begins. However, the execution time $(c_k)_{k \in \mathbb{N}}$
and thus the instants when computation ends \((t_i^k)_{k \in \mathbb{N}}\) is determined by the environment and are thus uncontrollable from the point of view of the scheduler. Then, we consider the following schedulability property:

**Definition 2.** The set of control tasks \(T = \{(\bar{c}^1, \bar{c}^2), \ldots, (\bar{c}^N, \bar{c}^N)\}\) is schedulable under timing contracts \(\Theta = \{\theta(\bar{c}^1, \bar{c}^1, \bar{h}^1, \bar{h}^1), \ldots, \theta(\bar{c}^N, \bar{c}^N, \bar{h}^N, \bar{h}^N)\}\), if for all sequences \((c^k_i)_{k \in \mathbb{N}}\) with \(c^k_i \in \{\mathcal{C}, \mathcal{P}\}\), for all \(k \in \mathbb{N}\) and \(i \in N_{[1,N]}\), there exist sequences \((t_i^k)_{k \in \mathbb{N}}, (\bar{t}^1_i)_{k \in \mathbb{N}}, (\bar{t}^N_i)_{k \in \mathbb{N}}\) and \((\bar{h}^i_k)_{k \in \mathbb{N}}\) satisfying (4-5), for all \(i \in N_{[1,N]}\).

Then, we define the scheduling problem as follows:

**Problem 2. (Schedulability verification).** Given a set of control tasks \(T = \{(\bar{c}^1, \bar{c}^1), \ldots, (\bar{c}^N, \bar{c}^N)\}\) and timing contracts \(\Theta = \{\theta(\bar{c}^1, \bar{c}^1, \bar{h}^1, \bar{h}^1), \ldots, \theta(\bar{c}^N, \bar{c}^N, \bar{h}^N, \bar{h}^N)\}\), verify that \(T\) is schedulable under timing contracts \(\Theta\).

In Section 3, we will provide a solution to the schedulability verification problem. In addition, our approach will allow us to synthesize a dynamic scheduling policy for generating the sequences \((t_i^k)_{k \in \mathbb{N}}, (\bar{t}^1_i)_{k \in \mathbb{N}}, (\bar{t}^N_i)_{k \in \mathbb{N}}, (\bar{h}^i_k)_{k \in \mathbb{N}}\) satisfying (4-5), for all \(i \in N_{[1,N]}\).

**Related work.** In real-time scheduling of multiple tasks on a single processor, the objective is to obtain a calculation model related to concurrent execution of a given number of tasks [12, 14, 10]. In case some of the tasks are control tasks, scheduling and controller co-design problems are studied for periodic [4, 31], event-triggered [34], and self-triggered [15, 26] real-time implementations of the controller. Unlike these approaches, we decouple the controller stability problem and the scheduling design, using timing contracts, in order to synthesize conflict-free schedules using timed game automata. In fact, scheduling with timed automata are examined in literature [16, 19, 26] where in [19] an application on a steel plant is studied.

The closest approach to our work is that depicted in [26] were the scheduling problem is reformulated in terms of timed game automata [11]. Although, therein the approach has the advantage of employing event-triggered controllers and eventually improves the resource utilization over the network, however it can only solve instances of our problem where \(t_i^k = t_i^1, \bar{t}^k_i = \bar{t}^1_i\) and \(\tau = \tau = \bar{c}^k = c \in \mathbb{R}^+\) for all \(k \in \mathbb{N}\) and \(i \in N_{[1,N]}\).

## 2.4 Timing contract synthesis
In Section 4, we will consider the problem of synthesizing a set of timing contracts that guarantee at the same time the stability of the systems and the schedulability of control tasks.

Given the bounds on the parameters \(0 \leq \tau_{\text{min}} \leq \tau_{\text{max}}, 0 < h_{\text{min}} \leq h_{\text{max}}, \text{ with } \tau_{\text{min}} \leq h_{\text{min}}, \tau_{\text{max}} \leq h_{\text{max}}, \text{ let}
\)
\[
D_i = [\tau_{\text{min}}, \tau_{\text{max}}] \times [h_{\text{min}}, h_{\text{max}}]^2, \quad i \in N_{[1,N]},
\]

with \(N \in \mathbb{N}^+\), the timing contract synthesis problem is formalized as follows:

**Problem 3. (Timing contract synthesis).** Given a collection of systems \([S_1, \ldots, S_N]\), where \(S_i = (A_i, B_i, K_i)\), with \(A_i \in \mathbb{R}^{n_i \times n_i}, B_i \in \mathbb{R}^{n_i \times n_m}\) and \(K_i \in \mathbb{R}^{n_m \times n_i}\), a set of control tasks \(T = \{(\bar{c}^1, \bar{c}^1), \ldots, (\bar{c}^N, \bar{c}^N)\}\) with \(0 \leq c \leq \bar{c}\), \(i \in N_{[1,N]}\), and parameter sets \(D_i, i \in N_{[1,N]}\), synthesize a set \(\mathcal{P} \subseteq (C^N) \cap (D_1 \times \cdots \times D_N)\) such that for all \((\bar{c}^1, \bar{c}^1, \bar{h}^1, \bar{h}^1), \ldots, (\bar{c}^N, \bar{c}^N, \bar{h}^N, \bar{h}^N) \in \mathcal{P}\):

1. System \(S_i = (A_i, B_i, K_i)\) is GUES under timing contract \(\theta(\bar{c}^1, \bar{c}^1, \bar{h}^1, \bar{h}^1)\), for all \(i \in N_{[1,N]}\).

2. The set of control tasks \(T = \{(\bar{c}^1, \bar{c}^1), \ldots, (\bar{c}^N, \bar{c}^N)\}\) is schedulable under timing contracts \(\Theta = \{\theta(\bar{c}^1, \bar{c}^1, \bar{h}^1, \bar{h}^1), \ldots, \theta(\bar{c}^N, \bar{c}^N, \bar{h}^N, \bar{h}^N)\}\).

## 3. Scheduling
In this section, we provide a solution to Problem 2. Our approach is based on timed automata [3] and timed game automata [30], which we briefly introduce in the following.

### 3.1 Timed and timed game automata
Let \(C\) be a finite set of real-valued variables called clocks. We denote by \(B(C)\) the set of conjunctions of clock constraints of the form \(c \sim \alpha\) where \(\alpha \in \mathbb{R}^+_0, c \in C\) and
We define a timed automaton (TA) and a timed game automaton (TGA) as in [11]:

**Definition 3.** A **timed automaton** is a sextuple $(L, l_0, \text{Act}_c, \text{Act}_a, C, E, I)$ where

- $L$ is a finite set of locations;
- $l_0 \in L$ is the initial location;
- $\text{Act}$ is a set of actions;
- $C$ is a finite set of real-valued clocks;  
- $E \subseteq L \times B(C) \times Act \times \mathbb{R}^2 \times L$ is the set of edges;
- $\text{Inv}: L \rightarrow B(C)$ is a function that assigns invariants to locations.

**Definition 4.** A **timed game automaton** is a septuple $(L, l_0, \text{Act}_c, \text{Act}_a, C, E, I)$ such that $(L, l_0, \text{Act}_c \cup \text{Act}_a, C, E, I)$ is a timed automaton and $\text{Act}_a \cap \text{Act}_c = \emptyset$, where $\text{Act}_c$ defines a set of controllable actions and $\text{Act}_a$ defines a set of uncontrollable actions.

Formal semantics of TA and TGA are given in [11]. Informally, semantics of a TA is described by a transition system whose state consists of the current location and value of the clocks. Then, the execution of a TA can be described by two types of transitions defined as follows:

- time progress: the current location $l \in L$ is maintained and the value of the clocks grow at unitary rate; these transitions are enabled as long as the value of the clocks satisfies $\text{Inv}(l)$.
- discrete transition: an instantaneous transition from the current location $l \in L$ to a new location $l' \in L$ labelled by an action $a \in \text{Act}$ is triggered; these transitions are enabled if there is an edge $(l, G, a, C', l') \in E$, such that the value of the clocks satisfies $G$; in that case, the value of the clocks belonging to $C'$ resets to zero.

The semantics of TGA is similar to that of TA with the specificity that discrete transitions labelled by a controllable action (i.e. $a \in \text{Act}_c$) are triggered by a controller, while discrete transitions labelled by an uncontrollable action (i.e. $a \in \text{Act}_a$) are triggered by the environment/opponent.

In the following, we consider *safety games* (see e.g. [11]) defined by a set of unsafe locations $L_u \subseteq L$. A solution to the safety game is given by a winning strategy for the controller such that under any behavior of the environment/opponent, the set of unsafe locations is avoided by all executions of the TGA.

### 3.2 Scheduling using TGA

In this section, we propose a solution to Problem 2 based on a reformulation using timed game automata.

**Definition 5.** Let $i \in \mathbb{N}_{[1, N]}$, the timed game automaton generated by control task $(\mathcal{E}_i, \mathcal{F})$ and timing contract $\theta(\mathcal{E}_i, \mathcal{F}, \mathcal{E}_b, \mathcal{F}_b)$ is displayed in Figure 1 and is formally defined by $\mathcal{TGA}_i = (L^i, l^i_0, \text{Act}^i_c, \text{Act}^i_a, C^i, E^i, \text{Inv}^i)$ where

- $L^i = \{\text{Init}^i, \text{Presam}^i, \text{Precomp}^i, \text{Comp}^i, \text{Preac}^i\}$;
- $l^i_0 = \text{Init}^i$;
- $\text{Act}^i_c = \{\text{sample}^i, \text{begin}^i, \text{actuate}^i\}$;
- $\text{Act}^i_a = \{\text{end}^i, \text{in}^i\}$;
- $C^i = \{c^i, k^i\}$;
- $E^i = \{(\text{Init}^i, c^i \geq 0, \text{in}^i, \{c^i\}, \text{Presam}^i), (\text{Presam}^i, c^i \geq h^i, \text{sample}^i, \{c^i\}, \text{Precomp}^i), (\text{Precomp}^i, c^i \geq 0, \text{begin}^i, \{k^i\}, \text{Preac}^i), (\text{Preac}^i, c^i \geq \tau^i, \text{actuate}^i, \emptyset, \text{Presam}^i))\}$.

Let the sequences $(t^i_c), (t^i_a), (t^i_h)$ and $(t^i_k)$ be given by the instants of the discrete transitions labelled by actions $\text{sample}^i, \text{actuate}^i, \text{begin}^i$ and $\text{end}^i$, respectively. It is easy to see that these sequences satisfy the constraints given by (4). Conversely, one can check that all sequences satisfying (4) can be generated by executions of $\mathcal{TGA}_i$.

Moreover, let us remark that the controllable actions are $\text{sample}^i, \text{actuate}^i, \text{begin}^i$ which means that the controller determines the instants when sampling and actuation occur and when computation begins. However, $\text{end}^i$ is uncontrollable, which means that the execution time, and thus the instant at which computation ends is determined by the environment. This is consistent with the problem formulation in Section 2.

Finally, the computational resource is used by system $\mathcal{S}$, if the current location of $\mathcal{TGA}_i$ is $\text{Comp}^i$. To take into account the constraint given by (5), stating that two systems cannot access the computational resource at the same time, we need to define the composition of the timed game automata defined above:

**Figure 1:** $\mathcal{TGA}_i$ where plain edges correspond to controllable actions while dashed edges correspond to uncontrollable actions.
4. TIMING CONTRACT SYNTHESIS

In this section, we propose a solution to Problem 3. Given a collection of systems \( \{S_i, \ldots, S_N\} \), a set of control tasks \( T = \{ (\Omega^1, \tau^1), \ldots, (\Omega^N, \tau^N) \} \), and parameter sets \( D_1, \ldots, D_N \), we use a previous result [2] and a monotonicity property to design an algorithm that synthesizes a set of timing contracts ensuring stability of each system \( S_i \) and schedulability of \( T \).

4.1 Guarantee on stability

For \( i \in \{1, \ldots, N\} \), consider each of the systems \( S_i = (A_i, B_i, K_i) \) and set \( D_i \) given by (9), \( i \in \{1, \ldots, N\} \). We use Algorithm 2 in [2] to synthesize a set \( C_i^x \subseteq C \cap D_i \) such that for all \( (\tau^1, \tau^2, \tau^N, \tau^N) \in C_i^x \), \( S_i \) is GUES under timing contract \( (\tau^1, \tau^2, \tau^N, \tau^N) \).

Then, defining the set \( P_{st} = C_1^x \times \cdots \times C_N^x \), it follows that for all \( (\tau^1, \tau^2, \tau^N, \tau^N, \tau^N) \in P_{st} \), system \( S_i = (A_i, B_i, K_i) \) is GUES under timing contract \( (\tau^1, \tau^1, \tau^N, \tau^N, \tau^N) \), for all \( i \in \{1, \ldots, N\} \).

4.2 Guarantee on schedulability

In this section, given the set \( P_{st} \), defined in the previous section, we solve Problem 3 by synthesizing a set \( P \subseteq P_{st} \) such that for all \( (\tau^1, \tau^1, \tau^1, \tau^N, \tau^N, \tau^N, \tau^N, \tau^N) \in P \), the set of control tasks \( T \) is schedulable under timing contracts \( \Theta = \{ \theta(\tau^1, \tau^1, \tau^N, \tau^N, \tau^N, \tau^N, \tau^N, \tau^N) \} \).

The timing contract parameters are given by the vector \( p = (\tau^1, \tau^1, \tau^1, \tau^1, \tau^1, \tau^1, \tau^1, \tau^1) \). We then define the following Boolean function for \( p \in C^N \cap (D_1 \times \cdots \times D_N) \):

\[
Sched(p) \equiv T \text{ is schedulable under timing contracts } \Theta.
\]

In order to solve Problem 3 we need to compute (a subset of) the set \( P_0 \) defined by

\[
P_0 = \{ p \in C^N \cap (D_1 \times \cdots \times D_N) : Sched(p) \}.
\]

4.3 Re-parametrization

We define a new parameter \( p' \in D_1 \times \cdots \times D_N \)

\[
D_i' = [\tau_{min}, \tau_{max}] \times [-\tau_{min}, -\tau_{min}] \times [h_{min}, h_{max}] \times \tau_{max} \times \tau_{min} \times \tau_{max} \times h_{min} \times h_{max}, \quad i \in \{1, \ldots, N\},
\]

such that \( p' = (\beta_1', \beta_2', \beta_3', \ldots, \beta_N', \beta_N', \beta_N') \). We further define the mapping \( f : (D_1' \times \cdots \times D_N) \rightarrow (D_1 \times \cdots \times D_N) \) such that \( f(p') = p = (\tau^1, \tau^1, \tau^N, \tau^N, \tau^N, \tau^N, \tau^N, \tau^N) \), for all \( i \in \{1, \ldots, N\} \)

\[
\tau^i = \beta_1, \tau^i = \min(-\beta_2, -\beta_3), \tau^i = \beta_3, \tau^i = -\beta_4.
\]

We associate to the parameter \( p' \) a constraint set \( (C')^N \)

\[
C' = \{ \beta \in R^N_+ \times R^+_N \times R^- : \beta_1 \leq \min(\beta_2, -\beta_3) \}.
\]

Last we define the set \( P_{st} \) by:

\[
P_{st} = \{ p' \in D_1' \times \cdots \times D_N' : (p' \in (C')^N) \land Sched(f(p')) \}.
\]

One can check that the following relation holds:

\[
P_{st} = f(P_0).
\]

We can then show that \( P_{st} \) satisfies the following monotonicity property:

\[
\text{PROPOSITION 1. For all } p_1', p_2' \in D_1' \times \cdots \times D_N', \text{ the following implications hold:}
\]

\[
(p_2' \leq p_1') \land (p_1' \in P_{st}) \implies p_2' \in P_{st}.
\]

\[
(p_2' \leq p_1') \land (p_2' \notin P_{st}) \implies p_1' \notin P_{st}.
\]

\text{PROOF. Let } p_1' = (\beta_1', \beta_2', \beta_3', \ldots, \beta_1', \beta_N', \beta_N', \beta_N') \text{ and } p_2' = (\alpha_1', \alpha_2', \alpha_3', \ldots, \alpha_1', \alpha_N', \alpha_N', \alpha_N') \text{. We assume } p_2' \leq p_1' \text{ and } p_1' \in P_{st} \text{. Then } p_1' \in (C')^N \text{ which implies } \alpha_1' \leq \beta_1' \leq -\beta_2' \leq -\alpha_2', \alpha_1' \leq \beta_1' \leq -\beta_3' \leq -\alpha_2', \text{ and } \alpha_3' \leq \beta_3' \leq -\alpha_3' \text{ for all } i \in \{1, \ldots, N\}. \text{ Thus } p_2' \in (C')^N \text{. We also have } Sched(f(p_1')). \text{ In this case, } p_1 = f(p_1') = (\tau^1, \tau^1, \tau^2', \tau^2', \tau^N, \tau^N, \tau^N) \text{ and } p_2 = f(p_2') = (\tau^1, \tau^1, \tau^2', \tau^2', \tau^N, \tau^N, \tau^N) \text{ satisfy } p \in C^N \text{, } p_2 \in C^N \text{ and for all } i \in \{1, \ldots, N\} \text{,}
\]

\[
\tau^i \leq \tau^i, \tau^i \geq \tau^i, \tau^i \leq \tau^i, \tau^i \geq \tau^i.
\]
Algorithm 1 computes an under-approximation \( P' \) and an over-approximation \( \overline{P'} \) of the set \( P_s' \), by sampling iteratively the parameter space \( D_1' \times \cdots \times D_N' \).

Lines 1 to 8 initialize these approximations by testing both the lower bound \( p_{\text{min}}' = (\tau_{\text{min}}^1, h_{\text{min}}^1, \cdots, \tau_{\text{min}}^N, h_{\text{min}}^N) \) and the upper bound \( p_{\text{max}}' = (\tau_{\text{max}}^1, h_{\text{max}}^1, \cdots, \tau_{\text{max}}^N, h_{\text{max}}^N) \) of the set \( D_1' \times \cdots \times D_N' \). If \( p_{\text{max}}' \not\in P_s' \), then by Theorem 1, \( f(\cap_{1 \leq i \leq n} D_i') \cap P_s = (D_1' \times \cdots \times D_N') \cap P_s = \emptyset \). Note that in that case, no timing-contracts can guarantee the schedulability of \( T \). If \( p_{\text{min}}' \in P_s' \), then \( \{p_{\text{min}}'\} \) is an under-approximation of \( P_s' \).

Lines 9 to 14 describe the main loop of the timing contract synthesis algorithm. At any time of the execution, \( P' \subseteq P_s' \subseteq \overline{P'} \). We pick a sample \( p' \in \overline{P'} \setminus P' \), which is the unexplored parameter region lying in the under-approximation of \( P_s' \), but not in its under-approximation. If \( p' \in P_s' \) (or if \( p' \not\in P_s' \)), then we update the under-approximation \( P' \) (or the over-approximation \( \overline{P'} \)) according to Theorem 1. The algorithm stops when the Hausdorff distance between the \( P' \) and \( \overline{P'} \) becomes smaller than \( \varepsilon \). One crucial issue is that the choice of the sample \( p' \in \overline{P'} \setminus P' \), at line 10, is crucial for the efficiency of the algorithm. In our implementation of the algorithm, we use the selection criteria proposed in [27] which consists in choosing the sample that will produce the fastest decrease of the Hausdorff distance \( d(\overline{P'}, P') \). In [35] an alternative selection criteria based on multiscale grid exploration was proposed.

Finally, it is important to note that Algorithm 1 needs testing if the samples \( p' \in P_s' \), which require checking the condition \( \text{Sched}(f(p')) \). In our implementation, this is done using the method proposed in Section 3, which assures us that the set \( f(\overline{P'}) \) tends to \( P_0 \) as \( \varepsilon \to 0 \), where \( P_0 \) is the set of all solutions \( (\tau^1, h^1, \cdots, \tau^N, h^N) \) such that \( T \) is schedulable under timing contracts \( \Theta = \{\theta(\tau^1, h^1, \cdots, \tau^N, h^N)\} \).

5. ILLUSTRATIVE EXAMPLE

In this section, we verify the stability and the schedulability of two systems sharing a common computational resource under given timing contracts. Then, we show an application of the timing contract synthesis algorithm.

We implemented the scheduling approach presented in Section 3 in UPPAAL-TIGA [6] and Algorithm 1 in Matlab. All reported experiments are realized on a desktop with Intel Core i7 4790 processor of frequency 3.6 GHz and 8 GB RAM.

We consider two systems \( S_1 = (A_1, B_1, K_1) \) and \( S_2 = (A_2, B_2, K_2) \), taken from [9], given by the following matrices:

\[
A_1 = \begin{pmatrix} 0 & 1 \\ 0 & -0.1 \end{pmatrix}, \quad B_1 = \begin{pmatrix} 0 \\ 0.1 \end{pmatrix}, \quad K_1 = \begin{pmatrix} -3.75 & -11.5 \end{pmatrix}.
\]
Furthermore, we set the best and worst case execution times for each task as $c^1_t = 0.12$, $c^1_i = 0.35$, $c^2_t = 0.04$, and $c^2_i = 0.12$.

5.1 Stability verification

Using Algorithm 1 in [2] we could verify that systems $S_1$ and $S_2$ are GUES under timing contracts $	heta(0.1, 0.35, 0.3, 0.85)$ and $	heta(0.2, 0.6, 0.8, 1.15)$ respectively. The computation times required for stability verification are 1.96 seconds and 1.5 seconds, respectively.

5.2 Scheduling

Now, we consider the set of control tasks $\mathcal{T} = \{(c^1_t, c^1_i), (c^2_t, c^2_i)\}$ and the same timing contracts $\Theta = \{\theta(0.1, 0.35, 0.3, 0.85), \theta(0.2, 0.6, 0.8, 1.15)\}$ as in the previous section.

In order to solve the scheduling problem, we associate to $\mathcal{T}$ the timed game automaton TGA as given in Definition 6. Following the approach in Section 3, we solve the safety game on TGA to find a strategy (if it exists) for the triggering of controllable actions that occur at $(t^i_k)_{k \in \mathbb{N}}, (t^h_k)_{k \in \mathbb{N}}$, and $(t^*_{eh})_{i \in \mathbb{N}[1,2]}$ guaranteeing that the set of bad states $\mathcal{B}_u$ of the system, given by (13), is never reached regardless of when uncontrollable actions occurring at $(t^*_{eh})_{i \in \mathbb{N}[1,2]}$ are exactly taken.

Using UPPAAL-TIGA, we successfully prove that $\mathcal{T}$ is schedulable under timing contracts $\Theta$, and thus a scheduling policy was found. The computation time required to solve the game was 1.37 seconds.

Figure 2 shows the timing of events resulting from this scheduling policy. The first and second plots show that the timing contracts $\theta(0.1, 0.35, 0.3, 0.85)$ and $\theta(0.2, 0.6, 0.8, 1.15)$ are respected for both systems $S_1$ and $S_2$ respectively. The third plot shows that only one of the two systems gains access to the shared processor at a time since it appear clearly that

$$A_2 = \begin{pmatrix} 0 & 1 \\ -2 & 0.1 \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad K_2 = \begin{pmatrix} 1 & 0 \end{pmatrix}. \quad (12)$$

is GUES under timing contracts $\theta((c^1_t, c^1_i), (b^1_t, b^1_i), (h^1_t, h^1_i), (\tau^1_t, \tau^1_i), (\tau^2_t, \tau^2_i), (\tau^3_t, \tau^3_i), (\tau^4_t, \tau^4_i))$, for all $i \in \mathbb{N}[1,2]$. The sets $C^1_t$ and $C^2_t$ in the $(\tau^1_t, \tau^1_i)$ plane and $(\tau^2_t, \tau^2_i)$ plane respectively, are shown by Figure 4.

Then, we search for a set $\mathcal{P}^* \subseteq \mathcal{P}_{st}$ such that for all $((c^1_t, c^1_i), (b^1_t, b^1_i), (h^1_t, h^1_i), (\tau^1_t, \tau^1_i), (\tau^2_t, \tau^2_i), (\tau^3_t, \tau^3_i), (\tau^4_t, \tau^4_i)) \in \mathcal{P}^*$, the set of control tasks $\mathcal{T}$ is schedulable under timing contracts $\Theta = \{\theta((c^1_t, c^1_i), (b^1_t, b^1_i), (h^1_t, h^1_i), (\tau^1_t, \tau^1_i), (\tau^2_t, \tau^2_i), (\tau^3_t, \tau^3_i), (\tau^4_t, \tau^4_i))\}$. We set the parameter $\varepsilon = 0.04$, and apply Algorithm 1 to compute the set $\mathcal{P}^*$. The algorithm tested 944 parameter samples and the computation time was 43.4 minutes. A section of the sets $f(\mathcal{P}^*)$ and $\mathcal{P}^*$ in the $(0.1, \tau^1_i, \tau^1_t, \tau^2_i, \tau^2_t, \tau^3_i, \tau^3_t, \tau^4_i, \tau^4_t) = 0.6, 0.6, 1.15, 1.15)$ domain is shown in Figure 5.

6. CONCLUSION

In this work, we proposed useful tools for contract-based design of embedded control systems under the form of a scheduling approach and an algorithm for timing contract synthesis. These tools can be used by control and software engineers to derive requirements that must be met by the real-time implementation of a control law. The validity of our approach has been shown on examples. As future work, it would be interesting to handle the problem of controller synthesis given a timing contract, and to co-synthesize the controller and the timing contracts guaranteeing the schedulability of the latter and the stability of each of the systems.
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Figure 2: Timing of events (sampling, beginning/end of computation, and actuation) for systems $S_1$ (first plot) and $S_2$ (second plot) during the first $3$ seconds; dotted lines represent constraints on actuation instants, while dashed lines represent constraints on sampling instants. In the third plot, the dotted line represents $\text{Com}(S_2, t)$ (less frequent) and the dashed line represents $\text{Com}(S_1, t)$ (more frequent).

Figure 3: Trajectories for systems $S_1$ (left) and $S_2$ (right) using the synthesized scheduling policy.


Figure 4: Timing contract parameters that guarantee stability for each system $S_1$ and $S_2$: $C^*_1$ (top) and $C^*_2$ (bottom).


Figure 5: A 2D section of $f(\mathcal{P}')$ (top) and $\mathcal{P}^*$ (bottom) in the $(0.1, 0.3, 0.6, 0.6, 1.15, 1.15)$ domain.


