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Modeling the Water Bottom Geometry Effect on Peak Time Shifting in LiDAR Bathymetric Waveforms

Anis Boughdaoui, Jean-Stéphane Bailly, Nicolas Baghdadi, and Lydia Abady

Abstract—Bathymetry is usually determined using the positions of the water surface and the water bottom peaks of the green LiDAR waveform. The water bottom peak characteristics are known to be sensitive to the bottom slope, which induces pulse stretching. However, the effects of a more complex bottom geometry within the footprint below semitransparent media are less understood. In this letter, the effects of the water bottom geometry on the shifting of the bottom peaks in the waveforms were modeled. For the sake of simplicity, the bottom geometry is modeled as a 1D sequence of successive contiguous segments with various slopes. The positions of the peaks in waveforms were deduced using a conventional peak detection process on simulated waveforms. The waveforms were simulated using the existing Wa-LIDAR waveforms, which extended in this study to account for a 1D complex bottom geometry. An experimental design using various water depths, bottom slopes, and LiDAR footprint sizes according to the design of satellite sensors was used for the waveform simulation. Power laws that explained the peak time shifting as a function of the footprint size and the water bottom slope were approximated. Peak shifting induces a bias in the bathymetry estimates that is based on a peak detection of up to 92% of the true water depth. This bias may also explain the frequent underestimation of the water depth from bathymetric airborne LiDAR surveys observed in various empirical studies.

Index Terms—Altimetry, laser noise, laser radar, sea floor.

I. INTRODUCTION

FULL-waveform LiDAR is a technology that registers the backscattered laser pulse power over time, i.e., along the laser beam path, as it penetrates successive media. In many environmental applications, the peaks in the waveforms are the basic information used to retrieve useful variables and parameters, such as elevations or media thickness values (e.g., water depth and forest height) [1]. In a remote opaque media, such as bare soil or building materials, it has been demonstrated that the target geometry within the footprint highly modifies the waveforms [2], particularly if the footprint is wide. Numerous analytical equations relating the waveform properties to the slope within the footprint exist in the literature [2], [3]. The main known impact of laser target geometry, i.e., the incidence angle, is the effect of pulse stretching. In bathymetric LiDAR, because of the semitransparent nature of the medium (water) that is penetrated by the laser beam before reaching the bottom, the physics differs from those of topographic LiDAR. However, the effects of the water bottom geometry on the waveforms also show a stretching effect [3], [4]. Some analytical formulations were proposed to explain pulse stretching as a function of the target slope [4]–[6]. Empirical studies on the accuracy of LiDAR airborne bathymetry [7], [8] often report observed biases, i.e., a systematic underestimation of the bathymetry estimates. However, explanations on the physical causes of these biases are few and vary among studies, most likely because of the lack of highly detailed reference data on the target properties at the airborne footprint scale that can help researchers better understand these causes.

Assuming a Gaussian spatial distribution of laser pulse energy within the laser beam solid angle (beam profile) [9], we hypothesize that this underestimation originates from the bottom peak position in waveforms that may be highly disturbed due to the water bottom geometry. In this letter, we aimed at qualitatively and quantitatively testing this hypothesis using an existing bathymetric LiDAR waveform simulator.

For that purpose, a specific 1D water bottom geometry model was included in the Wa-LIDAR simulator for this study. An intensive experimental design was used to analyze and assess the bottom geometry effects on the bathymetry’s accuracy. This analysis was performed according to the wide LiDAR footprints that are expected in future LiDAR bathymetric satellite sensors.

This letter first presents the methods, including 1) the approach used to model the water bottom geometry within a given footprint and 2) the detailed protocol with which the Wa-LIDAR simulator was used to account for the water bottom geometry. Furthermore, a qualitative analysis of the simulated waveform under controlled conditions was conducted. Finally, we modeled the relationships between the time shifting of the waveform peaks and the bottom slope, the water depth, and the footprint size for a steepened segment geometry.

II. METHODS

The bathymetry of coastal waters, i.e., the water depth, is a key parameter for hydrodynamics engineering, navigation, and aquatic environments. Its value to areal supports, such as the LiDAR footprint, can be directly deduced from the water bottom geometry within this support if the water surface is flat. To further investigate the link between the water bottom geometry and the accuracy of bathymetry estimates from LiDAR waveforms, we first proposed a simplified 1D geometric model of the water bottom. Indeed, we assumed that the 1D bottom geometry model, despite being a simplification, is appropriate for demonstrating the impact of the bottom geometry on water depth estimation. We then demonstrated
how to use an existing bathymetric waveform simulator using this modeled geometry. Finally, we presented an experimental design for waveform simulation to investigate the water bottom geometry effect on the peak time shifting in LiDAR waveforms. However, to highlight only the effect of the bottom geometry, additional sources of perturbations in actual data from LiDAR systems were neglected in the simulation, including the beam wander, scintillation, and shape distortion of emitted pulses and capillary wave effects.

A. Linking Bathymetry to the Water Bottom Geometry Properties at the Footprint Scale

For a given LiDAR footprint of diameter \(F_p\), we modeled the water bottom geometry as a 1D series of \(n - 1\) contiguous segments that are denoted \(S_i\) for \(i \in (1, \ldots, n - 1)\) having \(n\) endpoints denoted \(Z_j\) with \(j \in (1, \ldots, n)\). Each segment \(S_i\) is defined by its length \(L_i\), which corresponds to its projection on the abscissa axis and a slope angle \(\theta_i\) with respect to this same abscissa axis (see Fig. 1). The water depths at the endpoints of segment \(S_i\) are denoted \(Z_i\) and \(Z_{i+1}\).

\[
\vec{Z}_i \text{ corresponds to the mean water depth of each segment } S_i, \text{ and } \vec{Z} \text{ is the bathymetry at the footprint scale, i.e., the mean water depth throughout the LiDAR footprint. Knowing } Z_i \text{ and the segment parameter pairs } (\theta_i, L_i) \text{ allows for the calculation of the mean water depth, i.e., bathymetry } \vec{Z}, \text{ as illustrated below.}
\]

First, using a descending Cartesian Z-axis and the properties of geometric series, the water depth of endpoint \(Z_j\) of segment \(S_i\) is

\[
\forall j \in (2, \ldots, n) \quad Z_j = Z_1 + \sum_{k=1}^{j-1} L_k \cdot \tan(\theta_k). \tag{1}
\]

By definition, the mean water depth \(\vec{Z}_i\) of segment \(S_i\) is thus

\[
\forall i \in (2, \ldots, n - 1) \quad \vec{Z}_i = \frac{Z_i + Z_{i+1}}{2}. \tag{2}
\]

Substituting \(Z_i\) and \(Z_{i+1}\) from (1) into (2), we obtain

\[
\vec{Z}_i = Z_1 + \sum_{k=1}^{i-1} \frac{L_k \cdot \tan(\theta_k) + L_{i-k} \cdot \tan(\theta_{i-k})}{2} \tag{3}
\]

Extending this computation for each \(i \in (2, \ldots, n - 1)\) gives

\[
\vec{Z}_i = Z_1 + \sum_{k=1}^{i-1} L_k \cdot \tan(\theta_k) + \frac{L_i}{2} \cdot \tan(\theta_i) \tag{4}
\]

where \(\vec{Z}_1 = Z_1 + L_1 \cdot \tan(\theta_1)\).

Thus, the mean water depth \(\vec{Z}\) of a given LiDAR footprint can be defined as the weighted average of all mean water depths \(\vec{Z}_i\) of segment \(S_i\), i.e.,

\[
\vec{Z} = \frac{1}{L} \sum_{i=1}^{n-1} L_i \cdot \vec{Z}_i \text{ with } L = \sum_{i=1}^{n-1} L_i. \tag{5}
\]

If we substitute \(\vec{Z}_i\) from (4) into (5), the bathymetry \(\vec{Z}\) could be written as

\[
\vec{Z} = Z_1 + \frac{1}{L} \sum_{i=1}^{n-1} \left( \frac{L_i^2}{2} \tan(\theta_i) + \sum_{k=1}^{i-1} L_i \cdot \frac{L_k \cdot \tan(\theta_k)}{2} \right). \tag{6}
\]

Using the proposed water bottom geometric model and knowing the bathymetry at footprint size \(\vec{Z}\), all segment pairs \((\theta_i, L_i)\), \(Z_i\) and any segment endpoint \(Z_i\) or segment mean water depth \(\vec{Z}_i\) can be computed. It is also possible to compute the water depth for any position \(x\) along the \(X\) abscissa axis.

B. Waveform Simulation

To simulate LiDAR waveforms using a modeled water bottom geometry, we assume that the mean water depth \(\vec{Z}\), the angles \((\theta_i)_{i \in (1, \ldots, n-1)}\), and the length of each segment \((L_i)_{i \in (1, \ldots, n-1)}\) are given. Because the water bottom is a finite continuous medium and an analytical model of a waveform cannot be simply defined with this bottom geometry, we chose to develop a discretization approach.

In this approach, the series of segments describing the water bottom geometry is spatially sampled along the \(X\)-axis into \(m\) samples \((x_1, \ldots, x_m)\) with the spatial lag \(\Delta_x\). At a given sample \(x_f\) along the \(X\)-axis with a water depth of \(Z_f\), a waveform denoted \(P_{bf}(t)\) with a footprint diameter of \(F_p\) and a null slope angle is simulated using the Wa-LIDAR simulator [10], where the water bottom is assumed to be a Lambertian reflector [11]. We assumed that illuminating a nonflat bottom can be approached by illuminating a staircise function with the \(\Delta_x\) spatial lag, i.e., a mix of flat bottoms of the same size \(F_p\) but with different water depths \(Z_f\) for \(f \in (1, \ldots, m)\). In this approach, the slope of the water bottom at the \(\Delta_x\) scale is neglected.

Consequently, the resulting simulated waveform at the footprint scale, considering the complex water bottom geometry, is computed by averaging the waveforms \(P_{bf}(t)\) and accounting for the Gaussian beam profile, i.e.,

\[
P_b(t) = \sum_{f=1}^{m} w_f \cdot P_{bf}(t) \tag{7}
\]

where \(w_f\) is the weight corresponding to a Gaussian beam profile, i.e.,

\[
w_f = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( \frac{(x_f - 0.5F_p)^2}{2\sigma^2} \right) \tag{8}
\]

with \(\sigma = F_p/\sqrt{6} \approx 99.7\%\).

In practice, the waveform simulator 1 identifies the starting sample of the discretization; 2 defines the next \(m\), i.e., the number of required samples, which depends on \(\Delta_x\) and \(F_p\); 3 calculates the depth for each sample position \(f\); 4 simulates and stores the \(P_{bf}(t)\) waveform of a flat bottom at depth \(Z_f\);
and 5) simulates the average waveform from the discretization process.
To avoid discretization disturbance in the simulations and based on the Nyquist–Shannon sampling theorem, sampling interval \( \Delta x \) must be smaller than half of the time sampling resolution in the LiDAR digitizer, i.e.,
\[
\Delta x \leq \frac{1}{2} c_w T_p \tag{9}
\]
where \( c_w = 225563 \text{ km.s}^{-1} \) is the speed of light in water, and \( T_p \) is the LiDAR time sampling lag corresponding to the inverse of the digitizing rate (typically of 1 GHz). Here, \( \Delta x = 0.1125 \text{ m} \) was used.

C. Waveform Peak Detection

Many heuristics exist to retrieve the bathymetry \( \tilde{Z} \) from a LiDAR waveform. A basic approach is to identify the surface and bottom positions in the waveforms using a multi-Gaussian fitting of the peaks. This is an effective approach in the case of an actual signal with noise. In the waveform simulation process, we chose to turn off the noise addition because the objective of this study was not to test an inversion method but only to analyze the effect of the bottom geometry on the accuracy of the bathymetry estimates. We thus chose to use a simple waveform peak detection method instead of a multi-Gaussian fitting. This method assumes that a peak is the highest point between valleys, i.e., a local maximum; thus, the algorithm used searches for local maxima.

The first peak is usually assumed to be the water surface position, and the latest peak is assumed to be the bottom position. The bathymetry can thus be deduced simply by transforming the time difference into distance.

D. Experimental Design

LiDAR waveform simulations were performed using the configuration of a satellite LiDAR sensor illuminating a semi-transparent coastal water. In the simulations, the usual green Nd:Yag laser wavelength (532 nm) was used, as has been used in many Airborne LiDARs [12]. This wavelength is used to obtain a tradeoff between the attenuation of the bottom return due to water absorption and scattering by particles in the water.

The sensor parameters were fixed and chosen to agree with the configurations studied by the EADS-Astrium company (European Aeronautical Defence and Space Company) [13], particularly regarding laser energy. Because the limit of exposure to laser radiation (LLR) is \( 5.10^{-3} \text{J/m}^2 \) for wavelengths between 400 and 700 nm (including the green laser with a 532-nm wavelength) [14], [15], the maximum allowed energy \( E_0 \) (J) by the LiDAR that meets the standards of ocular safety is defined as
\[
E_0 \leq \frac{\pi F_p^2 L_{LLR}}{4T_{\text{atm}} M_{\text{scint}} M_{\text{gauss}} G^2} \tag{10}\]
where \( T_{\text{atm}} = 0.5 \) is the atmospheric transmittance; \( M_{\text{scint}} = 2 \) is the margin for atmospheric scintillation; \( M_{\text{gauss}} = 4.6 \) is the margin for Gaussian beam (factor overload in the center of a Gaussian); \( G = 13.34 \) is the binocular magnification used by the observer in the ground; \( F_p \) is the LiDAR footprint size, which is linked to the sensor elevation (meters) and the LiDAR divergence angle (rad) through the following equation:
\[
F_p = H \tan(\gamma) \tag{11}\]
From (9) and (10), the values of \( E_0 \) and \( \gamma \) can be calculated because all other parameters are fixed.

Based on a previous review [13], the water parameter values were fixed and chosen to be representative of clear coastal waters with reflective bottoms [13], [16], [17]. The chosen sensor and water parameters are all listed in Tables I and II.

Waveform simulations were performed for the following mean water depths \( \bar{Z} \) at the footprint scale: 2, 5, 8, and 12 m. Five different footprint sizes \( F_p \) were also used: 5, 10, 20, 30, and 40 m. The slope segment angle was varied between 0° and 50°, with a step size of 1°. The waveforms resulting from these different configurations were used to quantify and model the effect of the bottom geometry on the bathymetry estimates. For the sake of simplicity, a geometry with a single steep segment was used.

III. Results and Discussion

A. Qualitative Analysis of the Simulated Waveforms

To highlight the influence of the bottom geometry on the shape of the LiDAR waveforms, Fig. 2 shows five waveforms using different configurations of slope angles of three successive segments of equal length that describe the geometry of the water bottom. For all waveforms, a mean water depth \( \bar{Z} \) (bathymetry) of 2 m and a LiDAR footprint \( F_p \) of 5 m were used.

Fig. 2 shows that the bottom peaks for complex water bottom geometries can be shifted to the left or right of the bottom peak of the flat-bottom configuration (0° /0° /0°). This finding signifies that a complex bottom geometry can produce bottom peaks.

### Table I
**Water Parameters Used. Bottom Parameters are in Bold**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface slope ( S_s ) (°)</td>
<td>0.00019</td>
</tr>
<tr>
<td>Specular bidirectional reflectance ( K_s )</td>
<td>0.84</td>
</tr>
<tr>
<td>rms of facet slope (roughness) m</td>
<td>0.23</td>
</tr>
<tr>
<td>Concentration of phytoplankton ( C_{ph} ) (mg.m(^{-3}))</td>
<td>0.5</td>
</tr>
<tr>
<td>Concentration of yellow substances ( a_y ) (m(^{-1}))</td>
<td>0.01</td>
</tr>
<tr>
<td>Concentration of sediment Sting ( 1^{-1} )</td>
<td>2</td>
</tr>
<tr>
<td>Bottom albedo ( R_b ) (°)</td>
<td>0.17</td>
</tr>
<tr>
<td>Bottom slope ( S_b ) (°)</td>
<td>[0 - 45]</td>
</tr>
</tbody>
</table>

### Table II
**Specification of Sensor Parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength ( \lambda ) (nm)</td>
<td>532</td>
</tr>
<tr>
<td>Receiver area ( A_R ) (m(^2))</td>
<td>0.63</td>
</tr>
<tr>
<td>Emitted optical efficiency ( \eta_e )</td>
<td>0.8</td>
</tr>
<tr>
<td>Receiver optical efficiency ( \eta_r )</td>
<td>0.5</td>
</tr>
<tr>
<td>Altitude ( H ) (km)</td>
<td>500</td>
</tr>
<tr>
<td>Incidence angle ( \theta ) (rad)</td>
<td>0</td>
</tr>
<tr>
<td>Loss factor due to F.O.V ( F )</td>
<td>11</td>
</tr>
<tr>
<td>Field of view F.O.V (mrad)</td>
<td>0.09</td>
</tr>
<tr>
<td>Electrical bandwidth ( B ) (Hz)</td>
<td>5.10(^8)</td>
</tr>
<tr>
<td>Full width at half maximum ( T_b ) (ns)</td>
<td>3.5</td>
</tr>
<tr>
<td>Excess noise ( G )</td>
<td>3</td>
</tr>
<tr>
<td>Responsivity (A/W)</td>
<td>0.25</td>
</tr>
<tr>
<td>Pulse duration ( T_p ) (ns)</td>
<td>1</td>
</tr>
<tr>
<td>Filter’s bandwidth ( \Delta B ) (nm)</td>
<td>1</td>
</tr>
<tr>
<td>Dark current ( I_d ) (nA)</td>
<td>0.1</td>
</tr>
</tbody>
</table>
that can induce an over- or underestimation of the water depths. For instance, the bottom geometry configuration (0°/30°') depicted in dark gray produces a waveform that contains one peak for the water surface and two peaks for the water bottom contribution, with a last bottom peak located at a water depth of 2.47 m. The other cases show stretched peaks after the water surface peak with a delay from the true bottom position in the waveform abscissae axis ranging from approximately -7 to 4.2 ns, corresponding to a deviation of about -0.79 to 0.47 m in the water depth estimation. These schematic examples confirm that it is not accurate to estimate the water depth only from the latest peak position if the water bottom geometry is complex.

B. Quantitative Peak Shifting Analysis

From the previous examples, we chose to analyze in detail the effect of the bottom geometry on the peak time shifting using only one segment with a bottom slope $\theta$ and the experimental design of water depths and footprint sizes $F_p$ described in the previous section. Fig. 3 shows the resulting waveforms for $F_p$ equal to 5 m, $\bar{Z}$ equal to 2 m, and $\theta$ ranging from 0° to 30° with a step size of 5°.

First, the water bottom peak approaches the water surface peak when the water bottom slope increases. This shifting of the bottom peak may result in an underestimation of the water depth. For example, for a footprint of 5 m and $\bar{Z} = 2$ m, the water depth is underestimated by 0.089 m at a slope of 10° and by 1.213 m at a slope of 30°. It is apparent that the return pulse broadening is also observed. In fact, the bottom peak tends to expand with a lower amplitude when the bottom slope increases. This stretching effect may also participate in bottom peak time shifting.

This bottom peak shift is explained by the strongest contribution to the waveform coming from the shallowest part of the bottom section due to the semitransparency of water. In fact, the bottom peaks resulting from the shallowest samples have higher amplitudes due to lower attenuation. The stretching of the bottom peak when the water bottom slope increases is due to the discretized convolution between the emitted pulse and either a decrease or increase in the bottom depth when the slope is not zero [7].

The bottom peak time shifting in the waveform leads to a bias in the estimation of bathymetry. An analysis of this bias according to the water bottom slope angle revealed a power function relationship. Fig. 4 illustrates the error in the bathymetry estimates for two different LiDAR footprints with a steep water bottom: small footprint $F_p = 5$ m and large footprint $F_p = 40$ m.

Fig. 4 shows that for a mean water depth of 2 m and a LiDAR footprint $F_p$ of 5 m, the highest investigated bottom slope $\theta$ is 32°. Higher slope angles make the segment modeling the water bottom go out of the water. For a footprint $F_p$ of 40 m and a mean water depth of 2 m, the highest investigated bottom slope $\theta$ is 4° (see Fig. 4).

Fig. 4 also demonstrates that the underestimation of the mean water depth highly depends on both the LiDAR footprint $F_p$ and the bottom slope $\theta$ but only slightly depends on the mean water depths for the four tested depths $\bar{Z} = (2, 5, 8, 12)$ m. We can model this underestimation with a generalized power law for given $F_p$ and $\bar{Z}$ values, i.e.,

$$\Delta \bar{Z} = a|\theta|^b.$$  \hspace{1cm} (12)

For each $F_p$ and $\bar{Z}$, Table III shows the value of the $(a, b)$ coefficients that were estimated from a nonlinear fitting process of the power law [see (11)], which yielded high $R^2$ values (close to 99.6%). As shown in Table III, the values of $a$ increase as $F_p$ increases, whereas the values of $b$ decrease toward 1 as $F_p$ increases. In addition, coefficient $a$ varies with the mean water depth only for high $F_p$ (a slight increase is observed). For low $F_p$ values, coefficient $a$ appears to be independent of the mean water depth.

We then performed multiple linear regressions between the $a$ or $b$ coefficients of (11) and parameters $F_p$ and $\bar{Z}$, i.e.,

$$a = a_1 F_p + a_2 \bar{Z} + \gamma_1,$$

$$b = a_3 F_p + a_4 \bar{Z} + \gamma_2.$$  \hspace{1cm} (13)
The underestimation of the mean water depth described in (11) can then be written as

\[
\Delta Z = (\alpha_1 F_p + \beta_1 \tilde{Z} + \gamma_1)g(\alpha_2 F_p + \beta_2 \tilde{Z} + \gamma_2^2) \quad (14)
\]

where \(\alpha_1 = 0.0044, \beta_1 = 0.0001, \gamma_1 = -0.0043, \alpha_2 = 0.0001, \beta_2 = -0.0002, \gamma_2 = 1.2399, \) and \(R^2 = 99.6\%\).

It is apparent that this final formulation is only valid for the sensor and water configurations explored, with the exception of a footprint size \(F_p\) related to the height of the sensor and a simple bottom geometry corresponding to a steep plane. It is also only valid for the Gaussian beam profile. If the footprint is pixelated, i.e., divided into subfootprints with smaller \(F_p\), the biases originating from the water bottom geometry are reduced accordingly. Finally, the formulation that we proposed must be considered a particular situation of these bathymetry biases that is available for clear waters and highly reflective bottoms. In the event of more turbid waters and less reflective bottoms, the biases may be higher. However, the bottom geometry effect is a source of bathymetry bias. Other sources of bias exist due to laser pointing noise [18], Gaussian emitted pulse shape deformation [1], and wave slope variability at the surface [17].

IV. CONCLUSION

The information required to retrieve the bathymetry from a green LiDAR waveform is the detection of the positions of the surface and bottom peaks in the waveform. The bottom peak (position and intensity) is dependent on the water bottom morphology, i.e., geometry, within the footprint. A 1D model assimilating the bottom geometry to a series of segments of varying length and slope was developed and integrated into the existing Wa-LID code to simulate bathymetric LiDAR waveforms for any water footprint size and water depth. The effect of the water bottom slope on the water depth estimates was analyzed using water bottom configurations with only one steep segment.

The results show a significant decrease in the delay in the waveform between the water surface and the bottom peaks when the water bottom slope increases. This decreasing delay is due to a shift in the bottom contribution due to a higher contribution of the laser backscattered energy from the top of the bottom slopes within the footprint. If the positions of the peaks in the waveform are used to retrieve bathymetry, this shift leads to a systematic underestimation, i.e., a bias in the bathymetry measurement, which depends mainly on the LiDAR footprint, the water bottom slope, and slightly on the water depth. This underestimation of the water depth obviously increases with an increase in the LiDAR footprint and bottom slope. For a mean water depth of 2 m and \(F_p = 5\) m, the bathymetry underestimation is approximately 0.2325 m for \(\theta = 4^\circ\) and 0.651 m for \(\theta = 20^\circ\). For the same water depth and \(F_p = 40\) m, the underestimation is approximately 1.10 m for \(\theta = 4^\circ\). The bias of the water depth estimates was further modeled as a generalized power law of the LiDAR footprint size, bottom slope, and water depth.

These results show that the bathymetry from the LiDAR waveform for a rough water bottom at the footprint scale should not be based only on the peaks in the waveform. These conclusions are valid when any laser beam penetrates semitransparent media before reaching the bottom and could be applicable for other laser wavelengths in other contexts. However, more formulations for other complex water bottom geometries with more contiguous segments or facets within the footprint should also be investigated in future works.
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