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ABSTRACT

This paper addresses the problem of blind deconvolution of

medical ultrasound (US) images. Specifically, a parametric

model for the point spread function (PSF) established experi-

mentally is used, i.e., the US PSF can be modeled by a Gaus-

sian function modulated by a sinusoidal function. Given this

parametric model, the estimation of the PSF in a blind de-

convolution problem can be reduced to the estimation of its

parameters. Moreover, due to the ill-posedness of blind de-

convolution problem, an ℓp-norm (0 < p ! 2) regularization

term (including the widely considered ℓ1-norm, ℓ2-norm reg-

ularization terms) for the ultrasound tissue reflectivity func-

tion (TRF) is employed, based on the assumption of gener-

alized Gaussian distributed US images. An alternating opti-

mization approach is proposed for the estimations of the US

PSF and TRF. The behavior of the proposed algorithm is il-

lustrated using simulated and in vivo US data.

Index Terms— Ultrasound imaging, blind deconvolu-

tion, block circulant matrix, optimization, variable metric

forward backward splitting, proximal alternating linearized

minimization.

1. INTRODUCTION

Medical ultrasound (US) imaging is widely used for clinical

diagnosis such as cardiovascular medicine, urology and ob-

stetrics. Compared to other medical imaging modalities, e.g.,

X-ray computed tomography (CT) and magnetic resonance

imaging (MRI), US imaging has many advantages, including

its harmless, cost-effective, portable and noninvasive proper-

ties. However, US images suffer from a relatively low con-

trast, reduced spatial resolution at a given frequency and low

signal-to-noise ratio (SNR). Even though advances in ultra-

sonic device-based solutions have improved the resolution of

Part of this work has been supported by the Chinese Scholarship Council

and the thematic trimester on image processing of the CIMI Labex, Toulouse,

France, under grant ANR-11-LABX-0040-CIMI within the program ANR-

11-IDEX-0002-02.

US images during the last decades, e.g., [1,2], post-processing

techniques enhancing US image resolution are still appealing.

In this paper, we explore a blind deconvolution method

aiming at improving the quality of US images. The linear

model used for US image blind deconvolution can be defined

using the following matrix-vector formulation

y = Hx+ n (1)

where y and x are vectors of R
N×1 obtained after lexico-

graphical order of the ultrasound radio-frequency (RF) im-

age/observation and tissue reflectiviy function (TRF)/image

to be estimated respectively, n is an additive white Gaussian

noise (AWGN) and H ∈ R
N×N is the system impulse re-

sponse/point spread function (PSF) assumed to be a circulant

matrix [3, 4]. In US imaging systems, the PSF is usually un-

known. Existing methods to address this problem include ei-

ther the estimation of the PSF in a pre-processing step [3,5] or

the estimation of the PSF and the TRF simultaneously [6, 7].

In this paper, we follow the second strategy to estimate the

US TRF and PSF jointly. In particular, a parametric model

for the PSF of the form of a modulated 2D Gaussian function

is proposed. This parametric model allows us to reduce the

estimation of the PSF during the blind deconvolution process

to the estimation of a few parameters of the PSF model. In

addition, a generalized Gaussian distribution is proposed for

the US TRF [3]. It includes the widely used ℓ1-norm and ℓ2-

norm regularizers in US image deconvolution literature, see

e.g. [8, 9].

This paper is organized as follows. Section 2 introduces

the proposed parametric model for the PSF and the formu-

lated problem for US image blind deconvolution. The pro-

posed alternating method is presented in Section 3. Section

4 displays the simulation results and conclusions are reported

in Section 5.



2. PROBLEM STATEMENT

2.1. PSF parametric model

We propose the following parametric model for the PSF of an

US imaging system

hp(i, j) ≡ e(i, j) cos[ω0ta(i) + φ] (2)

with

e(i, j) = t3a (i) exp[−αt2a (i)] exp[−βt2l (j)] (3)

where the parametric model of PSF “hp” and its envelope “e”

belong to R
q×r, the integers i ∈ {1, · · · , q}, j ∈ {1, · · · , r}

denote the location of the PSF pixels, ω0 = 2πf0 is the angu-

lar central frequency of the transducer, φ is the phase of the

system PSF, the variables α, β determine the envelope shape

of the PSF, the vectors ta and tl are the temporal axes along

the axial and lateral directions, which related to the PSF band

widths. Thus, the vectors ta ∈ R
q×1 and tl ∈ R

1×r determine

the size of the PSF. Note that a similar model was considered

in [6], where a Gaussian function modulated by a sinusoidal

function has been shown to fit well the US PSFs.

With the a priori knowledge of the temporal axes or the

size of the PSF 1, there are three parameters φ, α, β to be esti-

mated to completely determine the US PSF. The assumptions

on the unknown PSF parameters considered herein are de-

tailed hereafter.

• α and β: We denote θ = {α, β}. In this paper, we

mainly focus on the estimation of the envelope shape

parameters θ. Moreover, since the estimation of the

two envelope shape parameters is ill-posed, we propose

to constrain them as follows

ρ(α) = ıCα
(4)

̺(β) = ıCβ
(5)

where ρ(α) and ̺(β) are two indicator functions on sets

Cα = {α ∈ [αmin, αmax]} and Cβ = {β ∈ [βmin, βmax]}.

The definition of an indicator function is given by

ıC(x) =

{

0 x ∈ C

+∞ x /∈ C
(6)

• φ: In this paper, we estimate the phase term previously

using the cepstrum-based method that exploits the min-

imum phase assumption of US systems [10]. However,

we emphasis that it is possible to pass by the estima-

tion of φ by dealing with complex demodulated signals

following [6].

1The values of q and r or the size of the PSF are commonly assumed to

be known in advance in the problem of US image deconvolution. Moreover,

since the size of the PSF is usually much smaller compared with the image

size (i.e., q ≪ m, r ≪ n), zero padding of the PSF is necessary for the

convolution computation. Without loss of generality, all the PSFs mentioned

in this paper have been zero padded for the convolution computation.

2.2. Problem formulation

Taking into account the parametric model for the PSF, we for-

mulate the US image blind deconvolution problem as follow-

ing

minx,θ Ψ(x,h) + τϕ(x) + ρ(α) + ̺(β)

subject to h = hp. (7)

where Ψ(x,h) is the data fidelity term, ϕ(x) is the regular-

ization term for the TRF and τ is the corresponding regular-

ization parameter which weights the importance between the

data fidelity term and the regularization term. Under the as-

sumption of additive white Gaussian noise (AWGN), we have

Ψ(x,h) =
1

2
‖y −Hx‖2. (8)

Given a generalized Gaussian distribution as the prior infor-

mation of US TRF [11, 12], we have

ϕ(x) = ‖x‖pp. (9)

3. PROPOSED METHOD

In order to solve the problem (7), we propose an alternat-

ing minimization approach following the block-coordinate

descent (BCD) framework [13]. Algorithm 1 outlines the

proposed approach.

Algorithm 1: Alternating optimization algorithm

Input: Observation y, Initial estimation h0, τ ,

Parameters of PSF model α0, β0.

Repeat

// Update x with a known PSF

1 x̂ ∈ argminx Ψ(x,h) + τϕ(x);
// Update h by estimating α, β with a

known TRF

2 α̂, β̂ ∈ argminα,β Ψ(x,h) + ρ(α) + ̺(β);

3 ĥ = hp(α̂, β̂);

Output: x̂, ĥ

We note that the steps ♯ 1 and ♯ 2 can be solved using a

proximal algorithm. More related details about this algorithm

can be found in [13, 14].

4. SIMULATION RESULTS

In order to study the performance of the proposed algorithm,

experiments have been conducted on simulated and in vivo

ultrasound images. Moreover, a comparison with a non-blind

deconvolution algorithm, where the PSF is estimated in a pre-

processing step using the cepstrum-based algorithm [10, 15]



has been conducted. For simulated US images, the perfor-

mance of the algorithms is evaluated through the normalized

root mean square error (NRMSE). The ground truth for the

ultrasound TRF and PSF are not available for real US images.

Therefore, the visually inspection has been used to evaluate

the performance of TRF estimation for real images.

4.1. Simulated US images

Simulated ultrasound TRF of size 275 × 75 has been gener-

ated according to generalized Gaussian distribution, as shown

in Fig. 1(b). The pixels in the different regions are distributed

according to GGDs with different parameters: p = 1.2 for

the bright region, p = 1.8 for the darker region surrounded

by the bright zone and p = 0.6 for the background. More de-

tails about this way of TRF generation can be found in [3].

The observed image shown in Fig. 1(a) has been blurred

by a simulated PSF (displayed in Fig. 1(d)) that was gen-

erated following the model (2) and contaminated by an ad-

ditive white Gaussian noise with blurred signal-to-noise ratio

(BSNR) equal to 30 dB. The parameters of the model (2) are

fixed at α = 4.8, β = 10 and φ = 3.2. Figs. 1(f), 1(h)

display the estimated PSFs using the cepstrum-based method

and the proposed method. Figs. 1(c), 1(e) and 1(g) show the

restored ultrasound TRFs using the true PSF, the estimated

PSFs obtained with the cepstrum-based method [10] and the

proposed method respectively. The prior used for the TRF is

an ℓp-norm regularization (p = 1) for all experiments related

to simulated images. The TRFs estimated using the true PSF

and the proposed method are visually very similar. The PSF

obtained with the proposed method is also closer to the true

PSF than the one obtained by the cepstrum-based method.

The quantitative results displayed in Table 1 confirm the vi-

sual impression in terms of NRMSE. Thus, for the simulated

US images, the proposed blind deconvolution algorithm pro-

vides better performance than the non-blind deconvolution al-

gorithm using a PSF estimated with cepstrum-based method

both visually and quantitatively.

Table 1. Blind deconvolution performance of simulated US

images.

NRMSE

Method Prior x h

Non blind with (d) ℓ1 0.97 0

Non blind with (f) ℓ1 1.44 1.70

Proposed ℓ1 1.09 0.04

4.2. Experimental images

The proposed blind deconvolution algorithm has also been

tested on real US images. In this case, an ℓp-norm with p =
1.5 has been employed to regularize the TRF estimation. In

this experiment, an ultrasound image representing a mouse

(a) Observation (b) Truth TRF
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Fig. 1. Simulated US images.

kidney has been acquired with a 25 MHz central frequency

US probe, as shown in Fig. 2(a). The restored ultrasound

TRFs shown in Figs. 2(b), 2(c) are obtained with the non-

blind (cepstrum-based method) and the proposed algorithm.

The estimated TRFs in Figs. 2(b), 2(c) have better defined

boundaries than the observed image in Fig. 2(a). Moreover,

the estimated TRF with the proposed algorithm provides com-

petitive performance in terms of visual impression compared

with the non-blind deconvolution algorithm.

5. CONCLUSION

This paper studied a new blind deconvolution algorithm for

ultrasound images based on a parametric model of the PSF.

By exploring an alternating optimization algorithm, we were

able to calculate the maximum a posteriori estimations of



(a) Observation

(b) Cepstrum (ℓ1.5) (c) Proposed (ℓ1.5)

Fig. 2. Real US images.

the ultrasound tissue reflectivity function and the system PSF

simultaneously. Due to the parametric model of the PSF,

instead of estimating all the PSF pixels, only a few param-

eters need to be estimated. This reduces the computational

load and estimation complexity. Future work will be de-

voted to extend the proposed approach to complex envelope

data/demodulated signals and to conduct more experiments

on real ultrasound images.
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