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A PRIORI LIPSCHITZ ESTIMATES FOR SOLUTIONS OF LOCAL 
AND NONLOCAL HAMILTON-JACOBI EQUATIONS WITH 
ORNSTEIN-UHLENBECK OPERATOR

EMMANUEL CHASSEIGNE, OLIVIER LEY & THI TUYEN NGUYEN

ABSTRACT. We establish a priori Lipschitz estimates for unbounded solutions of second-order Hamilton-Jacobi equations in \( \mathbb{R}^N \) in presence of an Ornstein-Uhlenbeck drift. We generalize the results obtained by Fujita, Ishii & Loreti (2006) in several directions. The first one is to consider more general operators. We first replace the Laplacian by a general diffusion matrix and then consider a nonlocal integro-differential operator of fractional Laplacian type. The second kind of extension is to deal with more general Hamiltonians which are merely sublinear. These results are obtained for both degenerate and nondegenerate equations.

1. INTRODUCTION

We are concerned with a priori Lipschitz estimates for continuous unbounded viscosity solutions of the Hamilton-Jacobi equations

\[
\begin{align*}
\lambda u^\lambda - F(x, [u^\lambda]) + \langle b, Du^\lambda \rangle + H(x, Du^\lambda) &= f(x), \quad x \in \mathbb{R}^N, \ \lambda > 0, \quad \text{(1)} \\
\frac{\partial u}{\partial t} - F(x, [u]) + \langle b(x), Du \rangle + H(x, Du) &= f(x) \quad (x, t) \in \mathbb{R}^N \times (0, \infty), \\
\end{align*}
\]

and

\[
\begin{cases}
\frac{\partial u}{\partial t} - F(x, [u]) + \langle b(x), Du \rangle + H(x, Du) = f(x) \\
u(\cdot, 0) = u_0(\cdot)
\end{cases} \quad \text{in } \mathbb{R}^N, \quad \text{(2)}
\]

where \( b \) is an Ornstein-Uhlenbeck drift, i.e., there exists \( \alpha > 0 \) (the strength of the Ornstein-Uhlenbeck term) such that

\[
\langle b(x) - b(y), x - y \rangle \geq \alpha |x - y|^2, \quad x, y \in \mathbb{R}^N, \quad \text{(3)}
\]

the Hamiltonian \( H \) is continuous and sublinear, i.e., there exists \( C_H > 0 \) such that

\[
|H(x, p)| \leq C_H (1 + |p|), \quad x, p \in \mathbb{R}^N, \quad \text{(4)}
\]

and the operator \( F \) can be either local

\[
F(x, [u]) = \text{tr}(A(x)D^2u) \quad \text{(classical diffusion)}
\]

where \( A \) is a nonnegative symmetric matrix, or nonlocal

\[
F(x, [u]) = \int_{\mathbb{R}^N} \{u(x + z) - u(x) - \langle Du(x), z \rangle \mathbb{1}_H(z)\} \nu(dz) \quad \text{(integro-differential)}.
\]
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More precise assumptions will be given below. In particular, the growth of the data and the solutions is a crucial point when considering such equations stated in the whole space $\mathbb{R}^N$. It is why the expected Lipschitz bounds for the solutions of (1), (2) are

\[
|u^\lambda(x) - u^\lambda(y)|, |u(x, t) - u(y, t)| \leq C(\phi_\mu(x) + \phi_\mu(y))|x - y|, \quad x, y \in \mathbb{R}^N, \tag{7}
\]

providing that the data $f$ and $u_0$ satisfy the same type of estimates

\[
|g(x) - g(y)| \leq C_g(\phi_\mu(x) + \phi_\mu(y))|x - y|, \quad g = f \text{ or } g = u_0. \tag{8}
\]

The continuous function $\phi_\mu$ takes into account the growth of the data $f, u_0$ and the solutions $u^\lambda, u(\cdot, t)$. Let us underline that we are looking for a constant $C$ which is independent of $\lambda, t > 0$, since our main motivation to establish such kind of bounds is to apply them to solve some ergodic problems and to study the large time behavior of the solutions of (2). These issues will be discussed below.

In the particular case of the local equation with a pure Laplacian diffusion and a Lipschitz continuous Hamiltonian $H$ independent of $x$,

\[
\frac{\partial u}{\partial t} - \Delta u + \alpha \langle x, Du \rangle + H(Du) = f(x), \tag{9}
\]

Fujita, Ishii & Loreti [18] established the estimates (7) for data $f, u_0$ and solutions $u^\lambda, u(\cdot, t)$ belonging to the class

\[
\mathcal{E}_\mu = \left\{ g : \mathbb{R}^N \to \mathbb{R} : \lim_{|x| \to +\infty} \frac{g(x)}{\phi_\mu(x)} = 0 \right\}, \tag{10}
\]

where

\[
\phi_\mu(x) = e^{\mu|x|^2}, \tag{11}
\]

with $\mu < \alpha$, which seems to be the optimal growth condition when thinking of the classical heat equation.

The main result of this work is to prove estimates (7) for solutions of the general equations (1), (2) belonging to $\mathcal{E}_\mu$ for every $\mu > 0$, with

\[
\phi_\mu(x) = e^{\mu\sqrt{1+|x|^2}}. \tag{12}
\]

The Hamiltonian $H$ is continuous and merely sublinear (see (4)) without further assumptions, which allows to deal with general Hamiltonians of Bellman-Isacs-type coming from optimal control and differential games. The data $f, u_0$ satisfy (8). In the local case, the diffusion is anisotropic, the matrix $A$ can be written $A = \sigma \sigma^T$ where $\sigma \in W^{1,\infty}(\mathbb{R}^N; \mathcal{M}_N)$, i.e,

\[
|\sigma(x)| \leq C_\sigma, \quad |\sigma(x) - \sigma(y)| \leq L_\sigma|x - y|, \quad x, y \in \mathbb{R}^N. \tag{13}
\]

In the nonlocal case, $\mathcal{F}$ has the form (6), where $\nu$ is a Lévy type measure, which is regular and nonnegative. In order that (6) is well-defined for our solutions in $\mathcal{E}_\mu$,

\[
\mathcal{I}(x, \psi, D\psi) := \int_{\mathbb{R}^N} \left\{ \psi(x + z) - \psi(x) - \langle D\psi(x), z \rangle \mathbb{1}_B(z) \right\} \nu(dz)
\]
has to be well-defined for any continuous $\psi \in \mathcal{E}_\mu$ which is $C^2$ in a neighborhood of $x$, which leads to assume that
\[
\begin{cases}
\text{There exists a constant } C_\nu > 0 \text{ such that} \\
\int_B |z|^2 \nu(dz), \int_{B^c} \phi(z) \nu(dz) \leq C_\nu^1.
\end{cases}
\]

An important example of $\nu$ is the tempered $\beta$-stable law
\[
\nu(dz) = \frac{e^{-|z|^\beta}}{|z|^{N+\beta}} dz,
\]
where $\beta \in (0, 2)$ is the order of the integro-differential operator. Notice that, in the bounded framework when $\mu$ can be taken equal to 0, up to a normalizing constant, $-\mathcal{I} = (-\Delta)^{\beta/2}$ is the fractional Laplacian of order $\beta$, see [15].

The restriction of the growth (12) when comparing with (11) is due to “bad” first-order nonlinearities coming from the dependence of $H$ with respect to $x$ and the possible anisotropy of the higher-order operators. These terms are delicate to treat in this unbounded setting. We do not know if the growth (12) is optimal.

As far as Lipschitz regularity results are concerned, there is an extensive literature on the subject. But most of them are local estimates or global estimates but for bounded solutions in presence of a strongly coercive Hamiltonian. In the case of a local diffusion, local Lipschitz estimates for classical solutions are often obtained via Bernstein’s method, see Gilbarg-Trudinger [21] and Barles [4] for a weak method in the context of viscosity solutions. For strictly elliptic equations, Ishii-Lions [22] developed a powerful method we use in this work. See also [26, 6, 27, 13, 24, 25] and the references therein. In the nonlocal setting, an important work is Barles et al. [7] where Ishii-Lions’ method is extended for bounded solutions to strictly elliptic (in a suitable sense) integro-differential equations in the whole space. See also [8, 12, 10], and [11] for an extension of the Bernstein method in the nonlocal case with coercive Hamiltonian.

When working in the whole space with unbounded solutions, one need to recover some compactness properties. It is the effect of the Ornstein-Uhlenbeck operator term. In the case $-\Delta + \alpha \langle x, D \rangle$, in terms of stochastic optimal control, the Laplacian is related to the usual diffusion which spreads the trajectories while the term $\alpha \langle x, D \rangle$ tends to confine the trajectories near the origin allowing to recover some compactness. From a PDE point of view, this property translates into a supersolution property for the growth function $\phi_\mu$, that is, there exists $C, K > 0$ such that
\[
\mathcal{L} [\phi_\mu](x) := -\mathcal{F}(x, [\phi_\mu]) + \langle b(x), D\phi_\mu(x) \rangle - C|D\phi_\mu(x)| \geq \phi_\mu(x) - K, \quad x \in \mathbb{R}^N.
\]
This property is the crucial tool used in [18] to prove (7) and the existence and uniqueness of solutions for (9). Let us also mention the works of Bardi-Cesaroni-Ghilli [2] and Ghilli [20] for local equations, where (7) are obtained for constant nondegenerate diffusions and bounded solutions but for equations with possibly quadratic coercive Hamiltonians.

The totally degenerate case (i.e., without second order term in (9)) is investigated in [17, 19]. This means that Lipschitz regularity results can be obtained without ellipticity in the equation and come directly from the Ornstein-Uhlenbeck term. Actually, one can already notice that, in [18], the ellipticity of $-\Delta$ is used only for being able to
work with classical solutions to (9) thanks to Schauder theory and to simplify the proofs. In our work, contrary to [18, 17, 19] and due to the more general equations (1), (2), non-degeneracy of the equation is crucial to obtain our estimates (7). However, we present also some estimates for degenerate equations.

More precisely, we call the equations (1), (2) nondegenerate when
\begin{equation}
A(x) \geq \rho Id, \quad \text{for some } \rho > 0,
\end{equation}
holds in the local case, which is the usual ellipticity assumption. In the nonlocal case, there is no classical definition of ellipticity. We have then to state one useful for our purpose. We will work with Lévy measures \( \nu \) satisfying (14) and
\begin{equation}
\begin{cases}
\text{There exists } \beta \in (0, 2) \text{ such that for every } a \in \mathbb{R}^N \text{ there exist } \\
0 < \eta < 1 \text{ and } C^2_\nu > 0 \text{ such that, for all } \gamma > 0, \\
\int_{C_{\eta, \gamma}(a)} |z|^2 \nu(dz) \geq C^2_\nu \eta^{\frac{N-1}{2}} \gamma^{2-\beta},
\end{cases}
\end{equation}
where \( C_{\eta, \gamma}(a) := \{ z \in B_\gamma : (1 - \eta)|z||a| \leq |\langle a, z \rangle| \} \) is the cone illustrated in Figure 1. This assumption, which holds true for the typical example (15), is a kind of ellipticity condition which was introduced in [7] to adapt Ishii-Lions’ method to nonlocal integro-differential equations. In our unbounded case, this ellipticity property is not powerful enough to control the first-order nonlinearities in the whole range of order \( \beta \) of the integro-differential operator but only for \( \beta \in (1, 2) \) (as already noticed in [7] for instance). It is why, hereafter, to state in a convenient way our results, we will say that the nonlocal equation is nondegenerate when (18) holds with \( \beta \in (1, 2) \).

Moreover, we also investigate (7) for solutions of degenerate equations, i.e., when the ellipticity condition (17) does not necessarily hold and when \( \beta \in (0, 1] \). To obtain (7) in this framework, we need to strengthen the hypotheses on \( H \), that is
\begin{equation}
\begin{cases}
\text{There exist } L_{1H}, L_{2H} > 0 \text{ such that for all } x, y, p, q \in \mathbb{R}^N \\
|H(x,p) - H(y,p)| \leq L_{1H}|x - y|(1 + |p|), \\
|H(x,p) - H(x,q)| \leq L_{2H}|p - q|(1 + |x|).
\end{cases}
\end{equation}
This is the classical assumption satisfied by a Hamiltonian coming from an optimal control problem.

Let us emphasize that the Lipschitz estimates (7) are independent of \( \lambda, t > 0 \). The main application is the large time behavior of the solutions of (2), see [6, 18, 17, 19, 7, 8, 4].
for instance. The fact that (7) is independent of \( \lambda \) allows to send \( \lambda \) to 0 in (1) and to solve the so-called ergodic problem associated with (2). Estimate (7) for (2) gives a compactness property for the solution \( u \) allowing to study the convergence of \( u(x, t) \) as \( t \to +\infty \) using the key property (16) together with a strong maximum principle. This program is carried out in [28].

We end the introduction by giving a rough idea of the proof of (7) in the stationary nondegenerate case. The goal is to prove that

\[
\max_{x, y \in \mathbb{R}^N} \{ u^\lambda(x) - u^\lambda(y) - \varphi(x, y) \}, \quad \text{with } \varphi(x, y) = \psi(|x - y|)(\phi_\mu(x) + \phi_\mu(y)),
\]

is nonpositive for some concave function \( \psi \) as in Figure 2, implying easily (7).

\[\text{Figure 2. The concave function } \psi\]

When writing down the sub/supersolution viscosity inequalities for \( u^\lambda \) at \( x \) and \( y \), we are led to estimate several terms, some of which are "good" (the Ornstein-Ulhenbeck effect and the ellipticity of the equation) while others are "bad" (first-order terms coming either from the heterogeneity of the diffusion or the Hamiltonian). Notice that, when \( H \) is Lipschitz continuous and does not depend on \( x \) as in [18], the bad terms coming from \( H \) are avoided.

Then, there are three ingredients that we use to derive estimate (20): (i) the first one consists in using the supersolution \( \phi_\mu \) to control the growth of different terms near infinity; (ii) for \( |x - y| \) small we use the ellipticity of the diffusion and we control the bad terms via Ishii-Lions’ method (see [22, 7] and Section 4); (iii) for \( |x - y| \) big we control those terms by the Ornstein-Uhlbenbeck drift (3).

In the degenerate case, we use the same approach, but with further assumptions on the datas and with conditions on the strength \( \alpha \) of the drift term to overcome the lack of ellipticity. In the nonlocal case, although the main ideas are essentially the same, additional tools and non-trivial adaptations are needed.

The paper is organized as follows. We establish the \emph{priori} Lipschitz estimates for the solutions of (1) both in the case of degenerate and nondegenerate equations in Section 2. The case of the parabolic equation (2) is investigated in Section 3. Finally Section 4 is devoted to some key estimates for the growth function and the local and nonlocal operators.

\textbf{Notations and definitions.} In the whole paper, \( \mathcal{S}_N \) denotes the set of symmetric matrices of size \( N \) equipped with the norm \( |A| = (\sum_{1 \leq i, j \leq N} a_{ij}^2)^{1/2} \), \( B(x, \delta) \) is the open ball of center \( x \) and radius \( \delta > 0 \) (written \( B_\delta \) if \( x = 0 \)) and \( B^c(x, \delta) = \mathbb{R}^N \setminus B(x, \delta) \).
Let $T \in (0, \infty)$, we write $Q = \mathbb{R}^N \times (0, \infty)$, $Q_T = \mathbb{R}^N \times [0, T)$ and introduce the space $\mathcal{E}_\mu(\mathbb{R}^N) = \mathcal{E}_\mu$ (see 10) and
\[
\mathcal{E}_\mu(Q_T) = \left\{ g : Q_T \to \mathbb{R} : \lim_{|x| \to +\infty} \sup_{0 \leq t \leq T} \frac{g(x, t)}{\phi_\mu(x)} = 0 \right\}.
\]
Recall that $\phi_\mu$ is the growth function defined in (12). Throughout this paper we work with solutions which belong to these classes and for simplicity, we will write indifferently $\phi_\mu$ or $\phi$, $\mu > 0$ being fixed. Notice that in the local case, we can take $\mu > 0$ arbitrary but in the nonlocal case, $\mu$ has to be chosen so that $\phi_\mu$ is integrable with respect to the measure $\nu$ outside some ball, see (14).

In the whole article, we will deal with viscosity solutions of (1), (2). Classical references in the local case are [14, 23, 16] and for nonlocal integro-differential equations, we refer the reader to [9, 1]. Since the definition is less usual in the nonlocal case, we recall it for (1) (the same kind of definition holds for (2) with easy adaptations). For $0 < \kappa \leq 1$, we consider
\[
\mathcal{I}[B_\kappa](x, u, p) = \int_{|z| \leq \kappa} [u(x + z) - u(x) - \langle p, z \rangle I_B(z)] \nu(dz)
\]
\[
\mathcal{I}[B_\kappa^\kappa](x, u, p) = \int_{|z| > \kappa} [u(x + z) - u(x) - \langle p, z \rangle I_B(z)] \nu(dz).
\]

**Definition 1.1.** An upper semi-continuous (in short usc) function $u^\lambda \in \mathcal{E}_\mu(\mathbb{R}^N)$ is a subsolution of (1) if for any $\psi \in C^2(\mathbb{R}^N) \cap \mathcal{E}_\mu(\mathbb{R}^N)$ such that $u^\lambda - \psi$ attains a maximum on $B(x, \kappa)$ at $x \in \mathbb{R}^N$,
\[
\lambda u^\lambda(x) - \mathcal{I}[B_\kappa](x, \psi, p) - \mathcal{I}[B_\kappa^\kappa](x, u^\lambda, p) + \langle b(x), p \rangle + H(x, p) \leq f(x),
\]
where $p = D\psi(x)$, $0 < \kappa \leq 1$.

An lower semi-continuous (in short lsc) function $u^\lambda \in \mathcal{E}_\mu(\mathbb{R}^N)$ is a supersolution of (1) if for any $\psi \in C^2(\mathbb{R}^N) \cap \mathcal{E}_\mu(\mathbb{R}^N)$ such that $u^\lambda - \psi$ attains a minimum on $B(x, \kappa)$ at $x \in \mathbb{R}^N$
\[
\lambda u^\lambda(x) - \mathcal{I}[B_\kappa](x, \psi, p) - \mathcal{I}[B_\kappa^\kappa](x, u^\lambda, p) + \langle b(x), p \rangle + H(x, p) \geq f(x),
\]
where $p = D\psi(x)$, $0 < \kappa \leq 1$.

Then, $u^\lambda$ is a viscosity solution of (1) if it is both a viscosity subsolution and a viscosity supersolution of (1).

2. Regularity of solutions for stationary problem

2.1. Regularity of solutions for uniformly elliptic equations. Recall that (1) is nondegenerate which means that the equation is strictly elliptic in the local case (i.e., (17) holds) and (18) holds with $\beta \in (1, 2)$ in the nonlocal case. In such a framework, we can deal with merely sublinear Hamiltonians, i.e., (4) holds without further assumption.

We state now the main result namely Lipschitz estimates which are uniform with respect to $\lambda > 0$, for the solutions of (1).

**Theorem 2.1.** Let $u^\lambda \in C(\mathbb{R}^N) \cap \mathcal{E}_\mu(\mathbb{R}^N)$, $\mu > 0$, be a solution of (1). Assume (3), (4) and (8) for $f$. Suppose in addition one of the following assumptions:
(i) $\mathcal{F}(x, [u^\lambda]) = \text{tr}(A(x)D^2u^\lambda(x))$ and (13), (17) hold.
(ii) $\mathcal{F}(x,[u^\lambda]) = \mathcal{I}(x,u^\lambda,Du^\lambda)$ and suppose that (14) and (18) hold with $\beta \in (1,2)$. Then there exists a constant $C$ independent of $\lambda$ such that

$$
(21) \quad |u^\lambda(x) - u^\lambda(y)| \leq C|x - y|(|\phi_\mu(x) + \phi_\mu(y)|), \quad x,y \in \mathbb{R}^N, \lambda \in (0,1).
$$

**Proof of Theorem 2.1.**

1. **Test-function and maximum point.** For simplicity, we skip the $\lambda$ superscript for $u^\lambda$ writing $u$ instead and we write $\phi$ for $\phi_\mu$. Let $\delta,A,C_1 > 0$, $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ with $\psi(0) = 0$ be a $C^2$ concave and increasing function which will be defined later depending on the two different cases.

   Consider

$$
(22) \quad M_{\delta,A,C_1} = \sup_{x,y \in \mathbb{R}^N} \left\{ u(x) - u(y) - \sqrt{\delta} - C_1(\psi(|x-y|) + \delta)(\phi(x) + \phi(y) + A) \right\}
$$

and set

$$
(23) \quad \Phi(x,y) = C_1(\phi(x) + \phi(y) + A), \quad \varphi(x,y) = \sqrt{\delta} + (\psi(|x-y|) + \delta)\Phi(x,y).
$$

All the constants and functions will be chosen to be independent of $\lambda > 0$.

   We will prove that for any fixed $\lambda \in (0,1)$, there exists a $\delta_0(\lambda) > 0$ such that for any $0 < \delta < \delta_0(\lambda)$, $M_{\delta,A,C_1} \leq 0$.

   Indeed, if $M_{\delta,A,C_1} \leq 0$ for some good choice of $A,C_1$, $\phi$ independent of $\delta > 0$, then we get (21) by letting $\delta \to 0$. So we argue by contradiction, assuming that for $\delta$ small enough $M_{\delta,A,C_1} > 0$. Since $u \in E_\mu(\mathbb{R}^N)$ and $\delta > 0$, the supremum is achieved at some point $(x,y)$ with $x \neq y$, thanks to $\delta > 0$ and the continuity of $u$.

2. **Viscosity inequalities.** We first compute derivatives of $\varphi$. For the sake of simplicity of notations, we omit $(x,y)$, we write $\psi$, $\Phi$ for $\psi(|x-y|)$, $\Phi(x,y)$ respectively.

   Set

$$
(24) \quad p = \frac{x-y}{|x-y|}, \quad \mathcal{C} = \frac{1}{|x-y|}(I - p \otimes p).
$$

We have

$$
(25) \quad D_x \varphi = \psi'\Phi_p + C_1(\psi + \delta)D\phi(x), \quad D_y \varphi = -\psi'\Phi_p + C_1(\psi + \delta)D\phi(y)
$$

$$
D_{xx} \varphi = \psi''\Phi_p \otimes p + \psi'\Phi_C + C_1\psi'(p \otimes D\phi(x) + D\phi(x) \otimes p) + C_1(\psi + \delta)D^2\phi(x)
$$

$$
D_{yy} \varphi = \psi''\Phi_p \otimes p + \psi'\Phi_C - C_1\psi'(p \otimes D\phi(y) + D\phi(y) \otimes p) + C_1(\psi + \delta)D^2\phi(y)
$$

$$
D_{xy} \varphi = -\psi''\Phi_p \otimes p - \psi'\Phi_C + C_1\psi'(D\phi(y) \otimes p - p \otimes D\phi(x))
$$

$$
D_{yx} \varphi = -\psi''\Phi_p \otimes p - \psi'\Phi_C + C_1\psi'(p \otimes D\phi(y) - D\phi(x) \otimes p).
$$

Then applying [14, Theorem 3.2] in the local case and [9, Corollary 1] in the nonlocal one we obtain, for any $\zeta > 0$, there exist $X,Y \in \mathcal{S}^N$ such that $(D_x \varphi(x,y),X) \in \mathcal{J}^{2,+}u(x)$, $(-D_y \varphi(x,y),Y) \in \mathcal{J}^{2,+}u(y)$ and

$$
(26) \quad \left( \begin{array}{cc} X & O \\ O & -Y \end{array} \right) \leq A + \zeta A^2, \quad \text{where}
$$
\[
A = D^2\varphi(x, y) = \psi''\Phi \left( \begin{array}{ccc} p \otimes p & -p \otimes p & -p \otimes p \\ -p \otimes p & p \otimes p & p \otimes p \end{array} \right) + \psi'\Phi \left( \begin{array}{cc} C & -C \\ -C & C \end{array} \right) \\
+ C_1\psi' \left( \begin{array}{ccc} p \otimes D\phi(x) + D\phi(x) \otimes p & D\phi(y) \otimes p - p \otimes D\phi(x) \\ p \otimes D\phi(y) - D\phi(x) \otimes p & -(p \otimes D\phi(y) + D\phi(y) \otimes p) \end{array} \right) \\
+ C_1(\psi + \delta) \left( \begin{array}{cc} D^2\phi(x) & 0 \\ 0 & D^2\phi(y) \end{array} \right)
\]

and \( \zeta A^2 = O(\zeta) \) (\( \zeta \) will be sent to 0 first).

Writing the viscosity inequality at \((x, y)\) in the local and nonlocal case we have

\[
\begin{align*}
&\lambda(u(x) - u(y)) - \mathcal{F}(x, [u]) + \mathcal{F}(y, [u]) \\
&+ \langle b(x), D_x\varphi \rangle - \langle b(y), -D_y\varphi \rangle + H(x, D_x\varphi) - H(y, -D_y\varphi) \\
&\leq f(x) - f(y),
\end{align*}
\]

where \( \mathcal{F}(x, [u]) = \text{tr}(A(x)X) \) and \( \mathcal{F}(y, [u]) = \text{tr}(A(y)Y) \) in the local case and \( \mathcal{F}(x, [u]) = \mathcal{I}(x, u, D_x\varphi) \) and \( \mathcal{F}(y, [u]) = \mathcal{I}(y, u, -D_y\varphi) \) in the nonlocal one.

We estimate separately the different terms in order to reach a contradiction.

3. Monotonicity of the equation with respect to \( u \). Using that \( M_{\delta,A,C_1} > 0 \), we get

\[
\lambda(u(x) - u(y)) > \lambda\sqrt{\delta} + \lambda(\psi + \delta)\Phi \geq \lambda\sqrt{\delta}.
\]

4. Ornstein-Uhlenbeck-terms. From (3) and (25) we have

\[
\begin{align*}
&\langle b(x), D_x\varphi \rangle - \langle b(y), D_y\varphi \rangle \\
&= \psi'\Phi|b(x) - b(y)|, + (\psi + \delta)(\langle b(x), D\phi(x) \rangle + \langle b(y), D\phi(y) \rangle) \\
&\geq \alpha(\psi'\Phi|x - y| + C_1(\psi + \delta)(\langle b(x), D\phi(x) \rangle + \langle b(y), D\phi(y) \rangle)).
\end{align*}
\]

5. \( H \)-terms. From (4) and (25), we have

\[
H(x, D_x\varphi) - H(y, -D_y\varphi) \geq -C_H[2 + 2\psi'\Phi + C_1(\psi + \delta)(|D\phi(x)| + |D\phi(y)|)].
\]

6. \( f \)-terms. From (8), we have

\[
|f(x) - f(y)| \leq C_f(\phi(x) + \phi(y))|x - y|.
\]

7. An estimate for the \( \phi \)-terms. To estimate the \( \phi \)-terms we use the following lemma the proof of which is postponed to Section 4.

**Lemma 2.1.** Let \( L_0 > 0 \), \( L(x, y) := L_0(1 + |x| + |y|) \). Define

\[
\mathcal{L}_L[\phi](x, y) := -\mathcal{F}(x, [\phi]) - \mathcal{F}(y, [\phi]) + \langle b(x), D\phi(x) \rangle + \langle b(y), D\phi(y) \rangle - L(x, y)(|D\phi(x)| + |D\phi(y)|).
\]

There exists a constant \( K = K(\alpha, L_0, \mathcal{F}) > 0 \) such that for any \( \alpha > 2 L_0 \),

\[
\mathcal{L}_L[\phi](x, y) \geq \phi(x) + \phi(y) - 2K.
\]

If \( L(x, y) = L_0 \), then (33) holds for any \( \alpha > 0 \) and there exists \( R = R(\alpha, L_0, \mathcal{F}) \) such that

\[
-\mathcal{F}(x, [\phi]) + \langle b(x), D\phi(x) \rangle - L_0|D\phi(x)| \geq \begin{cases} -K & \text{for } |x| \leq R, \\ K & \text{for } |x| \geq R. \end{cases}
\]
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8. **Global estimate from the viscosity inequality** (27). Plugging (28), (29), (30) and (31) into (27) we obtain

\[ 9.3. \text{Construction of the concave test-function } \psi \]

define the positive terms in the left hand-side of the inequality.

\[ \text{Local case:} \quad \text{Hypothesis (i) holds, i.e., } \mathcal{F}(x, [u^3]) = \text{tr}(A(x)D^2u^3(x)) \text{ and (13), (17) hold.} \]

\[ 9.2. \text{Global estimate from } (27) \text{.} \]

The rest of the proof consists in reaching a contradiction in (38) by taking profit of the ellipticity of the equation and allows to apply Ishii-Lions’ method ([22]).

9. **Local case:** Hypothesis (i) holds, i.e., \( \mathcal{F}(x, [u^3]) = \text{tr}(A(x)D^2u^3(x)) \) and (13), (17) hold.

9.1. **Estimate for second order terms.** We use the following lemma the proof of which is given in Section 4.2.

**Lemma 2.2. (Estimates on } \mathcal{F} \text{ in the local case).**

(i) Degenerate case: Under assumption (13),

\[ 9.1. \text{Estimate for second order terms.} \]

\[ \text{(ii) Elliptic case: In addition, if (17) holds, we have} \]

\[ \text{where } \mathcal{C}_\sigma = \mathcal{C}_\sigma(N, \rho) \text{ is given by (82).} \]

This Lemma is a crucial tool giving the estimates for the second order terms. The first part is a basic application of Ishii’s Lemma (see [14]) in an unbounded context with the test function \( \varphi \). The second part takes profit of the ellipticity of the equation and allows to apply Ishii-Lions’ method ([22]).

9.2. **Global estimate from (35).** Since (13) and (17) hold, using Lemma 2.2 (37) to estimate the difference of two local terms in (35), letting \( \zeta \to 0 \) and using \( |D\phi| \leq \mu \phi \) we obtain

\[ 9.2. \text{Global estimate from (35).} \]

\[ \lambda \sqrt{\delta} + C_1(\phi(x) + \phi(y) + A)(-4 \rho \psi''(|x - y|) + \alpha \psi'(|x - y|)|x - y|) \]

\[ \leq C_1(\phi(x) + \phi(y) + A)(2C_H + (1 + \mu)C_\sigma)\psi'(|x - y|) + C_1(\phi(x) + \phi(y))|x - y| \]

\[ + 2C_H - C_1(\psi(|x - y|) + \delta)\mathcal{L}_L[\phi](x, y), \]

where \( \mathcal{L}_L \) is given by (32) with \( \mathcal{F} \) introduced by (5) and \( L(x, y) = \mathcal{C}_\sigma + C_H \).

The rest of the proof consists in reaching a contradiction in (38) by taking profit of the positive terms in the left hand-side of the inequality.

9.3. **Construction of the concave test-function } \psi \text{.} \]

For \( r_0, C_2 > 0 \) to be fixed later, we define the \( C^2 \) concave increasing function \( \psi : [0, \infty) \to [0, \infty) \) as follows (see Figure 2)

\[ \psi(r) = 1 - e^{-C_2r} \text{ for } r \in [0, r_0], \]

\[ \text{for } r \in [0, r_0], \]
ψ(r) is linear on \([r_0 + 1, +\infty)\) with derivative \(\psi'(r) = C_2 e^{-C_2(r_0 + 1)}\), and \(\psi\) is extended in a smooth way on \([r_0, r_0 + 1]\) such that, for all \(r \geq 0\),
\[
\psi'_{\min} := C_2 e^{-C_2(r_0 + 1)} \leq \psi'(r) \leq \psi'_{\max} := \psi'(0) = C_2.
\]
Notice that \(\psi\) is chosen such that
\[
\psi''(r) + C_2 \psi'(r) = 0 \quad \text{for } r \in [0, r_0].
\]

9.4. Choice of the parameters to reach a contradiction in (38). We now fix in a suitable way all the parameters to conclude that (38) cannot hold, which will end the proof. Before rigorous computations, let us explain roughly the main ideas. We set \(r := |x - y|\).

The function \(\psi\) above was chosen to be strictly concave for small \(r \leq r_0\). For such \(r\) and for a suitable choice of \(r_0\), we will take profit of the ellipticity of the equation, which appears through the positive term \(-4 \nu \psi''(r)\) in (38), to control all the others terms. Since we are in \(\mathbb{R}^N\) and we cannot localize anything, \(r\) may be large. In this case, the second derivative \(\psi''(r)\) of the increasing concave function \(\psi\) is small and the ellipticity is not powerful enough to control the bad terms. Instead, we use the positive term \(\alpha \psi'(r) r\) coming from the Ornstein-Uhlenbeck operator to control everything for \(r \geq r_0\).

At first, we set
\[
C_1 = \frac{3C_f}{\alpha \psi'_{\min}} + 1 = \frac{3C_f e^{C_2(r_0 + 1)}}{\alpha C_2} + 1,
\]
where \(C_2\) and \(r_0\) will be chosen later. This choice of \(C_1\) is done in order to get rid of the \(f\)-terms. Indeed, for every \(r \in [0, +\infty)\),
\[
C_1(\phi(x) + \phi(y) + A)\frac{\alpha}{3} \psi'(r) r \geq \frac{\alpha C_1 \psi'_{\min}}{3}(\phi(x) + \phi(y)) r \geq C_f(\phi(x) + \phi(y)) r.
\]

Secondly, we fix \(r_0\) which separates the range of the ellipticity action and the one of the Ornstein-Uhlenbeck term. We fix
\[
r_0 = \max \left\{ \frac{3(2C_H + (1 + \mu)C_\sigma)}{\alpha}, 2R \right\},
\]
where \(R\) comes from (34) with \(L(x, y) = C_\sigma + C_H\).

9.5. Contradiction in (38) for \(r \geq r_0\) thanks to the Ornstein-Uhlenbeck term. We assume that \(r \geq r_0\). With the choice of \(r_0\) in (41) we have
\[
\frac{\alpha}{3} \psi'(r) r \geq \frac{\alpha}{3} \psi'(r) r_0 \geq (2C_H + (1 + \mu)C_\sigma) \psi'(r).
\]

Moreover, \(2R \leq r_0 \leq r = |x - y| \leq |x| + |y|\) implies that either \(|x| \geq R\) or \(|y| \geq R\), so by using (34) we have \(L_L[\phi](x, y) \geq K - K \geq 0\). Therefore, taking into account (40), inequality (38) reduces to
\[
0 < \lambda \sqrt{\delta} + C_1(\phi(x) + \phi(y) + A)\frac{\alpha}{3} \psi'(r) r \leq 2C_H.
\]

To obtain a contradiction, it is then sufficient to ensure
\[
\frac{C_1 A \alpha}{3} \psi'_{\min} r_0 \geq 2C_H \quad \text{which leads to } A \geq \frac{2C_H}{C_f r_0}
\]
because of the choice of \(C_1\) and the value of \(\psi'_{\min}\).

Finally, (38) can not hold for \(r \geq r_0\) if \(C_1, r_0, A\) are chosen as above. Notice that we did not impose yet any condition on \(C_2 > 0\).
9.6. **Contradiction in (38) for $r \leq r_0$ thanks to ellipticity.** One of the main role of the ellipticity is to control the first term in the right hand-side of (38) for small $r$. More precisely, by setting

\[(43)\]

\[C_2 \geq \frac{2C_H + (1 + \mu)C_\sigma}{\rho},\]

and using (39), we have

\[-\rho \psi''(r) \geq (2C_H + (1 + \mu)C_\sigma)\psi'(r).\]

Since both $|x|$ and $|y|$ may be smaller than $R$, we cannot estimate $\mathcal{L}_L[\phi](x, y)$ from above in a better way than $-2K$. Taking into account (40), inequality (38) reduces to

\[0 < \lambda \sqrt{\delta} + C_1(\phi(x) + \phi(y) + A)(-3\rho)\psi''(r) \leq C_1(\psi(r) + \delta)2K + 2CH.\]

Using that $\psi(r) \leq 1$, and $C_1 \geq 1$, we then increase $A$ from (42) in order that

\[-3\rho A\psi''(r) \geq 2(K + CH) \geq 2K\psi(r) + \frac{2CH}{C_1},\]

which leads to the choice

\[A \geq \max \left\{ \frac{2CH}{C_1 r_0}, \frac{2(K + CH)e^{C_2r_0}}{3\rho C_2} \right\}.
\]

Notice that, by the choice of $r_0$ in (41) and $C_2$ in (43), $A$ and $C_1$ depend only on the datas $\sigma, \rho, b, H, f, \mu$ of the equation.

Finally, inequality (38) becomes

\[0 < \lambda \sqrt{\delta} \leq 2CH\delta,\]

which is absurd for $\delta$ small enough. It ensures the claim of Step 9.6.

9.7. **Conclusion.** We have proved that $M_{\delta, A, C_1} \leq 0$ in (22), for $\delta$ small enough. It follows that, for every $x, y \in \mathbb{R}^N$,

\[|u(x) - u(y)| \leq \sqrt{\delta} + (\psi(|x - y|) + \delta)C_1(\phi(x) + \phi(y) + A).\]

Since $A, \psi$ do not depend on $\delta$, we can let $\delta \to 0$. Using the fact that $\psi$ is a concave increasing function, we have $\psi(r) \leq \psi(0)r = C_2r$, which leads to

\[|u(x) - u(y)| \leq C_1C_2|x - y|(\phi(x) + \phi(y) + A) = C_1C_2(A + 1)|x - y|(\phi(x) + \phi(y)).\]

This ends the proof of the local case (i).

10. **Nonlocal case:** **Hypothesis (ii) holds, i.e., $\mathcal{F}(x, [u^\lambda]) = \mathcal{I}(x, u^\lambda, Du^\lambda).$** In this case, it seems difficult to obtain directly the Lipschitz regularity as in the local case. Instead, we first establish $\tau$-Hölder continuity for all $\tau \in (0, 1)$ and then improve that Hölder regularity to Lipschitz regularity.

10.1. **Nonlocal estimates for concave test functions.** The following proposition will be crucial at several places in the proof and is an adaptation of [7, Prop. 8].

**Proposition 2.1. (Concave estimates - general nonlocal operators).** Suppose that (14) holds. Let $u \in C(\mathbb{R}^N) \cap \mathcal{E}_\mu(\mathbb{R}^N)$, we consider $\Psi(x, y) = u(x) - u(y) - \varphi(x, y)$, with $\varphi$ is defined in (23) using a concave function $\psi$. Assume the maximum of $\Psi$ is positive and reached at $(x, y)$, with $x \neq y$. Let $a = x - y$ and choose any $a_0 > 0$. 
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(i) (Rough estimate for big \(|a|\)). For all \(|a| \geq a_0\),
\[
(44) \quad I(x, u, D_x \varphi) - I(y, u, -D_y \varphi) \leq C_1(\psi(|a|)) + \delta \left( I(x, \phi, D\phi) + I(y, \phi, D\phi) \right).
\]

(ii) (More precise estimate for small \(|a|\)). For all \(|a| \leq a_0\),
\[
(45) \quad I(x, u, D_x \varphi) - I(y, u, -D_y \varphi)
\leq C_1(\psi(|a|)) + \delta \left( I(x, \phi, D\phi) + I(y, \phi, D\phi) \right) + \mu C_1^1 \psi'(|a|) \Phi(x, y)
+ \frac{1}{2} \Phi(x, y) \sup_{C_{\eta,\gamma}(a)} \left\{ (1 - \eta^2) \frac{\psi'(|a + sz|)}{|a + sz|} + \tilde{\eta}^2 \psi''(|a + sz|) \right\} |z|^2 \nu(dz),
\]

where \(C_{\eta,\gamma}(a) = \{ z \in B_\gamma : (1 - \eta)|z||a| \leq |(a, z)| \} \) and \(\gamma = \gamma_0|a|, \tilde{\eta} = \frac{1 - \eta - \gamma_0}{1 + \gamma_0} > 0 \) with \(\gamma_0 \in (0, 1), \eta \in (0, 1)\) small enough.

The interesting part in the estimate is the negative term \(\psi''\). It is integrated over \(C_{\eta,\gamma}(a)\), which gives a negative term thanks to Assumption (18). The magnitude of this “good” negative term depends on the measure \(\nu\) and the choice of the concave function \(\psi\). The proof of this Proposition will be given in Section 4.3.

10.2. Establishing \(\tau\)-Hölder continuity for all \(\tau \in (0, 1)\).

**Proposition 2.2. (Hölder estimates).** Suppose that (14) and (18) hold with \(\beta \in (1, 2)\), consider (1) with \(F(x, [u^\lambda]) = I(x, u^\lambda, Du^\lambda)\). Let \(\mu > 0\) and \(u^\lambda \in C(\mathbb{R}^N) \cap \mathcal{E}(\mathbb{R}^N)\) be a solution of (1). Assume that (3), (4) and (8) hold. Then for all \(0 < \tau < 1\), there exists a constant \(C = C_\tau > 0\) independent of \(\lambda\) such that
\[
(46) \quad |u^\lambda(x) - u^\lambda(y)| \leq C|x - y|^\tau (\phi(x) + \phi(y)), \quad x, y \in \mathbb{R}^N, \; \lambda \in (0, 1).
\]

This result is interesting by itself and can give Hölder regularity in a more slightly general framework than the one needed to establish Lipschitz regularity. It requires to build a specific concave test-function. The proof of this result is postponed after the one of the Theorem.

Notice that \(\beta \in (1, 2)\) here, see Remark 2.1 for more explanation. We now resume the proof from the end of Step 8.

10.3. Construction of the concave test-function \(\psi\) to improve Hölder regularity to Lipschitz regularity. Let \(\theta \in (0, \frac{\beta - 1}{N + 2 - \beta})\), \(\varrho = \varrho(\theta)\) be a constant such that \(\varrho > \frac{2^{1-\theta}}{\theta}\) and \(r_0 = r_0(\theta) > 0\) such that
\[
(47) \quad r_0 \leq \frac{1}{2} \left( \frac{1}{2\varrho(1 + \theta)} \right)^{1/\theta}.
\]

We then define a \(C^2\) concave increasing function \(\psi : [0, +\infty) \rightarrow [0, \infty)\) such that
\[
(48) \quad \psi(r) = r - \varrho r^{1+\theta} \quad \text{for} \; r \in [0, r_0],
\]
\(\psi(r)\) is linear on \([2r_0, +\infty)\) with derivative \(\psi'(r) = 1 - \varrho(1 + \theta)(2r_0)\theta\), and \(\psi\) is extended in a smooth way on \([r_0, 2r_0]\) such that, for all \(r \geq 0\),
\[
(49) \quad \frac{1}{2} \leq \psi_{\min}' := 1 - \varrho(1 + \theta)(2r_0)^\theta \leq \psi'(r) \leq 1.
\]

We continue the proof. We consider two cases. For \(|x - y| = r \geq r_0\), we use the \(\tau\)-Hölder continuity of \(u\) to get a contradiction directly without using the equation. For \(|x - y| = r \leq r_0\) with \(r_0\) small and fixed in (47), we use the benefit of the ellipticity
which comes from the nonlocal operator combined with the Ornstein-Uhlenbeck term to get a contradiction.

10.4. Reaching a contradiction for big $r = |x-y| \geq r_0$. Recall that for all $\delta > 0$ small we have

$$u(x) - u(y) > (\psi(r) + \delta)\Phi(x,y).$$

By the concavity of $\psi$ and the $\tau$-Hölder continuity of $u$, we have

$$r\psi'(r)\Phi(x,y) \leq \psi(r)\Phi(x,y) < u(x) - u(y) \leq Cr^\tau(\phi(x) + \phi(y)), \quad \tau \in (0,1).$$

Since $\Phi(x,y) = C_1(\phi(x) + \phi(y) + A)$, dividing the above inequalities by $\phi(x) + \phi(y) + A$, we get

$$C_1\psi'(r) < Cr^\tau - 1 \leq Cr_0^\tau - 1, \quad \tau \in (0,1), \quad r \geq r_0.$$ 

Moreover, from (49) we know that $\psi'(r) \geq \psi''_{\min} \geq \frac{1}{2}$. Thus we only need to fix

$$C_1 \geq 2Cr_0^\tau - 1.$$

Then we get a contradiction for all $r \geq r_0$.

10.5. Reaching a contradiction for small $r = |x-y| \leq r_0$. Using the concave test function defined in (48) to Proposition 2.1 we get the following estimate for the difference of two nonlocal terms in (35).

**Lemma 2.3.** Under the assumptions of Proposition 2.1, let $\psi$ be defined by (48), $a_0 = r_0$ and $r = |x-y| \leq r_0$. There exist $C(\nu), C_1 > 0$ such that for $\Lambda = \Lambda(\nu) = C(\nu)(\sqrt{\nu}2^{\nu-1} - 1) > 0$ we have

$$\mathcal{I}(x,u,D_x\varphi) - \mathcal{I}(y,u,-D_y\varphi) \leq C_1(\psi(r) + \delta)(\mathcal{I}(x,\phi,D\phi) + \mathcal{I}(y,\phi,D\phi)) - \left(\Lambda\nu^{-\tilde{\nu} - \mu C_1\psi'(r)}\right)\Phi(x,y),$$

where $\tilde{\nu} = \beta - 1 - \theta(N + 2 - \beta) > 0$.

The proof of this Lemma is given in Section 4.3.

Using Lemma 2.3 (51) into (35), introducing $\mathcal{L}_L$ given by (32) with $L(x,y) = C_H$, $\mathcal{F}$ introduced by (6) and applying (34), we obtain

$$\lambda\sqrt{\bar{\nu}} + C_1(\phi(x) + \phi(y) + A)(\Lambda\nu^{-\tilde{\nu}} + \alpha\psi'(r)r)$$

$$\leq C_1(\phi(x) + \phi(y) + A)\bar{C}\psi'(r) + C_1(\psi(r) + \delta)2K + 2C_H + C_f(\phi(x) + \phi(y))r,$$

where $C = 2C_H + \mu C_1^2$, $\Lambda = C(\nu)(\sqrt{\nu}2^{\nu-1} - 1) > 0$, $\tilde{\nu} = \beta - 1 - \theta(N + 2 - \beta) > 0$.

We first increase $C_1$ in (50) as

$$C_1 = \max\left\{\frac{C_f}{\alpha C_1^2}, 2Cr_0^{-\tau - 1}\right\}$$

in order to get rid of the $f$-terms. Indeed, for every $r \in [0, +\infty)$,

$$C_1(\phi(x) + \phi(y) + A)\alpha\psi'(r)r \geq \alpha C_1\psi'_{\min}(\phi(x) + \phi(y))r \geq C_f(\phi(x) + \phi(y))r.$$

Then taking into account (53) we get

$$\lambda\sqrt{\bar{\nu}} + C_1(\phi(x) + \phi(y) + A)\Lambda\nu^{-\tilde{\nu}} \leq C_1(\phi(x) + \phi(y) + A)\bar{C}\psi'(r) + C_1(\psi(r) + \delta)2K + 2C_H.$$ 

Moreover, since $\psi(r) \leq r \leq r_0$ and $C_1 \geq 1$, then we fix $A > 0$ in order that

$$\frac{1}{2}A\Lambda r^{-\tilde{\nu}} \geq \frac{1}{2}A\Lambda r_0^{-\tilde{\nu}} \geq 2(Kr_0 + C_H) \geq 2Kr_0 + \frac{2C_H}{C_1},$$
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which leads to the choice
\[ A \geq \frac{4(Kr_0 + CH)r_0^\theta}{\Lambda}. \]

Then, inequality (52) becomes
\[ \lambda \sqrt{\delta} + C_1(\phi(x) + \phi(y) + A)\frac{1}{2}\Lambda r^{-\theta} \leq C_1(\phi(x) + \phi(y) + A)\bar{C}\psi'(r) + 2KC_1\delta. \]

Now we fix \( r_0 \) satisfying (47) such that
\[ r_0 = \min \left\{ \left( \frac{\Lambda}{2C} \right)^{1/\theta}, \frac{1}{2} \left( \frac{1}{2\varrho(1+\theta)} \right)^{1/\theta} \right\}. \]

Then with the definition of \( r_0 \) as above, we get rid of \( \bar{C}\psi'(r) \) term.

Finally, inequality (52) becomes
\[ 0 < \lambda \sqrt{\delta} \leq 2C_1K\delta, \]
which is a contradiction for \( \delta \) small enough.

10.6. Conclusion: We have proved that \( M_{s,A,C_1} \leq 0 \), for \( \delta \) small enough. For every \( x,y \in \mathbb{R}^N \),
\[ |u(x) - u(y)| \leq \sqrt{\delta} + (\psi(|x-y|) + \delta)C_1(\phi(x) + \phi(y) + A). \]
Since \( A \) and \( \psi \) do not depend on \( \delta \), letting \( \delta \to 0 \) and using the fact that \( \psi(r) \leq r \), we get
\[ |u(x) - u(y)| \leq C_1|x-y|\phi(x) + \phi(y) + A) \leq C_1(A + 1)|x - y|(\phi(x) + \phi(y)). \]

Since \( \phi \geq 1 \), (21) holds with \( C = C_1(A + 1) \). This concludes Step 10 and the proof of the Theorem in the nonlocal case (ii).

\[ \square \]

Remark 2.1. For \( \beta \in (0,1] \), the ellipticity combined with the Ornstein-Uhlenbeck operator seems not powerful enough to control bad terms of the equation as in the local case. Therefore, in this case, we should need an additional condition on the strength \( \alpha \) of the Ornstein-Uhlenbeck operator, see Theorem 2.2.

Proof of Proposition 2.2 (Establishing \( \tau \)-Hölder continuity for all \( \tau \in (0,1) \)).

The beginning of the proof follows the lines of Step 1 to Step 8 in the proof of Theorem 2.1. We only need to construct a suitable concave increasing function (different from the one of Step 9.3) to get a contradiction in (35).

1. Construction of the concave test-function \( \psi \). For \( r_0, C_2 > 0 \) to be fixed later, let \( \tau \in (0,1) \) and define the \( C^2 \) concave increasing function \( \psi : [0,\infty) \to [0,\infty) \) as follows:
\[ \psi(r) = 1 - e^{-C_2r^\tau} \quad \text{for } r \in [0,r_0], \]
\( \psi(r) \) is linear on \([r_0 + 1, +\infty)\) with derivative \( \psi'(r) = C_2\tau(r_0 + 1)^{\tau-1}e^{-C_2(r_0+1)^\tau} \), and \( \psi \) is extended in a smooth way on \([r_0, r_0 + 1]\) such that, for all \( r \geq 0 \),
\[ \psi'(r) \geq \psi'_{\min} := C_2\tau(r_0 + 1)^{\tau-1}e^{-C_2(r_0+1)^\tau}. \]

2. Global estimate to get a contradiction in (35). As in Step 9 of the Theorem, to estimate and reach a contradiction for (35) we need to separate the proof into two cases. For \( r = |x - y| \) small we use the ellipticity coming from the nonlocal operator to
control the other terms and for \( r = |x - y| \) big enough, we can take the benefit of the Ornstein-Uhlenbeck term to control everything.

3. Reaching a contradiction in (35) when \( |x - y| = r \geq r_0 \) for a suitable choice of \( r_0 \). We first take \( a_0 = r_0 \) in Proposition 2.1 and use (44) to estimate the difference of nonlocal terms in (35). Then (35) now becomes

\[
\lambda \sqrt{\delta} + \Phi(x, y)\{\alpha \psi'(r) r - 2C_H \psi'(r)\} - 2C_H + C_1(\psi(r) + \delta) \mathcal{L}_L\{\phi\}(x, y)
\]

\[
\leq C_f(\phi(x) + \phi(y)) r,
\]

where \( \mathcal{L}_L \) is the operator introduced by (32) with \( L(x, y) = C_H, \mathcal{F} \) is the nonlocal operator defined by (6).

We fix all constants in the same way that we did in Step 9 of the Theorem 2.1. More precisely, we fix

\[
r_0 = \max \left\{ \frac{3(2C_H + \mu \hat{C}(\nu))}{\alpha}; 2R \right\}, \quad C_1 = \frac{3C_f}{\alpha \psi'_{\min}} + 1, \quad A \geq \frac{2C_H}{C_f r_0},
\]

where \( R \) is a constant coming from (34). We use these choices of constants and the same arguments as those of Step 9.5 we get that (35) leads to a contradiction.

4. Reaching a contradiction in (35) when \( |x - y| = r \leq r_0 \). In this case, we use the construction of \( \psi \) in (54) applying to Proposition 2.1 (45) to estimate the difference of the two nonlocal terms in (35). This estimate is presented by following Lemma the proof of which is given in Section 4.3.

**Lemma 2.4.** Under the assumptions of Proposition 2.1, let \( \psi \) be a concave function defined by (54). Then for \( 0 < |x - y| = r \leq r_0 \), there are constants \( C_{\nu}, C(\nu, \tau) > 0 \) such that

\[
\mathcal{I}(x, u, D_x \varphi) - \mathcal{I}(y, u, -D_y \varphi)
\]

\[
\leq C_1(\psi(r) + \delta)(\mathcal{I}(x, \phi, D\phi) + \mathcal{I}(y, \phi, D\phi))
\]

\[
+ \Phi(x, y)(\mu C_{\nu} - C(\nu, \tau)(1 + 2C_H \tau^r) r^{1 - \beta}) \psi'(r).
\]

Applying Lemma 2.4 (56) into (35), introducing \( \mathcal{L}_L \) given by (32) with \( L(x, y) = C_H \) and \( \mathcal{F} \) defined by (6), we obtain

\[
\lambda \sqrt{\delta} + C_1(\phi(x) + \phi(y)) + A\{C(\nu, \tau) \psi'(r)(1 + C_2 r^\tau) r^{1 - \beta} + \alpha \psi'(r) r\}
\]

\[
\leq C_1(\phi(x) + \phi(y)) + A C(H, \nu, \mu) \psi'(r) - C_1(\psi(r) + \delta) \mathcal{L}_L\{\phi\}(x, y)
\]

\[
+ 2C_H + C_f(\phi(x) + \phi(y)) r,
\]

where \( C(H, \nu, \mu) = 2C_H + \mu C_{\nu} \). Since both \( |x| \) and \( |y| \) may be smaller than \( R \), we cannot estimate \( \mathcal{L}_L\{\phi\}(x, y) \) from above in a better way than \( -2K \). Taking into account (40), inequality (57) reduces to

\[
\lambda \sqrt{\delta} + C_1(\phi(x) + \phi(y)) + A C(\nu, \tau) \psi'(r)(1 + C_2 r^\tau) r^{1 - \beta}
\]

\[
\leq C_1(\phi(x) + \phi(y)) + A C(H, \nu, \mu) \psi'(r) + C_1(\psi(r) + \delta) 2K + 2C_H.
\]

Since \( \tau < 1 < \beta \) then \( \tau - \beta < 0 \) and \( r \leq r_0 \), using that \( \psi(r) \leq 1 \) and \( C_1 \geq 1 \), we then increase \( A \) from (55) in order that

\[
\frac{1}{2} AC(\nu, \tau) \psi'(r) r^{1 - \beta} = \frac{1}{2} AC(\nu, \tau) C_2^\tau r^{\tau - \beta} e^{-C_2 r^\tau} \geq 2(K + C_H) \geq 2K \psi(r) + \frac{2C_H}{C_1},
\]
which leads to the choice

\[
A \geq \max \left\{ \frac{2C_H}{C_f r_0}, \frac{4(K + C_H) r_0^{\beta - \tau} e^{C_2 r_0^\beta}}{C(\nu, \tau) C_2 \tau} \right\}.
\]

Therefore, inequality (57) now becomes

\[
(58) \quad \lambda \sqrt{\delta} + \frac{1}{2} \Phi(x, y) C(\nu, \tau) \psi'(r) (1 + C_2 r^\tau) r^{1 - \beta} \leq C(H, \nu, \mu) \psi'(r) \Phi(x, y) + 2 C_1 \delta K.
\]

The rest of the proof is only to fix parameters in order to reach a contradiction in (58). It is now played with the main role of the ellipticity.

Recalling that \( \beta > 1 \), we fix

\[
r_s = \min \left\{ \left( \frac{C(\nu, \tau)}{2C(H, \nu, \mu)} \right)^{\frac{1}{\beta - 1}} ; r_0 \right\}, \quad C_2 = \frac{2C(H, \nu, \mu)}{C(\nu, \tau)} \max \{ r_s^{\beta - 1 - \tau} ; r_0^{\beta - 1 - \tau} \}.
\]

If \( r \leq r_s \) then from the choice of \( r_s \), we have

\[
\frac{1}{2} C(\nu, \tau) (1 + C_2 r^\tau) r^{1 - \beta} \geq \frac{1}{2} C(\nu, \tau) r^{1 - \beta} \geq \frac{1}{2} C(\nu, \tau) r_s^{1 - \beta} \geq C(H, \nu, \mu).
\]

If \( r_s \leq r \leq r_0 \), we consider two cases

- If \( 1 + \tau - \beta \geq 0 \), because of the choice of \( C_2 \) from above we have
  \[
  \frac{1}{2} C(\nu, \tau) (1 + C_2 r^\tau) r^{1 - \beta} \geq \frac{1}{2} C(\nu, \tau) C_2 r^{1 + \tau - \beta} \geq \frac{1}{2} C(\nu, \tau) C_2 r_0^{1 + \tau - \beta} \geq C(H, \nu, \mu).
  \]

- If \( 1 + \tau - \beta \leq 0 \), because of the choice of \( C_2 \) from above we have
  \[
  \frac{1}{2} C(\nu, \tau) (1 + C_2 r^\tau) r^{1 - \beta} \geq \frac{1}{2} C(\nu, \tau) C_2 r_0^{1 + \tau - \beta} \geq \frac{1}{2} C(\nu, \tau) C_2 r_0^{1 + \tau - \beta} \geq C(H, \nu, \mu).
  \]

Therefore, in any case, due to the choice of the constants, inequality (57) reduces to

\[
\lambda \sqrt{\delta} \leq 2 C_1 \delta K.
\]

This is not possible for \( \delta \) small enough. Then we get a contradiction in (35).

5. Conclusion. For every \( x, y \in \mathbb{R}^N \), we have proved that

\[
|u(x) - u(y)| \leq \sqrt{\delta} + (\psi(|x - y|) + \delta) C_1 (\phi(x) + \phi(y) + A).
\]

Since \( A, \psi \) do not depend on \( \delta \), letting \( \delta \to 0 \) and recalling that \( \psi(r) = 1 - e^{-C_2 r^\tau} \leq C_2 r^\tau \), for \( \tau \in (0, 1) \). Hence we get

\[
|u(x) - u(y)| \leq C_1 C_2 |x - y|^\tau (\phi(x) + \phi(y) + A) = C_1 C_2 (1 + A) |x - y|^\tau (\phi(x) + \phi(y))
\]

and finally, (46) holds with \( C = C_1 C_2 (1 + A) \).

\[ \square \]

2.2. Regularity of solutions for degenerate equations. In this section, the equation (1) is degenerate which means that (17) does not necessarily hold (for the local case) and \( \beta \in (0, 1] \) (for the nonlocal one). In these cases, we need to strengthen the assumption on \( H \) by assuming that (19) holds and require a condition on the strength of the Ornstein-Uhlenbeck operator.
Theorem 2.2. Let $\mu > 0$, $u^\lambda \in C(\mathbb{R}^N) \cap E_\mu(\mathbb{R}^N)$ be a solution of (1). Assume that (3), (8) and (19) hold. If one of the followings holds 

(i) $\mathcal{F}(x, [u^\lambda]) = \text{tr}(A(x) D^2 u^\lambda(x))$ and (13) holds.

(ii) $\mathcal{F}(x, [u^\lambda]) = \mathcal{I}(x, u^\lambda, Du^\lambda)$ and (14), (18) hold with $\beta \in (0, 1]$. Then there exists

$$C(\mathcal{F}, H) = \begin{cases} C(\sigma, H) \text{ in the local case (i)} \\
C(H) \text{ in the nonlocal case (ii)} \end{cases}$$

such that, for any $\alpha > C(\mathcal{F}, H)$, there exists a constant $C$ independent of $\lambda$ such that

$$(59) \quad |u^\lambda(x) - u^\lambda(y)| \leq C|x - y|(\phi_\mu(x) + \phi_\mu(y)), \quad x, y \in \mathbb{R}^N, \ \lambda \in (0, 1].$$

Proof of Theorem 2.2. The beginning of the proof follows line to line from Step 1 to Step 6 excepting Step 5 (estimate for $H$-terms) as in the proof of Theorem 2.1.

The viscosity inequality that we have to estimate in order to get a contradiction is

$$(60) \quad \lambda(u(x) - u(y)) - (\mathcal{F}(x, [u]) - \mathcal{F}(y, [u])) + \langle b(x), D_x \varphi \rangle - \langle b(y), -D_y \varphi \rangle + H(x, D_x \varphi) - H(y, -D_y \varphi) \leq f(x) - f(y),$$

where $\varphi$ is defined in (23), $D_x \varphi$ and $D_y \varphi$ are given by (25), $\mathcal{F}(x, [u]) = \text{tr}(A(x)X)$ and $\mathcal{F}(y, [u]) = \text{tr}(A(y)Y)$ in the local case and $\mathcal{F}(x, [u]) = \mathcal{I}(x, u, D_x \varphi)$ and $\mathcal{F}(y, [u]) = \mathcal{I}(y, u, -D_y \varphi)$ in the nonlocal one.

Since we are doing the proof for degenerate equation, we do not need to construct very complicated concave test functions as we built in the one of Theorem 2.1 in order to get the ellipticity. We only need to take

$$(61) \quad \psi(r) = r, \ \forall r \in [0, \infty)$$

in the both local and nonlocal case.

Now using (19) and (25) to estimate for $H$-terms in (60), we have

$$(62) \quad H(x, D_x \varphi) - H(y, -D_y \varphi) = H(x, D_x \varphi) - H(x, -D_y \varphi) + H(x, -D_y \varphi) - H(y, -D_y \varphi) \geq -C_1 L_H \psi(|x - y|) + \delta(|D\phi(x)| + |D\phi(y)|)(1 + |x| + |x - y|) - L_{1H}|x - y| - L_{1H}|x - y|\psi'(|x - y|)

\Phi(x, y),$$

here $L_H = \max\{L_{1H}, L_{2H}\}$.

1. Proof of (i). We first use Lemma 2.2 (36) to estimate the difference of two local terms in (60). Then plugging (28), (29), (31), (36) and (62) into (60), letting $\zeta \to 0$ and using (61), we obtain

$$(63) \quad \lambda\sqrt{\delta} + C_1(\phi(x) + \phi(y) + A)|x - y| \leq C_1(C_\sigma + L_{1H})(\phi(x) + \phi(y) + A)|x - y| + L_{1H}|x - y| + L_{1H}|x - y| + C_f(\phi(x) + \phi(y))|x - y| - C_1(|x - y| + \delta)\mathcal{L}_L[\phi](x, y),$$

where $\mathcal{L}_L$ is introduced in (32) in the local case with $L(x, y) = 2(C_\sigma + L_H)(1 + |x| + |y|)$. Taking $\alpha > C(\sigma, H) := 4(C_\sigma + L_H)$, applying Lemma 2.1 (33) and since $L_{1H} \leq L_H$, we have

$$|u^\lambda(x) - u^\lambda(y)| \leq C|x - y|(\phi_\mu(x) + \phi_\mu(y)), \quad x, y \in \mathbb{R}^N, \ \lambda \in (0, 1].$$
inequality (63) reduces to
\[
\lambda \sqrt{\delta} + C_1 \alpha (\phi(x) + \phi(y) + A)|x - y|
\leq
C_1 (C_\sigma + L_H)(\phi(x) + \phi(y) + A)|x - y| + C_1 (|x - y| + \delta)2K + L_H|x - y| + C_f(\phi(x) + \phi(y))|x - y|.
\]

Now we fix
\[
C_1 \geq \frac{4C_f}{3\alpha} + 1; \quad A \geq \frac{4}{3\alpha}(K + L_H).
\]
By these choices and noticing that \( \psi' = 1, C_1 \geq 1, \) we obtain
\begin{align*}
(64) \quad & \quad \frac{3}{4}C_1(\phi(x) + \phi(y) + A)\alpha|x - y| \\
& = \frac{3}{4}C_1(\phi(x) + \phi(y))\alpha|x - y| + \frac{3}{4}C_1 A \alpha|x - y| \\
& \geq C_f(\phi(x) + \phi(y))|x - y| + C_1 K|x - y| + L_H|x - y|.
\end{align*}

Taking into account (64) and noticing that \( \alpha > 4(C_\sigma + L_H), \) inequality (63) now becomes
\[
\lambda \sqrt{\delta} \leq 2C_1 K \delta.
\]
This is not possible for \( \delta \) small enough, hence we reach a contradiction.

2. Proof of (ii). Using Proposition 2.1 (44) to estimate the difference of two nonlocal terms in (60), then plugging (28), (29), (31), (44) and (62) into (60), using (61) we obtain
\[
\lambda \sqrt{\delta} + C_1 \alpha (\phi(x) + \phi(y) + A)|x - y|
\leq
C_1 L_{1H}(\phi(x) + \phi(y) + A)|x - y| + C_H|x - y| + C_f(\phi(x) + \phi(y))|x - y| \\
- C_1 (|x - y| + \delta)L_L[\phi](x,y),
\]
where \( L_L \) is introduced in (32) with \( F \) is the nonlocal operator defined by (6) and \( L(x,y) = 2L_H(1 + |x| + |y|). \) Taking \( \alpha > 4L_H \) and using the same arguments as in the local case (i) we get also a contradiction.

3. Conclusion. For any \( \alpha > C(F, H) = \begin{cases} C(\sigma, H) \text{ in the local case } (i) \\ C(H) \text{ in the nonlocal case } (ii) \end{cases}, \) we have proved that \( M \leq 0 \) in both the local and the nonlocal case. It follows that, for every \( x, y \in \mathbb{R}^N, \)
\[
|u(x) - u(y)| \leq \sqrt{\delta} + (\psi(|x - y|) + \delta)C_1(\phi(x) + \phi(y) + A).
\]
Since \( A, \psi \) do not depend on \( \delta, \) letting \( \delta \to 0 \) we get
\[
|u(x) - u(y)| \leq C_1|x - y|(\phi(x) + \phi(y) + A) = C_1(A + 1)|x - y|(\phi(x) + \phi(y)).
\]
Here \( \phi \) stands for \( \phi_\mu \) and since \( \phi \geq 1, \) (59) holds with \( C = C_1(A + 1). \)

\[ \square \]

Remark 2.2. If \( \sigma \) is a constant matrix, i.e., \( L_\sigma = 0 \) in (13) then (36) reduces to
\[
-tr(A(x)X - A(y)Y) \geq -C_1(\psi + \delta)(\text{tr}(A(x)D^2\phi(x)) + \text{tr}(A(y)D^2\phi(y))) + O(\zeta).
\]
Therefore using similarly arguments with the proof of the theorem we can prove that (59) holds for any \( \alpha > C(H) \) (constant depends only on \( H)\).
Remark 2.3. The natural extension (regarding regularity with respect to $x$ of $H$) is

\[
\begin{cases}
    \text{There exist } L_{1H}, L_{2H} > 0 \text{ such that for all } x, y, p, q \in \mathbb{R}^N \\
    |H(x, p) - H(y, p)| \leq L_{1H} |x - y|(1 + |p|), \\
    |H(x, p) - H(x, q)| \leq L_{2H} |p - q|.
\end{cases}
\]  

If $\sigma$ is a constant matrix, i.e., $L_{\sigma} = 0$ in (13) and $H(x, p) = H(p)$ is Lipschitz continuous ($L_{1H} = 0$ in (65)) (as in [18]), then $C(\sigma, H) = 0$ in the proof, meaning that Theorem 2.2 (i) holds with further assumption on the strength of the Ornstein-Uhlenbeck operator. It means that (59) holds for any $\alpha > 0$ and this conclusion is still true in the nonlocal case.

Remark 2.4. If $\sigma$ is any bounded lipschitz continuous symmetric matrix, i.e. (13) holds. Assume (65) with $L_{1H} = 0$, then the conclusion of Theorem 2.2 should be there exists $C(\sigma, H) = 0$ in the proof, meaning that Theorem 2.2 holds with further assumption on the strength of the Ornstein-Uhlenbeck operator.

3. Regularity of the solutions for the evolution equation

In this section we establish Lipschitz estimates (in space) for the solutions of the Cauchy problem (2), which are uniform in time.

3.1. Regularity in the uniformly parabolic case.

Theorem 3.1. Let $u \in C(Q_T) \cap E_\mu(Q_T)$ be a solution of (2). In addition to the hypotheses of Theorem 2.1, assume that $u_0$ satisfies (8) with a constant $C_0$. Then there exists a constant $C > 0$ independent of $T$ such that

\[
|u(x, t) - u(y, t)| \leq C|x - y|(\phi_\mu(x) + \phi_\mu(y)) \text{ for } x, y \in \mathbb{R}^N, \ t \in [0, T).
\]  

Remark 3.1. If we have comparison theorem for (2), then classical techniques allow to deduce from Theorem 3.1, Lipschitz estimates in time for the solution, see [18, Theorem 3.2]. More generally, for such kind of equations, Lipschitz estimates in space imply H"older estimates in time, see [5, Lemma 9.1] for instance.

Proof of Theorem 3.1. We only give a sketch of proof since it is close to the proof of Theorem 2.1.

Let $\epsilon, \delta, A, C_1 > 0$ and a $C^2$ concave and increasing function $\psi : \mathbb{R}_+ \to \mathbb{R}_+$ with $\psi(0) = 0$ which is defined as in the proof of Theorem 2.1 depending on the local or nonlocal case such that

\[
C_1\psi'_{\text{min}} \geq C_0.
\]  

We consider

\[
M = \sup_{(\mathbb{R}^N)^2 \times [0, T]} \left\{ u(x, t) - u(y, t) - (\psi(|x - y|) + \delta)\Phi(x, y) - \frac{\epsilon}{T - t} \right\},
\]

where $\Phi(x, y) = C_1(\phi(x) + \phi(y) + A), \phi = \phi_\mu$ defined by (12). Set $\varphi(x, y, t) = (\psi(|x - y|) + \delta)\Phi(x, y) - \frac{\epsilon}{T - t}$.

If $M \leq 0$ for some good choice of $A, C_1, \psi$ independent of $\delta, \epsilon > 0$, then we get some locally uniform estimates by letting $\delta, \epsilon \to 0$. So we argue by contradiction, assuming that $M > 0$. 
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Since $u \in \mathcal{E}_u(\mathbb{R}^N) \cap C(Q_T)$, the supremum is achieved at some point $(x,y,t)$ with $x \neq y$ thanks to $\delta, \epsilon > 0$ and the continuity of $u$.

Since $M > 0$, if $t = 0$, from (8) and by concavity of $\psi$, i.e., $\psi(|x-y|) \geq \psi'(|x-y|)|x-y| \geq \psi'_{\text{min}}|x-y|$, we have

$$0 < M = u(x,0) - u(y,0) - C_1(\psi(|x-y|) + \delta)(\phi(x) + \phi(y) + A) - \frac{\epsilon}{T}$$

$$\leq C_0|x-y|((\phi(x) + \phi(y) + A) - C_1\psi'_{\text{min}}|x-y|(\phi(x) + \phi(y) + A) - \frac{\epsilon}{T}.$$  

The last inequality is strictly negative due to (67). Therefore $t > 0$. Now we can apply [14, Theorem 8.3] in the local case and [9, Corollary 2] in the nonlocal one to learn that, for any $\varrho > 0$, there exist $a, b \in \mathbb{R}$ and $X, Y \in \mathcal{S}^N$ such that

$$(a, D_x\varphi, X) \in \mathcal{P}^{2^+}u(x,t); \quad (b, -D_y\varphi, Y) \in \mathcal{P}^{2^-}u(y,t),$$

$$a - b = \varphi_t(x,y,t) = \frac{\epsilon}{(T-t)^2} \geq \frac{\epsilon}{T^2}, \quad \text{and} \quad \begin{pmatrix} X & 0 \\ O & -Y \end{pmatrix} \leq A + \varrho A^2,$$

where $A = D^2\varphi(x,y,t)$ and $\varrho A^2 = O(\varrho)$ ($\varrho$ will be sent to 0 first).

Writing and subtracting the viscosity inequalities at $(x,y,t)$ in the local and nonlocal case we have

$$(68) \quad \frac{\epsilon}{T^2} - (\mathcal{F}(x,[u]) - \mathcal{F}(y,[u])) + \langle b(x), D_x\varphi \rangle - \langle b(y), -D_y\varphi \rangle$$

$$+ H(x, D_x\varphi) - H(y, -D_y\varphi) \leq f(x) - f(y),$$

where $\mathcal{F}(x,[u]) = \text{tr}(A(x)X)$ and $\mathcal{F}(y,[u]) = \text{tr}(A(y)Y)$ in the local case and $\mathcal{F}(x,[u]) = \mathcal{I}(x,u,D_x\varphi)$ and $\mathcal{F}(y,[u]) = \mathcal{I}(y,u,-D_y\varphi)$ in the nonlocal one.

All of the different terms in (68) are estimated as in the proof of Theorem 2.1. We only need to fix

$$\delta = \epsilon \min\{1, \frac{1}{3C_1K T^2}\}, \quad \text{then} \quad \frac{\epsilon}{T^2} > 2C_1\delta K,$$

where $K > 0$ is a constant coming from (34). Therefore we reach a contradiction as in the proof of Theorem 2.1.

We have proved that $M \leq 0$ for $\delta$ small enough. It follows that, for every $x, y \in \mathbb{R}^N$, $t \in [0,T)$,

$$|u(x,t) - u(y,t)| \leq C_1(\psi(|x-y|) + \delta)(\phi(x) + \phi(y) + A) + \frac{\epsilon}{T-t}.$$  

Since $A, C_1, \psi$ do not depend on $\delta, \epsilon$, letting $\delta, \epsilon \to 0$ and using the fact that $\psi$ is a concave increasing function, we have $\psi(r) \leq \psi'(0)r$. Finally, for all $x, y \in \mathbb{R}^N$, $t \in [0,T)$ we get

$$|u(x,t) - u(y,t)| \leq C_1\psi'(0)|x-y|(\phi(x) + \phi(y) + A) \leq C_1\psi'(0)(A+1)|x-y|(\phi(x) + \phi(y)).$$

Since $\phi \geq 1$, (66) holds with $C = C_1\psi'(0)(A+1)$. \qed
3.2. Regularity of solutions for degenerate parabolic equation.

**Theorem 3.2.** Let \( u \in C(Q_T) \cap E_{n}(Q_T) \) be a solution of (2). In addition to the hypotheses of Theorem 2.2, assume that \( u_0 \) satisfies (8). There exists \( C(\mathcal{F}, H) \) as in Theorem 2.2, such that, for any \( \alpha > C(\mathcal{F}, H) \), (66) holds for some \( C > 0 \) independent of \( T \).

The proof of this Theorem is an adaptation of the one of Theorem 2.2 using the same extension to the parabolic case as explained in the proof of Theorem 3.1. So we omit here.

We have also the same Remarks as presented for the elliptic equations.

4. Estimates for the growth function, local and nonlocal operators.


**Proof of Lemma 2.1.**

1. **Estimates on \( \phi \):** Recalling that \( \phi(x) = e^{\mu \sqrt{|x|^2 + 1}} \) and setting \( \langle x \rangle = \sqrt{|x|^2 + 1} \), for \( x \in \mathbb{R}^N \), we have

\[
D\phi = \frac{\mu x}{\langle x \rangle} \phi(x), \quad D^2 \phi = \frac{\mu \phi(x)}{\langle x \rangle} \left[ I - (1 - \mu \langle x \rangle) \frac{x}{\langle x \rangle} \otimes \frac{x}{\langle x \rangle} \right].
\]

2. **Estimates on the Ornstein-Uhlenbeck operator.** From (3) and (69) we have

\[
\langle b(x), D\phi(x) \rangle = \langle b(x) - b(0), D\phi(x) \rangle + \langle b(0), D\phi(x) \rangle = \langle b(x) - b(0), \mu \frac{x}{\langle x \rangle} \phi(x) \rangle + \langle b(0), \mu \frac{x}{\langle x \rangle} \phi(x) \rangle \geq \mu \phi(x) \left( \frac{\alpha |x|^2}{\langle x \rangle} - |b(0)| \right).
\]

3. **Estimates for the local term.** From (69), we compute that

\[
\text{tr}(A(x)D^2\phi(x)) = \frac{\mu \phi(x)}{\langle x \rangle} \left[ \text{tr}(A(x)) - (1 - \mu \langle x \rangle)\text{tr} \left( A(x) \frac{x}{\langle x \rangle} \otimes \frac{x}{\langle x \rangle} \right) \right] \leq \frac{\mu \phi(x)}{\langle x \rangle} \left[ |\sigma|^2 + \mu \langle x \rangle |\sigma|^2 \right] \leq C(\mu, |\sigma|) \phi(x).
\]

4. **Estimates for the nonlocal term.** We have

\[
\mathcal{I}(x, \phi, D\phi) = \int_{B} (\phi(x+z) - \phi(x) - D\phi(x, z)) \nu(dz) + \int_{B^c} (\phi(x+z) - \phi(x)) \nu(dz)
\]

\[
= \int_{B} \int_{0}^{1} (1-s) (D^2\phi(x+sz)z, z) ds \nu(dz) + \phi(x) \int_{B^c} \left( \frac{\phi(x+z)}{\phi(x)} - 1 \right) \nu(dz)
\]

\[
\leq \int_{B} \int_{0}^{1} |D^2\phi(x+sz)||z|^2 ds \nu(dz) + \phi(x) \int_{B^c} \left( \frac{\phi(x+z)}{\phi(x)} - 1 \right) \nu(dz)
\]

\[
= \int_{B} \int_{0}^{1} |D^2\phi(x+sz)||z|^2 ds \nu(dz) + \phi(x) \int_{B^c} \left( \frac{\phi(x+z)}{\phi(x)} - 1 \right) \nu(dz)
\]
From (69) we have

\[ |D^2 \phi(x)| \leq \frac{\mu \phi(x)}{\langle x \rangle} \left[ |I| + \left| \frac{x}{\langle x \rangle} \otimes \frac{x}{\langle x \rangle} \right| + \mu(x) \left| \frac{x}{\langle x \rangle} \otimes \frac{x}{\langle x \rangle} \right| \right] \leq C(\mu, N) \phi(x). \tag{73} \]

On the other hand, for any \( a, b \) we have

\[ 1 + (a + b)^2 \leq 1 + a^2 + 2\sqrt{1 + a^2} \sqrt{1 + b^2} + b^2 \leq \left( \sqrt{1 + a^2} + \sqrt{1 + b^2} \right)^2. \]

This implies \( \sqrt{1 + (a + b)^2} \leq \sqrt{1 + a^2} + \sqrt{1 + b^2} \) and therefore

\[ \phi(x + z) = e^{\mu \sqrt{1 + |x + z|^2}} \leq \phi(x) \phi(z), \quad \forall x, z \in \mathbb{R}^N. \tag{74} \]

Using (73) and (74) we have, for all \( s \in [0, 1], \ |D^2 \phi(x + sz)| \leq C(\mu, N) \phi(x) \phi(z). \)

Hence, inequality (72) becomes

\[ \mathcal{I}(x, \phi, D\phi) \leq C(\mu, N) \phi(x) \int_B \phi(z) |z|^2 \nu(dz) + \phi(x) \int_{B^c} (\phi(z) - 1) \nu(dz). \]

Then, using (14), we get

\[ \mathcal{I}(x, \phi, D\phi) \leq C(\mu, N) C_\nu \phi(x) + C_\nu \phi(x) = C(\mu, \nu) \phi(x). \tag{75} \]

5. **Estimate of the Lemma and end the computations for both cases.** Let \( L_0 > 0, \ L(x, y) := L_0(1 + |x| + |y|) \) and set

\[ \mathcal{L}_L[\phi](x, y) := -\mathcal{F}(x, [\phi]) - \mathcal{F}(y, [\phi]) + \langle b(x), D\phi(x) \rangle + \langle b(y), D\phi(y) \rangle - L(x, y)(|D\phi(x)| + |D\phi(y)|). \]

Set

\[ C(\mathcal{F}) = \begin{cases} C(\mu, |\sigma|), & \text{if } \mathcal{F} \text{ is defined by } (5) \\ C(\mu, \nu), & \text{if } \mathcal{F} \text{ is defined by } (6). \end{cases} \]

Since \( |D\phi(x)| \leq \mu \phi(x) \), from (70), (71) and (75) we have

\[ \mathcal{L}_L[\phi](x, y) \geq \mu \phi(x) (a(x) - L_0|x| - L_0|y|) + \mu \phi(y) (a(y) - L_0|x| - L_0|y|), \]

where \( a(x) = a \frac{|x|^2}{\langle x \rangle} - |b(0)| - C(\mathcal{F}) - L_0, \forall x \in \mathbb{R}^N. \) Now we define

\[ R_x := \frac{2}{\alpha - 2L} \left( \frac{2}{\mu} + |b(0)| + C(\mathcal{F}) + L_0 + L_0|x| \right) \]

and take \( \alpha > 2L_0, \) if \( |x| \geq R_y \) and \( |y| \geq R_x, \) then \( \mathcal{L}_L[\phi](x, y) \geq 2 \phi(x) + 2 \phi(y). \) Set

\[ \sup_{y \in B(0, R_x)} \{ \mu \phi(y) (-a(y) + L_0|x| + L_0|y|) \} =: K_x, \]

then we get that, for all \( x, y \in \mathbb{R}^N, \mathcal{L}_L[\phi](x, y) \geq \phi(x) + \phi(y) + \phi(x) - K_x + \phi(y) - K_y. \)

Since \( \alpha > 2L_0, \) we have \( \sup_{\mathbb{R}^N} \{ -\phi(x) + K_x \}, \sup_{\mathbb{R}^N} \{ -\phi(y) + K_y \} < +\infty. \) Hence, define \( K := \sup \{ \sup_{\mathbb{R}^N} \{ -\phi(x) + K_x \}, \sup_{\mathbb{R}^N} \{ -\phi(y) + K_y \} \}, \) we obtain

\[ \mathcal{L}_L[\phi](x, y) \geq \phi(x) + \phi(y) - 2K. \tag{76} \]

We now suppose that \( L(x, y) = L_0 \) independent of \( x, y. \) Setting

\[ R_\phi := \frac{2}{\alpha} \left( \frac{1}{\mu} + |b(0)| + C(\mathcal{F}) + L_0 \right), \quad K := \sup_{x \in B(0, R_\phi)} \{ \mu \phi(x) (-a(x)) \} \]
and using the same arguments as above we obtain that (76) holds for any \( \alpha > \phi \). Since \( \phi(x) \to +\infty \) as \( x \to +\infty \), hence there exists \( R \geq R_\phi \) such that

\[
-\mathcal{F}(x, [\phi]) + \langle b(x), D\phi(x) \rangle - L_0 |D\phi(x)| \geq \phi(x) - K \geq \begin{cases} -K & \text{for } |x| \leq R, \\ K & \text{for } |x| \geq R. \end{cases}
\]

Notice that \( K \) and \( R \) depend only on \( \mathcal{F}, b, L, \mu \). \( \square \)

4.2. Estimates for the local operator.

**Proof of Lemma 2.2.**

1. Using the matrix inequality (26). From (26), setting

\[
(77) \quad X_x = X - C_1(\psi + \delta)D^2\phi(x) \quad \text{and} \quad Y_y = Y + C_1(\psi + \delta)D^2\phi(y).
\]

We have, for every \( \zeta, \xi \in \mathbb{R}^N \),

\[
\langle X_x\zeta, \zeta \rangle - \langle Y_y\zeta, \zeta \rangle + O(\rho) \\
\leq \psi''\Phi(\zeta - \xi, \zeta) + p \otimes (\psi(\zeta - \xi) - \psi(\zeta)) + C_1\psi'\left[p \otimes D\phi(x) + D\phi(x) \otimes p\zeta, \zeta\right] + \langle (p \otimes D\phi(y) - D\phi(x) \otimes p)\zeta, \zeta \rangle + \langle (D\phi(y) \otimes p - p \otimes (D\phi(x))\zeta, \zeta \rangle \\
- \langle (p \otimes D\phi(y) + D\phi(y) \otimes p)\zeta, \zeta \rangle
\]

where \( p \) and \( C \) are given by (24). Set \( \sigma_x = \sigma(x), \sigma_y = \sigma(y) \).

2. Computing the trace with suitable orthonormal basis. Following Ishii-Lions [22] and Barles [3], we choose an orthonormal basis \((e_i)_{1 \leq i \leq N}\) to compute \(\text{tr}(\sigma_x\sigma_x^T X)\) and another one, \((\tilde{e}_i)_{1 \leq i \leq N}\) to compute \(\text{tr}(\sigma_y\sigma_y^T Y)\). Now we estimate \( T := \text{tr}(A(x)X_x - A(y)Y_y) \) with \( A = \sigma\sigma^T \) in the following way:

\[
T = \sum_{i=1}^{N} \langle X_x\sigma_x e_i, \sigma_x e_i \rangle - \langle Y_y\sigma_y \tilde{e}_i, \sigma_y \tilde{e}_i \rangle \\
\leq \sum_{i=1}^{N} \psi''\Phi(p \otimes pQ_i, Q_i) + \psi'\Phi(CQ_i, Q_i) + C_1\psi'\left[p \otimes D\phi(x)\sigma_x e_i, Q_i\right] + \langle D\phi(x) \otimes pQ_i, \sigma_x e_i \rangle + \langle p \otimes D\phi(y)\sigma_y \tilde{e}_i, Q_i \rangle + \langle D\phi(y) \otimes pQ_i, \sigma_y \tilde{e}_i \rangle + O(\rho) \\
\leq \psi''\Phi(p, Q_i)^2 + \sum_{i=1}^{N} \psi'\Phi(CQ_i, Q_i) + C_1\psi'\mathcal{P}_i + O(\rho),
\]

where we set \( Q_i = \sigma_x e_i - \sigma_y \tilde{e}_i \), noticing that \( \psi''\Phi(p \otimes pQ_i, Q_i) = \psi''\Phi(p, Q_i)^2 \leq 0 \) since \( \psi \) is concave function and for all \( 1 \leq i \leq N \),

\[\mathcal{P}_i = \langle p \otimes D\phi(x)\sigma_x e_i, Q_i \rangle + \langle D\phi(x) \otimes pQ_i, \sigma_x e_i \rangle + \langle p \otimes D\phi(y)\sigma_y \tilde{e}_i, Q_i \rangle + \langle D\phi(y) \otimes pQ_i, \sigma_y \tilde{e}_i \rangle.\]

We now set up suitable basis in two following cases.
2.1. Estimates for the trace when $\sigma$ is degenerate, i.e., (13) holds only. We choose any orthonormal basis such that $e_i = \tilde{e}_i$. It follows

$$
T \leq \sum_{i=1}^{N} \psi'(\sigma_x - \sigma_y)e_i, (\sigma_x - \sigma_y)e_i \\
+ C_1 \psi'[p \otimes D\phi(x)\sigma_x e_i, (\sigma_x - \sigma_y)e_i] + \langle D\phi(x) \otimes p(\sigma_x - \sigma_y)e_i, \sigma_x e_i \rangle \\
+ \langle p \otimes D\phi(y)\sigma_y e_i, (\sigma_x - \sigma_y)e_i \rangle + \langle D\phi(y) \otimes p(\sigma_x - \sigma_y)e_i, \sigma_y e_i \rangle + O(q)
$$

By (24) we first have $|C| \leq 1/|x - y|$, and $|D\phi \otimes p|, |p \otimes D\phi| \leq |D\phi|$. Using the fact that $\sigma$ is a Lipschitz and bounded function, i.e., (13) holds, we obtain

$$
T \leq NL_\sigma^2|x - y|\psi' + 2NC_\sigma L_\sigma C_1(|D\phi(x)| + |D\phi(y)|)|x - y|\psi'.
$$

Then by the concavity of $\psi$, i.e., $\psi'(|x - y|)|x - y| \leq \psi(|x - y|)$ and from (77), we get

$$
-\text{tr}(A(x)X - A(y)Y) \\
\geq -\tilde{C}_\sigma |x - y|\psi' - C_1(\psi + \delta)[\text{tr}(A(x)D^2\phi(x)) + \text{tr}(A(y)D^2\phi(y))] \\
+ \tilde{C}_\sigma(|D\phi(x)| + |D\phi(y)|) + O(q),
$$

where

$$
(79) \quad \tilde{C}_\sigma = \max\{NL_\sigma^2, 2NC_\sigma L_\sigma\}.
$$

2.2. More precise estimate when $\sigma$ is strictly elliptic, i.e., (17) holds. Since $\sigma$ is uniformly invertible, we can choose $e_1 = \frac{\sigma_x^{-1}p}{|\sigma_x^{-1}p|}, \tilde{e}_1 = -\frac{\sigma_y^{-1}p}{|\sigma_y^{-1}p|}$. If $e_1$ and $\tilde{e}_1$ are collinear, then we can complete the basis with orthonormal unit vectors $e_i = \tilde{e}_i \in e_i^\perp, 2 \leq i \leq N$. Otherwise, in the plane span $\{e_1, \tilde{e}_1\}$, we consider a rotation $R$ of angle $\frac{\pi}{2}$ and define $e_2 = Re_1, \quad \tilde{e}_2 = -R\tilde{e}_1$. Finally, noticing that span$\{e_1, e_2\}^\perp = \text{span}\{\tilde{e}_1, \tilde{e}_2\}^\perp$, we can complete the orthonormal bases with unit vectors $e_i = \tilde{e}_i \in \text{span}\{e_1, e_2\}^\perp, 3 \leq i \leq N$.

For $i = 1$, we compute

$$
Q_1 = \sigma_x e_i - \sigma_y \tilde{e}_i = \left[\frac{1}{|\sigma_x^{-1}p|} + \frac{1}{|\sigma_y^{-1}p|}\right]p \Rightarrow |\langle p, Q_1 \rangle| = \frac{1}{|\sigma_x^{-1}p|} + \frac{1}{|\sigma_y^{-1}p|}.
$$

We have

$$
|\sigma^{-1}p|^2 = \langle \sigma^{-1}p, \sigma^{-1}p \rangle = \langle (\sigma^{-1})^T(\sigma^{-1})^T, p, p \rangle = \langle (\sigma\sigma^{-1})^{-1}p, p \rangle = \langle A^{-1}p, p \rangle \leq |A^{-1}p|.
$$

From (17), we have $\langle Ap, p \rangle \geq \rho|p|^2 \Rightarrow \langle AA^{-1}p, A^{-1}p \rangle \geq \rho|A^{-1}p|^2 \Rightarrow \langle p, A^{-1}p \rangle \geq \rho|A^{-1}p|^2$. This implies $|A^{-1}p| \leq \frac{1}{\rho}$; so $|\langle p, Q_1 \rangle| \geq 2\sqrt{\rho}$ and that $|Q_1| - |\langle p, Q_1 \rangle| = 0$. 
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Moreover,
\[
\langle p \otimes D\phi(x)\sigma_x e_1, Q_1 \rangle = \frac{1}{|\sigma_x^{-1}p|} \left[ \frac{1}{|\sigma_x^{-1}p|} + \frac{1}{|\sigma_y^{-1}p|} \right] \langle D\phi(x), p \rangle
\]
\[
\langle D\phi(x) \otimes pQ_1, \sigma_x e_1 \rangle = \frac{1}{|\sigma_x^{-1}p|} \left[ \frac{1}{|\sigma_x^{-1}p|} + \frac{1}{|\sigma_y^{-1}p|} \right] \langle D\phi(x), p \rangle
\]
\[
\langle p \otimes D\phi(y)\sigma_y \tilde{e}_1, Q_1 \rangle = -\frac{1}{|\sigma_y^{-1}p|} \left[ \frac{1}{|\sigma_x^{-1}p|} + \frac{1}{|\sigma_y^{-1}p|} \right] \langle D\phi(y), p \rangle
\]
\[
\langle D\phi(y) \otimes pQ_1, \sigma_y \tilde{e}_1 \rangle = -\frac{1}{|\sigma_y^{-1}p|} \left[ \frac{1}{|\sigma_x^{-1}p|} + \frac{1}{|\sigma_y^{-1}p|} \right] \langle D\phi(y), p \rangle.
\]
Since \(C_\sigma|\sigma_x^{-1}p| \geq |\sigma_x||\sigma_x^{-1}p| = 1\), we infer \(\frac{1}{|\sigma_x^{-1}p|} \leq C_\sigma\). Therefore, \(\mathcal{P}_1 \leq 4C_\sigma^2(|D\phi(x)| + |D\phi(y)|).\) Next, using the concavity of \(\psi\) and the above estimates, we obtain
\[
T \leq 4\rho\psi''\Phi + 4C_1C_\sigma^2\psi'(|D\phi(x)| + |D\phi(y)|) + \sum_{i=2}^{N} \frac{\psi'\Phi}{|x-y|} |Q_i|^2 + C_1\psi'\mathcal{P}_1 + O(\varepsilon).
\]
For \(i = 2\), we compute
\[
Q_2 = \sigma_x e_2 - \sigma_y \tilde{e}_2 = \sigma_x \mathcal{R}e_1 + \sigma_y \mathcal{R} \tilde{e}_1 = (\sigma_x - \sigma_y)\mathcal{R}e_1 + \sigma_y(\mathcal{R}e_1 + \mathcal{R} \tilde{e}_1).
\]
\(|x-y| \leq 1\), we use the fact that \(\sigma\) is lipschitz in \((80)\) to obtain
\[
|Q_2| \leq L_\sigma|x-y| + C_\sigma|\mathcal{R}e_1 + \mathcal{R} \tilde{e}_1| = L_\sigma|x-y| + C_\sigma|e_1 + \tilde{e}_1|.
\]
Moreover,
\[
|e_1 + \tilde{e}_1| \leq \frac{1}{|\sigma_x^{-1}p|} |\sigma_x^{-1}p - \sigma_y^{-1}p| + |\sigma_y^{-1}p| \left( \frac{1}{|\sigma_x^{-1}p|} - \frac{1}{|\sigma_y^{-1}p|} \right)
\]
\[
\leq \frac{2}{|\sigma_x^{-1}p|} |\sigma_x^{-1} - \sigma_y^{-1}| = \frac{2}{|\sigma_x^{-1}p|} |\sigma_y^{-1}| (|\sigma_y - \sigma_x|^{-1}).
\]
Then,
\[
|Q_2| \leq L_\sigma|x-y| + \frac{2C_\sigma L_\sigma|x-y|}{\sqrt{p}} = \left( 1 + \frac{2C_\sigma}{\sqrt{p}} \right) L_\sigma|x-y|.
\]
\(|x-y| \geq 1\), by using the property that \(\sigma\) is bounded in \((80)\), we get
\[
|Q_2| \leq |\sigma_x| + |\sigma_y| + 2|\sigma_y| \leq 4C_\sigma.
\]
Therefore, for all \(|x-y| > 0\), \(|Q_2| \leq \max\{(1 + \frac{2C_\sigma}{\sqrt{p}})L_\sigma, 4C_\sigma\} \min\{1, |x-y|\}.\) On the other hand,
\[
\mathcal{P}_2 \leq |Q_2|\left[ |\sigma_x|((|p \otimes D\phi(x)| + |D\phi(x) \otimes p|) + |\sigma_y|(|p \otimes D\phi(y)| + |D\phi(y) \otimes p|)\right]
\]
\[
\leq 2C_\sigma L_\sigma \left( 1 + \frac{2C_\sigma}{\sqrt{p}} \right) |x-y|(|D\phi(x)| + |D\phi(y)|).
\]
Set \(\hat{C}_\sigma := \max\{\max^2\{(1 + \frac{2C_\sigma}{\sqrt{p}})L_\sigma, 4C_\sigma\}, 2C_\sigma L_\sigma(1 + \frac{2C_\sigma}{\sqrt{p}})\}\). Hence, we obtain:
\[
T \leq 4\rho\psi''\Phi + 4C_1C_\sigma^2\psi'(|D\phi(x)| + |D\phi(y)|) + \hat{C}_\sigma \psi'\Phi
\]
\[
+ C_1 \hat{C}_\sigma|x-y|\psi'(|D\phi(x)| + |D\phi(y)|) + \sum_{i=3}^{N} \frac{\psi'\Phi}{|x-y|} |Q_i|^2 + C_1\psi'\mathcal{P}_1 + O(\varepsilon).
\]
Recall that $e_i = \hat{e}_i$, $3 \leq i \leq N$, similarly with the above estimates we get

$$|Q_i| \leq \max\{L_\sigma, 2C_\sigma\} \min\{1, |x - y|\} \quad \text{and} \quad \mathcal{P}_i \leq 2C_\sigma L_\sigma |x - y|(|D\phi(x)| + |D\phi(y)|).$$

Finally, combining all the above estimates, we obtain

$$(81) \quad T \leq 4\rho \psi''\Phi + 4C_1C_\sigma^2\psi'(|D\phi(x)| + |D\phi(y)|) + \dot{C}_\sigma \psi'\Phi
+ C_1\dot{C}_\sigma |x - y|\psi'(|D\phi(x)| + |D\phi(y)|) + (N - 2)\max^2\{L_\sigma, 2C_\sigma\} \psi'\Phi
+ (N - 2)2C_1C_\sigma L_\sigma |x - y|\psi'(|D\phi(x)| + |D\phi(y)|)
\leq 4\rho \psi''\Phi + 4C_1C_\sigma^2\psi'(|D\phi(x)| + |D\phi(y)|) + C_\sigma \psi'\Phi
+ C_1C_\sigma |x - y|\psi'(|D\phi(x)| + |D\phi(y)|),$$

where $C_\sigma = \dot{C}_\sigma + (N - 2)\max^2\{L_\sigma, 2C_\sigma\}; \quad C_\sigma = \max\{\dot{C}_\sigma, \ddot{C}_\sigma\},$

where $\ddot{C}_\sigma$ is defined by (79). Then from (78) and (81) we get the conclusion. \qed

4.3. Estimates for the nonlocal operator.

**Proof of Proposition 2.1.** Several parts of the proof are inspired by [7] and adapted to our unbounded framework.

1. Proof of (i). We split the domain of integration into two pieces, on the unit ball $B$ and its complement $B^c$.

Let $(x, y)$ be a maximum point of $\Psi(\cdot, \cdot)$, we have

$$u(x + z) - u(y + z) - (u(x) - u(y)) \leq C_1(\psi(|a|) + \delta)[\phi(x + z) - \phi(x) + \phi(y + z) - \phi(y)].$$

Taking the integral over $B^c$, we first get

$$(83) \quad \mathcal{I}[B^c(x, u, D_x\varphi)] - \mathcal{I}[B^c(y, u, -D_y\varphi)] \leq C_1(\psi(|a|) + \delta) \left(\mathcal{I}[B^c(x, u, D\phi)] + \mathcal{I}[B^c(y, \phi, D\phi)]\right).$$

Moreover, at the maximum point, we have

$$(84) \quad u(x + z) - u(x) - \langle D_x\varphi(x, y), z \rangle \
\leq u(y + z') - u(y) + \langle D_y\varphi(x, y), z' \rangle + \varphi(x + z, y + z') - \varphi(x, y) 
+ \langle D_y\varphi(x, y), z - z' \rangle - \langle D_x\varphi(x, y) + D_y\varphi(x, y), z \rangle,$$

where $D_x\varphi$ and $D_y\varphi$ are given by (25). Taking $z' = z$ in (84) and using (25), we have

$$(85) \quad \mathcal{I}[B(x, u, D_x\varphi)] - \mathcal{I}[B(y, u, -D_y\varphi)] \leq C_1(\psi(|a|) + \delta) \left(\mathcal{I}[B(x, u, D\phi)] + \mathcal{I}[B(y, \phi, D\phi)]\right).$$

Then, taking the integral over the ball we get

$$\mathcal{I}(x, u, D_x\varphi) - \mathcal{I}(y, u, -D_y\varphi) \leq C_1(\psi(|a|) + \delta) \left\{\mathcal{I}(x, \phi, D\phi) + \mathcal{I}(y, \phi, D\phi)\right\}.$$
2. Proof of (ii). In this case, we split the domain of integration into three pieces,

\[ \mathcal{T}(x, y) := \mathcal{I}(x, u, D_x \varphi) - \mathcal{I}(y, u, -D_y \varphi) = \mathcal{T}^1(x, y) + \mathcal{T}^2(x, y) + \mathcal{T}^3(x, y), \]

where \( \mathcal{T}^1, \mathcal{T}^2, \mathcal{T}^3 \) are the difference of the nonlocal terms over the domains \( B^c, B \setminus C_{\eta, \gamma}(a), C_{\eta, \gamma}(a) \) respectively.

We argue as in the proof of (i) to first get

\[ \mathcal{T}^1(x, y) + \mathcal{T}^2(x, y) \leq C_1(\psi(|a|) + \delta)\{\mathcal{I}[C_{\eta, \gamma}(a)](x, \phi, D\phi) + \mathcal{I}[C_{\eta, \gamma}(a)](y, \phi, D\phi)\}. \]

Now the rest of the proof is only to estimate for \( \mathcal{T}^3(x, y) \). Taking \( z' = 0 \) and \( z = 0 \) in the inequality (84) we get

\[ \mathcal{T}^3(x, y) \leq \int_{C_{\eta, \gamma}(a)} [\varphi^1(x, y, z) + \varphi^2(x, y, z)] \nu(dz), \]

where

\[ \varphi^1(x, y, z) = \varphi(x + z, y) - \varphi(x, y) - \langle D_x \varphi(x, y), z \rangle \]

\[ \varphi^2(x, y, z) = \varphi(x, y + z) - \varphi(x, y) - \langle D_y \varphi(x, y), z \rangle. \]

Let \( \hat{a} = (x - y)/|x - y| \). From (23) and (25) we have

\[ \varphi^1 = (\psi(|a + z|) + \delta)[\Phi(x + z, y) - \Phi(x, y)] - C_1(\psi(|a|) + \delta)\langle D\phi(x), z \rangle \]

\[ + [\psi(|a + z|) - \psi(|a|)]\langle \hat{a}, z \rangle \Phi(x, y) \]

\[ = C_1(\psi(|a + z|) - \psi(|a|))\langle \hat{a}, z \rangle \Phi(x, y) \]

\[ + C_1(\psi(|a|) + \delta)\langle \phi(x + z) - \phi(x), D\phi(x), z \rangle \]

\[ + [\psi(|a + z|) - \psi(|a|)]\langle \hat{a}, z \rangle \Phi(x, y). \]

Similarly, we have

\[ \varphi^2 = C_1(\psi(|a - z|) - \psi(|a|))\langle \hat{a}, z \rangle \Phi(x, y) \]

\[ + C_1(\psi(|a|) + \delta)\langle \phi(y + z) - \phi(y), D\phi(y), z \rangle \]

\[ + [\psi(|a - z|) - \psi(|a|)]\langle \hat{a}, z \rangle \Phi(x, y). \]

Then from (87), (88) and (89), we obtain

\[ \mathcal{T}^3(x, y) \leq C_1 \int_{C_{\eta, \gamma}(a)} \{\langle \psi(|a + z|) - \psi(|a|), \hat{a}, z \rangle \Phi(x, y) \}

\[ + [\psi(|a + z|) - \psi(|a|)]\langle \hat{a}, z \rangle \Phi(x, y) \}

\[ + C_1(\psi(|a|) + \delta)(\mathcal{I}[C_{\eta, \gamma}(a)](x, \phi, D\phi) + \mathcal{I}[C_{\eta, \gamma}(a)](y, \phi, D\phi)) \]

\[ + \Phi(x, y) \int_{C_{\eta, \gamma}(a)} \{\psi(|a + z|) - \psi(|a|)\langle \hat{a}, z \rangle \}

\[ + [\psi(|a + z|) - \psi(|a|)]\langle \hat{a}, z \rangle \}

\[ \nu(dz). \]

Because of the monotonicity and the concavity of \( \psi \) we have

\[ \psi(|a + z|) - \psi(|a|) \leq \psi(|a| + |z|) - \psi(|a|) \leq \psi'(|a|)|z|. \]

Since \( \phi \in C^\infty(\mathbb{R}^N) \) is a convex function and recalling (69) and using (74) we have

\[ \phi(x + z) - \phi(x) \leq |D\phi(x + z)||z| \leq \mu\phi(x + z)|z| \leq \mu\phi(x)\phi(z)|z|, \forall x, z \in \mathbb{R}^N. \]
Using (91) and (92) to estimate for (90) we obtain
\[
T^3(x, y) \leq C_1 \mu \psi'(\|a\|)(\phi(x) + \phi(y)) \int_{C_{\eta, \gamma}(a)} \phi(z)|z|^2\nu(dz)
\]
\[
+ C_1(\psi(\|a\|) + \delta)(\mathcal{I}[C_{\eta, \gamma}(a)](x, \phi, D\phi) + \mathcal{I}[C_{\eta, \gamma}(a)](y, \phi, D\phi))
\]
\[
+ \Phi(x, y) \int_{C_{\eta, \gamma}(a)} [\psi(|a + z|) - \psi(|a|) - \psi'(|a|)(\bar{a}, z)]
\]
\[
+ \psi'(|a - z|) - \psi(|a|) + \psi'(|a|)(\bar{a}, z)\nu(dz).
\]
Thanks to Assumption (18), we can readily apply \cite[Lemma 12]{7} to estimate the last integral and we finally obtain that there exists $0 < \eta < 1$ such that, for all $\gamma > 0$,
\[
T^3 \leq C_1 \mu \psi'(\|a\|)(\phi(x) + \phi(y)) \int_{C_{\eta, \gamma}(a)} \phi(z)|z|^2\nu(dz)
\]
\[
+ C_1(\psi(\|a\|) + \delta)(\mathcal{I}[C_{\eta, \gamma}(a)](x, \phi, D\phi) + \mathcal{I}[C_{\eta, \gamma}(a)](y, \phi, D\phi))
\]
\[
+ \frac{1}{2} \Phi(x, y) \int_{C_{\eta, \gamma}(a)} \sup l(a, s, z)|z|^2\nu(dz),
\]
where
\[
l(a, s, z) = (1 - \eta^2)\psi'(\|a + sz\|) + \eta^2\psi''(\|a + sz\|)
\]
and $\tilde{\eta} = \frac{1 - \gamma}{1 + \gamma}, \gamma = \gamma_0|a|$ with $\gamma_0 \in (0, 1)$. Notice that, if Assumption (18) holds for $\eta$, then it also holds for smaller $\eta$, so we can choose $\eta$ as small as we want. Moreover, using (14) we get
\[
C_1 \mu \psi'(\|a\|)(\phi(x) + \phi(y)) \int_{C_{\eta, \gamma}(a)} \phi(z)|z|^2\nu(dz) \leq \mu C_1 \psi'(\|a\|)\Phi(x, y).
\]
Finally, from (86), (93) and (95) we obtain
\[
T \leq C_1(\psi(\|a\|) + \delta)(\mathcal{I}(x, \phi, D\phi) + \mathcal{I}(y, \phi, D\phi)) + \mu C_1 \psi'(\|a\|)\Phi(x, y)
\]
\[
+ \frac{1}{2} \Phi(x, y) \int_{C_{\eta, \gamma}(a)} \sup l(a, s, z)|z|^2\nu(dz).
\]
\[
\square
\]
Proof of Lemma 2.3. Let $a_0 > 0$, $|x - y| = |a| \leq a_0$. From Proposition 2.1 (45), we have
\[
\mathcal{I}(x, u, D_x\varphi) - \mathcal{I}(y, u, -D_y\varphi)
\]
\[
\leq C_1(\psi(\|a\|) + \delta)(\mathcal{I}(x, \phi, D\phi) + \mathcal{I}(y, \phi, D\phi)) + \mu C_1 \psi'(\|a\|)\Phi(x, y)
\]
\[
+ \frac{1}{2} \Phi(x, y) \int_{C_{\eta, \gamma}(a)} \sup l(a, s, z)|z|^2\nu(dz),
\]
where $l(a, s, z)$ is given by (94).

Let $\psi$ be defined in (48), take $a_0 = r_0$. It follows from \cite[Corollary 9]{7} that there exists a constant $C = C(\nu) > 0$ such that for $\Lambda(\nu) = C(\rho^2(2^\theta - 1) - 1) > 0$ we have
\[
\frac{1}{2} \int_{C_{\eta, \gamma}(a)} \sup l(a, s, z)|z|^2\nu(dz) \leq -\Lambda |a|^{-\theta},
\]
\[
\square
\]
where \( \tilde{\theta} = \beta - 1 - \theta(N + 2 - \beta) > 0. \)

Therefore, we obtain

\[
I(x, u, D_x \varphi) - I(y, u, -D_y \varphi) \leq C_1(\psi(|a|) + \delta) (I(x, \phi, D\phi) + I(y, \phi, D\phi)) - \left(A|a|^{-\tilde{\theta}} - \mu C^1_\psi |\varphi'|(||a||)\right) \Phi(x, y).
\]

\[\square\]

**Proof of Lemma 2.4.** Let \( a_0 > 0, |x - y| = |a| \leq a_0. \) From Proposition 2.1 (45) we have

\[
I(x, u, D_x \varphi) - I(y, u, -D_y \varphi) \leq C_1(\psi(|a|) + \delta) (I(x, \phi, D\phi) + I(y, \phi, D\phi)) + \left(\frac{\mu C^1_\psi |\varphi'|(|a|)}{2} + \frac{1}{2} \int_{C_{a, \gamma}(a)} \sup l(a, s, z)|z|^2 \nu(dz)\right) \Phi(x, y),
\]

where \( l(a, s, z) \) is given by (94). We only need to estimate this terms and then integrate over the cone.

Let \( r = |x - y|, \psi(r) = 1 - e^{-C_2r^\tau} \) for \( r \leq r_0, \tau \in (0, 1) \), we have the derivatives

\[
\psi'(r) = C_2\tau r^{\tau-1}e^{-C_2r^\tau}, \quad \psi''(r) = C_2\tau(\tau - 1)r^{\tau-2}e^{-C_2r^\tau} - (C_2\tau^{\tau-1})^2 e^{-C_2r^\tau}.
\]

Hence, we have

\[
l(a, s, z) = (1 - \tilde{\eta}^2)C_2\tau e^{-C_2|a+sz|^\tau} |a + sz|^{\tau-2} + \tilde{\eta}^2 C_2\tau(\tau - 1)\tau e^{-C_2|a+sz|^\tau} |a + sz|^{\tau-2}
\]

\[
- \tilde{\eta}^2(2C_2\tau)^2 e^{-C_2|a+sz|^\tau} |a + sz|^{2(\tau-1)}
\]

\[
= C_2\tau e^{-C_2|a+sz|^\tau} |a + sz|^{\tau-2} \left(1 - \tilde{\eta}^2(2 - \tau)\right) - \tilde{\eta}^2(2C_2\tau)^2 e^{-C_2|a+sz|^\tau} |a + sz|^{2(\tau-1)}.
\]

Note that, on the set \( C_{a, \gamma}(|a|) \), we have the following upper bound

\[
|a + sz| \leq |a| + |s| |z| \leq |a| + \gamma = |a|(1 + \gamma_0).
\]

Taking \( \tau \in (0, 1) \) (possibly arbitrary close to 1) then \( 2 - \tau > 1 \). So we can choose \( \eta \) and \( \gamma_0 \) sufficiently small enough such that

\[
(2 - \tau)\tilde{\eta}^2 = (2 - \tau) \left(\frac{1 - \eta - \gamma_0}{1 + \gamma_0}\right)^2 > \theta > 1 \quad \text{for some } \theta \in (1, 2 - \tau).
\]

Therefore we obtain

\[
l(a, s, z) \leq -C_2\tau(\theta - 1)e^{-C_2|a+sz|^\tau} |a + sz|^{\tau-2} - (C_2\tau)^2 \frac{\theta}{2 - \tau} e^{-C_2|a+sz|^\tau} |a + sz|^{2(\tau-1)}
\]

\[
\leq -C_2\tau(\theta - 1)e^{-C_2|a|^\tau} e^{-C_2|z|^\tau}(1 + \gamma_0)^{\tau-2}|a|^{\tau-2}
\]

\[
- (C_2\tau)^2 \frac{\theta}{2 - \tau} e^{-C_2|a|^\tau} e^{-C_2|z|^\tau}(1 + \gamma_0)^{2(\tau-1)}|a|^{2(\tau-1)}
\]

\[
= -\psi'(|a|) \left(C^1(\nu, \tau)|a|^{-1} + C_2 C^2(\nu, \tau)|a|^{\tau-1}\right) e^{-C_2|z|^\tau}.
\]
Remark that $\eta, \gamma_0$ do not depend on $|a|$. Taking the integral for $l(a, s, z)$ over the cone $\mathcal{C}_{\eta, \gamma}(a)$ for $\gamma = \gamma_0 |a|$ and using (18) we obtain
\begin{align}
\frac{1}{2} \int_{\mathcal{C}_{\eta, \gamma}(a)} \sup_{|s| \leq 1} l(a, s, z)|z|^2 \nu(dz) \\
\leq -\frac{1}{2} \psi'(|a|) \left( C^1(\nu, \tau)|a|^{-1} + C_2 C^2(\nu, \tau)|a|^{-1}\right) \int_{\mathcal{C}_{\eta, \gamma}(a)} e^{-C_2 |z|^\tau} |z|^2 \nu(dz) \\
\leq -C(\nu, \tau) \psi'(|a|)(|a|^{-1} + C_2 |a|^{-1})|a|^{2-\beta} \\
= -C(\nu, \tau) \psi'(|a|)(1 + C_2 |a|^{-1})|a|^{-\beta},
\end{align}
where $C(\nu, \tau) = \min\{C^1(\nu, \tau), C^2(\nu, \tau)\} C_\nu^2$, $C_\nu^2$ is in (18).

Therefore, from (96) and (97) we obtain
\begin{align*}
\mathcal{I}(x, u, D_x \phi) - \mathcal{I}(y, u, -D_y \phi) &\leq C_1(\psi(r) + \delta) (\mathcal{I}(x, \phi, D\phi) + \mathcal{I}(y, \phi, D\phi)) \\
+ \Phi(x, y) \left( \mu C_\nu^1 - C(\nu, \tau)(1 + C_2 \tau) r^{1-\beta} \right) \psi'(r).
\end{align*}
\[\square\]
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