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ABSTRACT

In this paper, we propose to perform a novel discrete implementation of the filtered back projection algorithm. For this, we use a version of the discrete exact Radon transform called the Mojette transform that has been developed in our team for few years. The initial questioning was centered about the angular distribution needed for the continuous Radon reconstruction. Because of the discrete set of angles used in the FBP algorithm, discrete angles issued from Farey's series were used. Our version of the FBP algorithm is compared with the classical FBP algorithm. The choice of the set of projection angles is discussed in order to produce a good and efficient angular sampling. Finally, the very different behaviors between the classical FBP and our algorithm justify our study.
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1. INTRODUCTION

FBP is the most implemented tomographic algorithm. However, this scheme directly derives from a continuous linear decomposition of the inverse Radon transform without a clear and unique way of sampling this process.1–3 It is commonly well admitted that a regular angular sampling is mandatory for FBP reconstructions. A regular angular sampling is the best way to divide space in a continuous mode.

The goal of this paper is to explore the relationship between angular sampling and tomographic data (discrete projections). As soon as the original 2D function is represented from a grid and its samples, the previous regular angular sampling becomes (at least) unproven as the correct one. The natural counterpart of discrete projection sampling is the use of Farey's series.4 The obtained discrete angles constitute the basis for the Radon discrete version called the Mojette transform.

In this paper, we propose to implement a new discrete filtered back projection algorithm both from an angular and a linear sampling point of view. For this, we use a version of the discrete exact Radon transform called the Mojette transform that has been developed in our team for few years. Our version of the FBP algorithm is compared with the classical FBP algorithm. Finally we discuss the choice of the projection angles set leading to an optimal tradeoff between a low number of projections and the best reconstructed object.

2. FBP MOJETTE

In this part, we explain the FBP Mojette method. To begin with, we define the Mojette projection mechanism with some reminds on the discrete Radon transform and some properties of the Mojette transform. Then, we explain the Mojette backprojection algorithm and to finish this part on the FBP Mojette, we define the $k_0$ filter.

2.1. Mojette Projection

The Mojette transform was derived from the Radon transform, when restricting the projection angles class and making adequate equivalent sampling onto the projections. Doing so in the projection space is consistent with the conditions of the generalized sampling theorem6,7 in Spline spaces.
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2.1.1. Discrete Radon transform

The Radon transform is given in its continuous mode by:

\[ \text{proj}(t, \theta) = \mathbf{R}f(x, y) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x, y) \delta(t + x \sin \theta - y \cos \theta) \, dx \, dy. \]  

(1)

The functional projection of \( f(x, y) \) onto the space defined by its Riesz basis \( \{ \varphi(x - k), k \in \mathbb{Z} \} \) leads to the interpolation equation:

\[ f_\varphi(x, y) = \sum_{k=-\infty}^{+\infty} \sum_{l=-\infty}^{+\infty} f(k, l) \varphi(x - k) \varphi(y - l). \]  

(2)

Using Eq.1 to project the grid used in Eq.2 leads to the major choice of only using discrete angles of the form \( \tan \theta = \frac{q}{p} \) where \( p \) and \( q \) are integers (moreover, a single representant of the angles class is kept by restricting \( p \) and \( q \) to be prime together and \( q \) to be positive). In other words, the Riesz basis is replaced with Dirac distribution \( \{ \varphi(x - k), k \in \mathbb{Z} \} \). Notice that Mojette definitions can also be obtained by taking other Riesz basis choices. For instance the Spline 0 basis \( \varphi(x - k) = \begin{cases} 1 \text{ if } |x - k| < \frac{1}{2}, \\ \frac{1}{2} \text{ if } |x - k| = \frac{1}{2}, \\ 0 \text{ elsewhere} \end{cases} \) leads to the Spline 0 Mojette definition.

Effectively, when jointly using such an angle with the projection sampling (where \( b \) is called a bin) leads to a regular lattice with keeping all pixels centers onto projection bins. In this case, Eq.1 is reduced to:

\[ \text{proj}(b, p, q) = M_f(k, l) = \sum_{k=-\infty}^{+\infty} \sum_{l=-\infty}^{+\infty} f(k, l) \Delta(b + qk - pl), \]  

(3)

where \( \Delta(b) = \begin{cases} 0 & \text{if } b \neq 0, \\ 1 & \text{if } b = 0 \end{cases} \) is the discrete Kronecker symbol. Eq.3 defines the Mojeotte transform operator (see Fig. 1).

---

**Figure 1.** Mojette projections of a 4 × 4 image with projections directions \((p, q) \in \{(1, 0), (1, 1), (-2, 1)\} \)
2.1.2. Mojette transform properties

The 2D Mojette transform defined in Eq.

\[ 3 \] has some interesting properties. Linearity and shift-invariance of the Radon transform are kept because both angular and projection samplings are realized in an adequate manner. Reconstruction can be exactly performed with a finite number of angles when perfect data are involved.\(^{10}\)

The main characteristic of the Mojette transform lies in the sampling (first presented by Katz\(^ {11} \)). Another way of seeing this is to say that the linear system expressed in Eq.

\[ 3 \] is exactly invertible because of the sampling. From a rectangular image \( Q \times P \), this matrix inversion must be possible to perform an inverse mojette transform, i.e. a minimum number of projections is required. For the rectangular shape, the Katz criterion allows exact reconstruction if:

\[
P \leq \sum_{i=1}^{I} |p_i| \quad \text{or} \quad Q \leq \sum_{i=1}^{I} |q_i| ,
\]

where \( I \) is the number of projections. In other words, the reconstruction does not depend directly on the number of bins but is first related to the number of projections. These reconstruction conditions have been generalized for any convex shape using a simple morphological tool: a two pixel structuring element that depicts a discrete direction.\(^{5}\)

The inverse Mojette operator is also defined in a specific way. Instead of a matrix inversion (which is possible but costly), the operator only proceeds by finding at each iteration a discrete corner of the shape under reconstruction which is the only projected pixel onto a bin: the bin value is exactly backprojected and all projections are updated. The algorithm complexity of both the direct and inverse Mojette transform is \( O(IN) \) where \( N \) is the number of pixels.

2.2. Mojette Backprojection

In this paragraph, we define the Mojette Backprojection operator which will be used in the FBP Mojette scheme. For a single angle \((p, q)\) the discrete backprojector is defined by\(^ {10} \):

\[
\tilde{f}(k, l) = M^* \text{proj}(b, p, q) = \sum_{i} \sum_{j} \delta(k - i) \delta(l - j) \sum_{b} \text{proj}(b, p, q) \Delta(b + q_i - p_j ).
\]

Figure 2. (a) Interpolation onto the projection in order to backproject the right value at the corresponding center of the pixel, (b) Exact Mojette backprojector.
The Mojette dual operator $M^*$ corresponds to an exact discrete backprojector. As depicted in Fig.2.a, the classical FBP needs to perform an approximation via an interpolator scheme implemented onto the projection to get the backprojected value at the center of the pixels. In the Mojette case (Fig.2.b), no interpolation is required since the sampling onto the projection exactly matches the pixel sampling.

2.3. FBP Mojette algorithm

This section describes the $k_0$ filter\(^1\) adapted to the Mojette geometry and then the FBP Mojette algorithm used for the reconstruction is given.

2.3.1. $k_0$ filter

The continuous exact FBP Spline 0 filter expression in the Fourier domain is given by:

$$K_0(\nu, \theta) = \pi |\nu| \text{sinc}(\nu \cos \theta) \text{sinc}(\nu \sin \theta),$$  \hspace{1cm} (6)

where the apodisation function corresponds to the projection of the filter onto the Spline of order 0 space. The pixel size is $1 \times 1$.

The inverse Fourier transform of Eq.6 was derived as

$$k_0(t, \theta) = \frac{1}{\pi \sin(2\theta)} \ln \left| \frac{t^2 - \left(\frac{1+\sin(2\theta)}{4}\right)}{t^2 - \left(\frac{1-\sin(2\theta)}{4}\right)} \right|,$$  \hspace{1cm} (7)

for $t \neq 0$ and $\theta \in [0, \frac{\pi}{4}]$ and $k_0(t, 0) = -\frac{1}{\pi^2 - 1}$.

Discretizing with Mojette angles ($\tan \theta = \frac{q}{p}$) with the projection sampling $t = \frac{b}{\sqrt{p^2 + q^2}}$ leads to:

$$k_0(b, p, q) = \frac{p^2 + q^2}{2\pi pq} \ln \left| \frac{b^2 - \left(\frac{p + q}{2}\right)^2}{b^2 - \left(\frac{p - q}{2}\right)^2} \right|,$$  \hspace{1cm} (8)

for $b \neq 0$ and $(p, q) \neq (1, 0)$ and $k_0(b, 1, 0) = -\frac{1}{\pi^2 - 1}$.

Notice that this filter can not be implemented in a straightforward manner. It exhibits discontinuities at the locations where the projection of the pixel (which is described by a trapezoidal shape) is continuous but not differentiable. However a Dirichlet condition can be applied to obtain a stable version.

2.3.2. Algorithm principle

Here, we replace the Mojette inverse operator usually used by a FBP scheme in the following manner.

First, the continuous expression of the filter recalled in Eq.6 is sampled according to the projection angle $(p, q)$ at a rate $b = \frac{2}{\sqrt{p^2 + q^2}}$ (where $\Delta$ is the pixel size). In other words, the trapezoidal shape involved in the filter regularization is itself adequately sampled. Eq.8 gives the result for the discrete bins $b$ onto the projection angle $(p, q)$. To avoid to sample the filtered projection at singularities locations (points where the trapezoidal shape gets two different derivatives), the Fourier implementation (Eq.6) can be preferred.

Secondly, the backprojection operator is implemented. This new scheme is compared with an implementation of the standard RamLaks FBP where the projection sampling is angle dependent or not (both cases were tested). Concerning this comparison, a very interesting point is the choice of the spatial location of the projection angles for the Mojette FBP case. As a matter of fact, the RamLaks FBP uses a regular angular sampling over $[0, \pi]$ whereas different choices are allowed for the Mojette FBP. This fact is due to the different nature of information that has been collected onto each bin: whereas a standard projector integrates the whole projection line, the Mojette Dirac projector only sums up the pixels values when the projection line intersects the center of the pixel.

For a given number of projections, different methods were implemented for the choice of the projections set giving the best reconstruction compared to the original image. Our test images are digital delta function and square phantom. To obtain $(p, q)$ angles satisfying Mojette geometry, we use Farey’s series.\(^4,12\) The Farey series
of order $N$ ($F_N$) is the set of all fractions in lowest terms between 0 and 1 whose denominators do not exceed $N$, arranged in order of magnitude. For example, $F_4$ is composed of $\{0, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, \frac{2}{3}, \frac{3}{4}, 1\}$. Using symmetry, we found discrete angles into the whole space with the fraction denominator as $p$ and the numerator as $q$. For a square image $N \times N$, using the Farey’s series of order $N$, all the discrete directions to go from a pixel to another one in the image are obtained. Our test images are $128 \times 128$, so we first generate $20088$ ($\text{Card}(F_{128})$) projections. Secondly, only 128 projections are selected using a tradeoff between a graceful degradation of the rigid angular sampling ($\frac{\pi}{128}$) and a minimum number of bins. An angular sector is set around each continuous angle $\theta_i = \{i \pi \frac{128}{127}, i \in [0..127]\}$ and the closest discrete angle in the Farey’s series $F_{128}$ with the minimum number of bins is chosen in this angular sector, i.e. the lowest $(p, q)$ value.

3. COMPARISON WITH CLASSICAL FBP - SQUARE PHANTOM RECONSTRUCTION

The presented images were reconstructed from a digital square phantom of $17 \times 17$ pixels centered in the $128 \times 128$ image with a Dirichlet condition with the value 1 in the centered $15 \times 15$ square, $\frac{1}{2}$ in the boundaries and $\frac{1}{4}$ in the corners. In Fig.3 and Fig.4, a comparison is made without the filter operator to show the structure appearing after the projection-backprojection stage both for the regular angle and the Mojette sampling.

Fig.3.a represents the original square phantom, Fig.3.b the reconstruction with the set of regular angles, and Fig.3.c the difference between these two images showing the null space artifacts as well as the filter properties. For the usual projection-backprojection scheme each projection is composed of 128 bins. For the backprojection stage there is a linear interpolation onto the projections to get the bin values backprojected onto the pixel centers.

The reconstructed image is normalized. The maximum value is set to 1, zero remains the same and other values are obtained by linear interpolation. The absolute difference is made between the original image and the normalized reconstructed image. The difference image is also normalized with the same method.

![Figure 3](image-url)  
**Figure 3.** Image reconstruction with 128 gracefully distributed angles without filtering projections with a classical backprojection.

Fig.4 shows the same images with the corresponding Mojette set of angles. Outside the square, according to the reconstruction method, the reconstruction is isotropic (see Fig.3.c) or anisotropic (see Fig.4.c). This depends on the angular sampling. The inside square phantom is better reconstructed with the Mojette backprojection according to the error images. This is particularly visible on the square corners and borders. The blur effect induced by the behavior of $M^*M$ (no filter implemented) is very different for the two methods. So its proves that the initial information (that sound very close) is also very different as well as the algorithms.
Figure 4. Image reconstruction with 128 gracefully distributed Mojette angles without filtering projections with a Mojette backprojection.

Fig. 5 and Fig. 6 show the same results with an additional RAMLAKS filter. With the filtering stage, the anisotropic reconstruction outside the square disappears in the Mojette case. For this filter, the reconstruction gives better results inside the square with the classic FBP scheme except on the square corners perfectly reconstructed in the Mojette scheme.

Figure 5. Image reconstruction with 128 gracefully distributed angles with convolution of projections with the RamLaks filter and a classical backprojection.
Fig. 6. Image reconstruction with 128 gracefully distributed Mojette angles with convolution of projections with the RamLaks filter and a Mojette backprojection.

Fig. 7 and Fig. 8 show the same results with the \( k_0 \) filter. The FBP scheme is performed with only 128 bins onto each projection. For the classic scheme computed with the \( k_0 \) filter, the square boundaries are not well reconstructed because the Dirichlet condition is not satisfied with no oversampling on the projections (see Fig. 7.c). This result is in accordance with Guédon et al.\(^1\). The problem of no oversampling is the same in the Mojette case with the projections \((1, 0)\) and \((0, 1)\). There is only 128 bins onto these projections. All the others projections have more bins. The Dirichlet condition is not satisfied and there are some artifacts outside the square in these directions. Nevertheless the square is better reconstructed with the FBP Mojette scheme according to the error images.

Fig. 7. Image reconstruction with 128 gracefully distributed angles with convolution of projections with the \( k_0 \) filter and a classical backprojection.
The error image on Fig. 8.c corresponds to the error image with an oversampling of 4 onto the projections with a classic FBP scheme and a $k_0$ filter. The result is the same with oversampling onto classic projections or changing projections for geometric oversampled projections i.e. Mojette projections (except for the (1, 0) and the (0, 1) directions).

Finally, if we take a discrete set of angles close to the regular angular sampling, the best results are given by the FBP Mojette scheme using a $k_0$ filter.

4. CHOICE OF THE DISCRETE ANGLES

As previously explained (section 2.3.2), the 128 Mojette angles for this $128 \times 128$ test image are selected from a set of 20088 projections given by the Farey’s series of order 128. These projections are gracefully distributed into $[0, \pi]$.

A second way of chosen the discrete angles was tested. Indeed, the Farey series of order 10 gives 128 projections angles (the couples $(p, q)$ associated to these angles are represented Fig. 9).

Figure 8. Image reconstruction with 128 gracefully distributed Mojette angles with convolution of projections with the $k_0$ filter with a Mojette backprojection

Figure 9. Discrete projection angles chosen with the Farey series of order 10
We can see that the 128 angles are not gracefully distributed and some details as the square boundaries may not be well reconstructed or even do not appeared in the reconstructed image. Considering an angular sector in the horizontal, vertical and oblique directions there is some gaps in the space angular discretisation. In these directions the discrete angles are not well spaced. There is a lack of information in these directions which is confirmed by the error image Fig. 10.c. A better result is obtained with a gracefully distributed set of discrete angles (Fig. 8) even if the angle gap problem remains around the horizontal, vertical and oblique directions.

5. CONCLUSION

In this paper the sampling aspects of the FBP scheme were revisited with the use of the Mojette transform. The reconstruction gives better results onto the square phantom for the FBP Mojette algorithm with the $k_0$ filter, especially on the corners and boundaries where the Dirichlet condition has to be satisfied. Using discrete angles implies both to get a nice angular and projection sampling. The angular sampling is better implemented from a selection of $I$ projections into a big Farey’s series than restricting the order of magnitude of the Farey’s series into $I$ generated projections. The projection sampling naturally given by the Mojette operator does not oversample the projections $0^\circ$ and $45^\circ$ but focuses onto the good compromise between projection bins and pixels with respect to the grid.
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