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Abstract—Graph-Based Representation (GBR) has recently been proposed for describing color and geometry of multiview video content. The graph vertices represent the color information, while the edges represent the geometry information, i.e. the disparity, by connecting corresponding pixels in two camera views. In this paper, we generalize the GBR to multiview images with complex camera configurations. Compared with the existing GBR, the proposed representation can handle not only horizontal displacements of the cameras but also forward/backward translations, rotations, etc. However, contrary to the usual disparity that is a 2-dimensional vector (denoting horizontal and vertical displacements), each edge in GBR is represented by a one-dimensional disparity. This quantity can be seen as the disparity along an epipolar segment. In order to have a sparse (i.e., easy to code) graph structure, we propose a rate-distortion model to select the most meaningful edges. Hence the graph is constructed with “just enough” information for rendering the given predicted view. The experiments show that the proposed GBR allows high reconstruction quality with lower or equivalent coding rate compared with traditional depth-based representations.

Index Terms—Geometry information, graph-based representation (GBR), complex camera configurations, disparity, distortion model

I. INTRODUCTION

The recent and upcoming imaging and display hardware encourage the development of new multiview video coding approaches, such as 3DTV and free viewpoint TV [1]. The very large volume of data requires the use of a proper representation of the data, compact and efficiently compressed. Basically, a representation of multiview data should capture both color and geometry contained in the 3D signal. The color information is typically described by 2D images. The scene geometry information can be explicitly represented by depth or disparity [2], [3]. In order to construct a compact representation of multiview data, inter-view redundancy must be removed with the help of scene geometry given by the depth or disparity maps. The captured geometry information depends on the camera configurations. If the cameras are assumed to be aligned, as in conventional 3DTV applications, the displacement of the projection of one scene point from one view to the other is horizontal. For other applications such as free viewpoint television [1], virtual reality [4] or augmented reality [5], the camera configurations, hence the displacement of scene points from one view to the other, is more complex. In this paper, we focus on the problem of geometry compact representation with complex camera configurations.

In the popular multi-view plus depth (MVD) [6] format, the geometry is represented by a depth map, a gray scale image describing the distance between the camera and the scene. The depth map is used by image-based rendering techniques to render virtual views at any viewpoint [7]. Lossy compressions of MVD format is classically performed by the high efficiency video coding standard, namely 3D-HEVC [8], [9]. However, the lossy compression of depth data may cause edge displacement artifacts around foreground objects in the rendered views due to the smoothing of depth edges. As shown in [10], depending on the camera acquiring configuration, a different ratio between depth and color bitrate may be needed. To solve this problem, rate-distortion models (e.g., in [11]) have been proposed to guarantee less depth error around edges. Another approach has been proposed in [12] in which depth edges are losslessly encoded in order to keep the piecewise contour aspect of the depth images.

Disparity, as an alternative to depth, describes the scene geometry by the distance between two pixels representing the same 3D point in two different views. Compared with the depth that gives an exhaustive representation of the geometry with respect to a single viewpoint, the disparity represents the geometry relation between two views. Based on the camera parameters of the two views, the disparity in each point can be easily derived from the depth information. In multiview video coding (MVC) [13], the disparity is used for inter-view prediction, but its “block similarity” assumption may fail when the foreground color is similar to the background color or when homographic transform occurs between the two views. More recently, a graph-based representation (GBR) [14] has been proposed, in which, the graph connections are derived from the disparity and hold pixel-based “just enough” geometry information to synthesize the considered predicted views. However, only horizontal translations of the cameras were considered in the GBR proposed in [14].

In this paper, we extend the promising GBR approach to multiview systems with complex camera configurations. Beyond horizontal camera translations, the proposed GBR can handle more complex camera displacements, such as rotations and forward/backward translations. In the former GBR, the edges describe the disparity as follows. Each inter-view edge of the graph links one pixel and its (horizontal) neighboring pixel in the 3D scene (the gap between the two pixels is...
the disparity). The extension to complex camera configurations is not straightforward since the disparity becomes two-dimensional (horizontal and vertical displacement). As it was preliminary studied in [15], in order to circumvent this complexification, we use the concept of epipolar segment to keep the disparity one-dimensional. An epipolar segment (the purple segment shown in Fig.1) is a line segment consisting of all possible projections of a pixel with varying depth. A one-dimensional quantity is enough to denote the true projection position on the epipolar segment. Thus, in the proposed GBR the edge (e.g., the blue link in Fig.1) representing the disparity can be presented by a one-dimensional value. This one-dimensional value, namely unidimensional disparity in this paper, can be seen as the disparity on the epipolar segment.

In order to have a sparse (i.e., easy to code) graph structure, we horizontally group neighboring pixels to form a segment and only one connection is assigned to this segment, instead of one connection per pixel. Moreover, a rate-distortion model taking into account the reconstruction quality and the bitrate needed for coding the geometry is used to remove the less important edges of the graph and regroup a larger set of pixels described by the same edge. The proposed rate-distortion model minimizes a cost function consisting of distortion and bitrate. The constructed graph edges are finally represented by the unidimensional disparity maps. To code the unidimensional disparity maps, we first propose a lossless compression scheme using the mix of JBIG [16] and arithmetic edge coding [17] for the position of non-zero values in unidimensional disparity maps and DPCM for the unidimensional disparity values. A lossy compression with HEVC of the unidimensional disparity maps has also been considered to further reduce the bitrate. Our experimental results demonstrate that the proposed GBR leads to high reconstructing quality with less or comparable coding rate compared with traditional depth-based representations.

The proposed GBR can be considered as a lossy representation followed by a lossless compression of multiview geometry, compared with state of art depth-based approaches which are a lossless representation followed by a lossy compression. Since the edges of the constructed graph connect pixels across the views, providing more neighboring (inter views) information than typical 2D images, new compression approaches based on graph transform [18] may be developed based on the GBR structure for coding the pixels color values, which is out of the scope of this paper.

The rest of this paper is organized as follows. In Section II, we discuss related work. In Section III, the construction of graph is introduced in detail. Section IV presents the proposed rate-distortion model that selects the most meaningful edges of the graph. The view reconstruction from a graph is detailed in Section V. Finally, in Section VI, we show the experiments conducted to compare depth-based representations and our GBR.

II. Multiview Geometry and View Synthesis

A. Depth Image Based Rendering (DIBR)

Let us consider a scene captured by two cameras views $I_1$ and $I_2$ of size $X \times Y$ with camera configurations $\Phi_1$ and $\Phi_2$.

where $\Phi_i = \{M_i, R_i, T_i\}$ are the parameters of the camera. $M_i$ is the intrinsic matrix, $R_i$ is the rotation matrix and $T_i$ is the position of the camera ($[R_i | -R_iT_i]$ is also known as the extrinsic matrix). As detailed in [7] and illustrated in Fig.1, pixel $(x, y)$ in $I_2$ (with depth $z_2(x, y)$) can be projected to $I_1$ by

$$\begin{bmatrix} x_r \\ y_r \\ z_r \end{bmatrix} = R_2^{-1}M_2^{-1} \begin{bmatrix} x \gamma_2'(x, y) \\ y \gamma_2'(x, y) \\ z_2(x, y) \end{bmatrix} + T_2,$$

where $[x, y, z]_r^T$ are the coordinates of the corresponding point in the 3D scene. The relation between pixel $(x, y)$ in $I_2$ and pixel $(x', y')$ in $I_1$ can be denoted as $[x, y, z_2(x, y)]^T = \Phi_1^{-1}\Phi_2$.

Considering $I_1$ as the reference view (the color and depth are known), the predicted view ($I_2$) can be generated by Eq.(1) from the reference view. This is referred to as forward projection (or forward warping), which is classically used in depth-image-based rendering (DIBR).

B. Depth vs. Disparity

A depth value is the distance from the observed object to one camera, while disparity is the displacement of pixels between two cameras. The position of the projected point $(x', y')$ in $I_1$ of a pixel $(x, y)$ in $I_2$ corresponding to a 3D point of depth $z_2(x, y)$ is given by Eq.(1). The disparity is thus defined as

$$\tilde{d}(x, y) = (\Delta x, \Delta y) = (x' - x, y' - y),$$

where $\Delta x, \Delta y \in \mathbb{R}$. When the displacement of the camera from one view to the other is a horizontal translation, the geometrical correlation between two views is only horizontal. In this case, the disparity vector $\tilde{d}(x, y) = (\Delta x, \Delta y = 0)$ is simplified to a real number $d(x, y) = \Delta x$. Note that the coordinates $(x, y)$ in Eq.(1) are integer numbers, while the coordinates $(x', y')$ (the projection position) are not integer.
Fig. 2. GBR extensions to complex camera configuration. (a) Multiview images. From left to right and from top to bottom, the color images of $I_1$, the depth of $I_1$, the color images of $I_2$ and $I_2'$. The camera displacements from $I_1$ to $I_2$ are only horizontal translations, while the displacements from $I_1$ to $I_2'$ are horizontal translations and rotations. In this example, $I_1$ is reference view, while $I_2$ or $I_2'$ is predicted view. (b) The former GBR [14] is constructed for $I_1$ and $I_2$. The white pixels in $I_2$ are disocclusions while the white ones in $I_1$ are occlusions. Each row of $I_2$ can be reconstructed from $I_1$ by following the graph edges. Since the camera displacement is simple and the disparity is horizontal, the graph edges are sparse. (c) A naive extension of the former GBR for $I_1$ and $I_2'$. $I_2'$ can be recovered from $I_1$ by following the graph edges, however since the camera displacements are complex (the disparity is two-dimensional), the graph edges are denser than the ones in (b). (d) The proposed extension of GBR for $I_1$ and $I_2'$, in which the edges connect a pair of straight segments (across two views). The graph edges are as sparse as the simple case handled by the former GBR in (b).

Fig. 3. Graph for multiple views. Only the edges connecting reference view $I_1$ and $I_2$ are necessary, marked by solid line. Other edges connecting (marked by dotted lines) linked to view $I_3$, ..., $I_N$ can be estimated according the solid edges.

However, for the sake of simplicity, the coordinates $(x', y')$ are often rounded to the nearest integer in the literature. In this paper, the geometry is represented by a position on a 1D epipolar segment and not in the image plane. Therefore, the disparity presented by the position can provide sub-pixel precision, which is not integer value commonly used in disparity based representation. This 1D disparity measure is further explained in the sequel.

We see here that the fundamental difference between depth and disparity resides in the fact that disparity corresponds to two cameras, while depth to only one of them. Compared with depth-based representations, the GBR representation introduced in this paper, as well as the disparity and former GBR, simplifies the depth by considering the predicted views. Moreover, the proposed GBR uses the concept of epipolar segment to keep the disparity unidimensional even for complex camera configurations.

### III. Extensions of GBR

Fig. 2.a shows a set of multiview images. Among them $I_1$ is used as reference and $I_2$ and $I_2'$ are predicted. The camera displacement from $I_1$ to $I_2$ is only a horizontal translation, while the displacement from $I_1$ to $I_2'$ is horizontal translation and rotation. An illustration of the former GBR [14] of one row in $I_1$ and $I_2$ is shown in Fig. 2.b. The principle of the graph edges is connecting pixels and their neighboring pixels in the 3D scene. Since the camera displacement is simple (only horizontal), the pixel displacement has only horizontal component. Each row in $I_2$ can be recovered from the same row in $I_1$ by copying color values pixel by pixel from left to right and following the graph edges.

When the camera displacement becomes complex, for instance from $I_1$ to $I_2'$, a naive extension of the former GBR can be constructed but with dense edges, as shown in Fig. 2.c. This is because for pixels in one row of $I_1$, their corresponding pixels (corresponding to the same points in the 3D real world) in $I_2'$ are no longer located at the same row due to the complex camera configurations. More edges are thus needed to reconstruct the rows of $I_2'$. To reduce the graph density in the complex camera configuration cases, a different principle for graph edges is proposed in this paper. As shown in Fig. 2, the idea consists in connecting pairs of straight segments across two views. The predicted view can be reconstructed segment by segment still following the graph edges. The interest of the proposed GBR is that the sparsity of the edges is of a similar order than the previous GBR, even when the camera displacement is complex. An earlier version of this new graph construction is presented in [15]. However, the graph in [15] is constructed only for the 2 input views with regards to the distortion of rendering results, instead of the rate-distortion model proposed in this paper. The proposed GBR in this paper can easily handle multiple views representation and virtual synthesis tasks.
IV. GBR REPRESENTATION

This section details how to construct a graph for multiview images and how to reconstruct views from the graph.

A. Graph Construction

Let us denote the constructed graph by \( G = (V, E) \), where vertices \( V = \{ v_i \} \) \(( \forall i = 1, \ldots, NXn) \) correspond to the pixels in multiview images \( \{ I_n \}_{n=1, \ldots, N} \), and edges \( E = \{ e_{ij} \} \) \(( i, j = 1, \ldots, NXn) \) connect pairs of pixels across two views.

1) Graph for two views: As mentioned before, pixels in \( I_1 \) (reference view) are grouped into a set of straight horizontal segments. Pixels in each segment are supposed to have the same depth. For instance, as shown in Fig.2.d, pixels in one row of \( I_1 \) are grouped into 3 segments. Note that we can select the straight segments horizontally (row by row), or vertically (column by column) or in zigzag order. However, since the cameras are usually placed horizontally and camera rotations are also in a horizontal plane, we thus form the straight segments horizontally. Each segment in \( I_1 \) is linked to another segment in \( I_2 \) by an edge of the graph, i.e., the first pixels of the two segments are connected to each other, as shown in Fig.3. The two linked segments correspond to the same segment in the 3D real world. The link, i.e., the graph edge, thus describes the disparity of the segment for two camera views. Since the depth of the segment can be estimated from the edge by Eq.(1), one segment in \( I_1 \) needs only one edge to locate its corresponding segment in \( I_2 \). The proposed GBR results in an edge set that only connects the pixels in two different views. Fig.2.d gives an illustration of the edges of the constructed graph between two views.

2) Graph for multiple views: Given multiple views (more than 2 views), the graph construction is repeat from one view to another. As shown in Fig.3, each straight segment in \( I_1 \) is connected to its corresponding segments in all other views. Using Eq.(1) with camera parameters, the positions of these corresponding segments (in different views) can be estimated from each other. Thus, in the constructed graph, only the graph edges between \( I_1 \) and \( I_2 \) are kept (marked by solid lines in Fig.3), while the edges linked to other views \( I_3, \ldots, I_N \) are redundant and can be removed (marked by dotted lines in Fig.3).

3) Graph for disoccluded pixels: The disoccluded pixels in \( I_n \) \(( 2 \leq n \leq N-1) \) are pixels not visible in \( I_1, \ldots, I_{n-1}, \) but first visible in \( I_n \). The proposed GBR thus also builds edges for these disoccluded pixels. Similar to pixels in reference view \( I_1 \), disoccluded pixels are grouped into straight segments according to their depth and one segment has one edge. Only edges linked to \( I_{n+1} \) are kept. The color of disoccluded pixels of \( I_n \) are also stored in the vertices of the graph and used to render the following views \( I_{n+1}, \ldots, I_N \). In other words, the disoccluded pixels in \( I_n \) is treated as “reference pixels” for \( I_{n+1}, \ldots, I_N \).

B. Graph Description (unidimensional disparity description for edges)

Basically, the graph constructed in section IV-A captures both vertices \( V \) (corresponding to the color information of multiview images) and edges \( E \) (corresponding to the disparity of multiview images) of the graph. Since the compression of color information is out of the scope of this paper, no compression has been applied on the graph vertices \( V \). The graph only represents the vertices corresponding to \( I_1 \) and the disocclusion pixels in \( I_2, \ldots, I_N \). The color information of the other pixels can be recovered from these vertices.

Fig.4.a gives an illustration of the constructed graph for a real dataset (Tsukuba dataset [19]), in which the red lines are the edges. (b) \( d^{(0)} \) denotes the disparity along the epipolar segment (the white lines in \( I_2 \)). It is the distance between the true projection and the boundary projection. (c) The graph is thus described by 2D color values on the graph vertices and a \( d^{(0)} \) map describing graph edges.
a binary matrix of size $XY \times XY$. For each pixel in $I_n$, all its possible projections (with varying depth) in $I_{n+1}$ are located on an epipolar segment, as shown in Fig.5. In addition, the true projection $(x', y')$ in $I_n$ is between the boundary projections $(x_{min}', y_{min}')$ and $(x_{max}', y_{max}')$, where projection $(x_{min}', y_{min}')$ is located by Eq.(1) using the minimum depth and projection $(x_{max}', y_{max}')$ is related to the maximum depth. Therefore, a real number is enough to denote the projection position, e.g. the distance between $(x_{min}', y_{min}')$ and $(x', y')$. Thus, a new quantity $d_n(x, y)$ named uni-dimensional disparity denoting the graph edge linking pixel $(x, y)$ in $I_n$ and position $(x', y')$ in $I_{n+1}$ is given by

\[
d_n(x, y) = \begin{cases} 
0, \text{ if pixel (x, y) has no edge round } \left( \frac{|d(x, y)|}{d_{max}(x, y)} \right) - W + 0.5, \text{ otherwise } \end{cases}
\]

where,

\[
\frac{|d(x, y)|}{d_{max}(x, y)} = \frac{\sqrt{(x_{min}' - x')^2 + (y_{min}' - y')^2}}{\sqrt{(x_{min}' - x_{max}')^2 + (y_{min}' - y_{max}')}}.
\]

By using the uni-dimensional disparity, the connectivity matrix can be replaced by a smaller binary matrix with size of $W \times XY$, where $W$ is the maximum quantization bins within the epipolar segment. Since $d_n(x, y)$ measures the distance between $(x_{min}', y_{min}')$ and $(x', y')$, it can be considered as a disparity along the epipolar segment.

Fig.4.b gives an illustration of uni-dimensional disparity in the toy example. Each pixel (black stars) in $I_1$ can be projected to $I_2$ with varying depth. These projections are located on the white lines in $I_2$, which are the epipolar segments. The uni-dimensional disparity $d_n$ denotes the location of the true projection along the epipolar segment with respect to the position $(x_{min}', y_{min}')$ corresponding to the projection of the pixel $(x, y)$ assuming the minimum depth value.

C. View Reconstruction from a Graph

The pixels in the reference view $I_1$ and the disoccluded pixels in $I_n$ are recovered directly by copying the color from the corresponding vertices of the graph. The reconstruction of the remaining pixels in $I_n$ ($2 \leq n \leq N$) relies on the following steps.

- $d_n \rightarrow$ graph edge: The edges between $I_1$ and $I_2$ are recovered directly from the unidimensional disparity $d_n$ values; For view $I_n$ ($2 < n \leq N$), the edges are estimated using Eq.(1) from the ones between $I_1$ and $I_2$. The edges for disoccluded pixels in $I_2, \cdots, I_{n-1}$ can be obtained by the same way.

\[\text{Graph edge } \rightarrow \text{ depth}: \] The depth of each segment is estimated from the edge on the segment by Eq.(1).

\[\text{Mesh based projection} [20]: \] Each segment and its neighbor segments in previous row can form some triangle meshes, as shown in the left image of Fig.6. The 3 vertices (pixels) of one triangle mesh have the same or similar depth, which means the 3 pixels belong to the same object. The triangle mesh is projected to other views by Eq.(1) with estimated depth, as shown in the right of Fig.6.

\[\text{Color interpolation}: \] The color values of pixels located in the projected triangle mesh, i.e., the red pixels in Fig.6, are the weighted mean of the color values of the triangle’s three vertices. Let us assume that pixel $(x', y')$ is located inside the triangle mesh with vertices at $(x_1', y_1')$, $(x_2', y_2')$ and $(x_3', y_3')$. The color at position $(x', y')$ can be calculated as

\[
\mathcal{I}(x', y') = \frac{\omega_1}{\omega} \mathcal{I}(x_1', y_1') + \frac{\omega_2}{\omega} \mathcal{I}(x_2', y_2') + \frac{\omega_3}{\omega} \mathcal{I}(x_3', y_3'),
\]

where

\[
\omega_j = \exp \left( -(x' - x_j')^2 - (y' - y_j')^2 \right),
\]

\[
\omega = \omega_1 + \omega_2 + \omega_3.
\]
group pixels even if their depth are not exactly equal. The segment depth can thus vary within a range \([z-\Delta z, z+\Delta z]\) \((\Delta z \geq 0)\). It is obvious that large \(\Delta z\) leads to an inaccurate geometry, which further leads to a low rendering quality but leads to a graph less costly to code. Instead of having a predefined \(\Delta z\), we adapt it to the encoding bitrate and rendering quality.

A. Graph Coding

1) AEC-based coding: In this paper, we only consider the geometry bitrate. The edges of the graph have been described by \(d^{(g)}\) maps (a toy example shown in Fig.4.b and c). Each view \(\mathcal{I}_n\) \((1 \leq n < N)\) has a \(d^{(g)}\) map (note that for \(d^{(g)}\) maps of predicted views \(\mathcal{I}_2, \cdots, \mathcal{I}_{N-1}\), the non-zeros values are only located in the disoccluded regions). Fig.7.b is a real \(d^{(g)}\) map, in which pixels with edges are shown in non-white color (different gray show different \(d^{(g)}\) values). Comparing Fig.7.a and b, we can see that the contours in the \(d^{(g)}\) map correspond to the contours in color image. It is natural that a new segment appears with an edge in the graph when the depth is discontinuous. We thus encode the \(d^{(g)}\) map contour by contour. Let us assume that the corresponding \(d^{(g)}\) map of \(\mathcal{I}_n\) consists of \(P\) contours \(\mathcal{C}_n(p)\), \(\forall p = 1, \ldots, P\) (i.e., continuous set of pixels with 1 pixel per segment). The encoding of each contour \(\mathcal{C}_n(p)\) proceeds as follows.

- **First pixel location**: The exact location of the first pixels of each contour is described by a bright point in a bi-level image, as shown in Fig.7.c. This bi-level image is then encoded by JBIG (Joint Bi-level Image Experts Group) [16];
- **Direction stream \{\(\Delta x\)\}**: The exact locations of other pixels (except first pixels) of \(\mathcal{C}_n(p)\) are encoded by the arithmetic edge coding (AEC) method [17] (the direction stream in Fig.7.c);
- **\(d^{(u)}\) stream \{\(d^{(u)}(x,y)\)\}**: Once the locations of \(\mathcal{C}_n(p)\) have been encoded, the \(d^{(u)}\) values on \(\mathcal{C}_n(p)\) have also to be losslessly encoded from top to bottom (the \(d^{(u)}\) stream in Fig.7.c).

Note that we finally use a Differential Pulse Code Modulation (DPCM) coder to encode the \(d^{(g)}\) stream, i.e. \{\(\Delta d^{(u)}(x,y)\}\) stream. The bitrate for encoding the \(d^{(g)}\) map is thus computed contour by contour

\[
R(\mathcal{E}) = \sum_{n=1}^{N-1} \sum_{p=1}^{P} R(\mathcal{C}_n(p)) ,
\]

where \(\mathcal{C}_n(p)\) is the \(p\)-th contour in the \(d^{(u)}\) map of view \(\mathcal{I}_n\). The bitrate for encoding the contour \(\mathcal{C}_p\) is

\[
R(\mathcal{C}_n(p)) = R_J(\mathcal{C}_n(p)) + R_D(\mathcal{C}_n(p)) + R_N(\mathcal{C}_n(p))
\]

where,

\[
R_J(\mathcal{C}_n(p)) = c \text{ (bits) }, 0 < c < 32
\]

\[
R_D(\mathcal{C}_n(p)) = \text{entropy} (\{\Delta x\})
\]

\[
R_N(\mathcal{C}_n(p)) = \text{entropy} (\{\Delta d^{(u)}(x,y)\})
\]

\(R_J\) is the bitrate for encoding the exact locations of first pixels of contour \(\mathcal{C}_n(p)\). Since the JBIG encoder has been applied, \(R_J\) highly depends on the image content. However, for the sake of simplicity, we assume that \(R_J\) is constant for each contour. This constant value \(c\) is between 0 and 32, where 32 is the maximum number of bits for coding the coordinates of one pixel (16 bits for x-coordinate and 16 bits for y-coordinate).

In this paper, we set \(c = 24\). \(R_D\) is the rest of the contour \(\mathcal{C}_n(p)\), which is measured by the entropy of the direction stream \{\(\Delta x\)\}. \(R_N\) is the bitrate needed for encoding the \(d^{(u)}\) values on the contour \(\mathcal{C}_n(p)\).

2) HEVC-based coding: AEC-based coding is a lossless compression of \(d^{(g)}\) images (the edges of the graph). However, to further reduce the bitrate, we can compress the \(d^{(g)}\) images with a lossy compression method, i.e., HEVC. Before being compressed by HEVC, the zero values in \(d^{(g)}\) images are replaced by their left first non-zeros values to smooth the \(d^{(g)}\) images. The filled \(d^{(g)}\) images are seen as a video (I-P-P-P-P-P) sequence then compressed by HEVC.

B. Rate-Distortion model

In this paper, we measure the rendering quality by the color distortion of the predicted views:

\[
D(\mathcal{E}) = \sum_{n=2}^{N} \sum_{x=1}^{Y} \sum_{y=1}^{X} \left| \mathcal{I}_n(x,y) - \hat{\mathcal{I}}_n(x,y) \right|^2 ,
\]

where \(\hat{\mathcal{I}}_n(x,y)\) is the rendered color at position \((x,y)\) in \(\mathcal{I}_n\) which depends on the graph edges, and \(\mathcal{I}_n(x,y)\) corresponds to the targeted color (e.g., the original color).

A Lagrangian rate-distortion optimization is performed searching to minimize the cost function Eq.(11), where the bitrate \(R(\mathcal{E})\) given by Eq.(7) and the distortion \(D(\mathcal{E})\) given by Eq.(10). \(\alpha\) is the Lagrangian multiplier which represents the relation between bitrate and rendering quality (distortion):

\[
J = D(\mathcal{E}) + \alpha R(\mathcal{E}) ,
\]

where \(J\) is the Lagrangian cost (smaller \(J\) values mean better optimal status). In this paper, we propose to simplify the graph by searching the set of edges which can be removed such that the Lagrangian cost function is minimized:

\[
E = \arg \min_{\mathcal{E}'} J_{\mathcal{E}'} = \arg \min_{\mathcal{E}'} D(\mathcal{E}) + \alpha R(\mathcal{E}) .
\]

However, since the solution of Eq.(12) is complex, we present two approximate minimizations in the following.

C. Row-wise minimization by shortest path algorithm

1) Row-wise rate-distortion model: Instead of carrying out a global minimization over the entire graph, we perform the minimization in Eq.(12) row-wise as illustrated in Fig.8. Taking the \(y\)-th row of view \(\mathcal{I}_n\) as an example, all the pixels are initially grouped into 5 segments based on their depth (pixels on each segment have the same depth). Then, some edges are
in each position \((x,y)\) of the \(y\)-th row in view \(I_n\) is obtained by minimizing the Lagrangian cost \(J_n(y)\), i.e.,
\[
\{d_n^u(x,y)\} = \text{argmin } J_n(y) , \forall x = 1, \ldots, X .
\]
(15)
can be considered as an approximate minimization of Eq.(12) (under the assumption that \(\min J \approx \sum_n \sum_y \min J_n(y)\)).

2) Minimization by shortest path algorithm: The removing of one edge, i.e., merging one segment into its left segment, can be modeled as a shortest path problem. For instance in the example shown in Fig.8.b, the path \(P_{4,5}\) connects the beginning of segment 4 and the end of segment 5, and represents the fact of merging segments 4 and 5. Similarly, path \(P_{1,5}\) denotes the merging of segments from 1 to 5. The cost of path \(P_{s,t}\) (that segments from \(s\) to \(t\) are regrouped into one segment) is defined as
\[
c_{s,t} = \sum_{m=n+1}^{N} \sum_{x=s_{\text{start}}}^{t_{\text{end}}} D_m(d_n^u(x,y)) + \alpha R_n(d_n^u(s_{\text{start}}))
\]
(16)
where \(s_{\text{start}}\) is the first pixel of segment \(s\) and \(t_{\text{end}}\) is the end of segment \(t\). The optimal solution of the shortest path algorithm provides the shortest path from the end to the beginning of the \(y\)-th row of view \(I_n\).

VI. EXPERIMENTS

A. Experimental setup

Data sets. In this section, we present experiments to evaluate the performance of the proposed GBR. Three data sets have been tested: 1) Tsukuba dataset [21]: Fig.9.a is a 1 minute video sequence (1800 frames). Each frame contains a stereo pair with ground truth depth maps. Five frames of indices \(1,25,50,75,100\) have been selected as a set of multiview images. The first frame is reference view and the others are predicted views. 2) MSR dataset [22]: the Ballet dataset is tested. The image of camera 4 is reference view (as shown in Fig.9.b) and the image from camera 3~0 are predicted views (totally 5 views). 3) Akko&kayo dataset [23] Fig.9.c: the first frames of each video captured by camera 27~30 are selected (totally 4 views).

This paper only focuses on geometry information, the 2D image representing the color information of \(I_1\) is assumed to have been transmitted separately. To assess the quality of the graph representation, the original (without compression) color information has been used. In addition, the color values
(a) PSNR-rate performance with the true original multiview images as reference. From left to right, Tsukuba dataset, Ballet dataset and Akko&kayo dataset.

(b) PSNR-rate performance with the rendered images as reference. The rendered images are obtained by DIBR with $I_1$. From left to right, Tsukuba dataset, Ballet dataset and Akko&kayo dataset.

Fig. 10. PSNR-rate performance of multiview representation by different methods on Tsukuba dataset (left), Ballet dataset (middle) and Akko&kayo dataset (right). (a) The PSNR values are computed with the true original multiview images as reference. (b) The rendered images obtained by DIBR with $I_1$ are the reference.

Baseline methods. The proposed GBR is compared with traditional depth-based approaches, in which the depth maps are compressed by HEVC [24]. In these baseline methods, the DIBR [25] method is applied to reconstruct the predicted views. Since the proposed GBR represents the geometry of both reference view $I_1$ and disocclusions of predicted views $I_n$ ($2 \leq n \leq N - 1$), the depth maps of reference view $I_1$ and predicted views $I_n$ ($2 \leq n \leq N - 1$) are compressed by HEVC as a video sequence.

Experiments. In section VI-B, we evaluate the capability of GBR to represent compactly a set of multiview image geometry. The PSNR values are computed over the whole multiview set using either the true original multiview images or the synthesized ones by DIBR with the reference view as reference. In section VI-C, even if this is not the main goal of GBR, we evaluate its ability to perform virtual view synthesis. In this case, the PSNR values are computed using the views rendered with original depth as reference signal.

B. Multiview representation

1) Parameter setting: The Lagrangian multiplier $\alpha$ varies from $10^0$ to $10^4$ in the row-wise minimizations. In the HEVC-based graph compression, the QP parameter ranges from 0 to 51.

2) Results: We start by assessing the PSNR-rate performance of the multiview coding scheme based on the proposed GBR. Fig. 10.a shows the rate-distortion curves by GBR with AEC-based coding, GBR with HEVC-based coding and DIBR with depth compressed by HEVC. DIBR with non-compressed depth has also been tested as a baseline method, whose
Fig. 11. Visual results. From left to right: Original $I_3$, rendered view of $I_3$ by GBR with AEC-based coding, rendered view of $I_3$ by GBR with HEVC-based coding and rendered view of $I_3$ by DIBR with HEVC.

(a) Tsukuba dataset. Bitrate around 0.03 bpp.

(b) Ballet dataset. Bitrate around 0.1 bpp.

(c) Akko&Kayo dataset. Bitrate around 0.08 bpp.
results can be seen as the maximum rendering quality since the non-compressed depth has been used. From the rate-distortion curves, we can see that the proposed GBR needs less bitrate to obtain the maximum PSNR (the one obtained by DIBR with non-compressed depth). Compared with GBR with AEC-based coding, GBR with HEVC-based coding costs less bitrate when achieving similar PSNR. In addition, GBR even yields the higher PSNR than the one obtained by DIBR+non-compressed depth. This is because sometimes removing an edge may have lower distortion than keeping it. And we use the real distortion in the Lagrangian rate-distortion cost instead of a model of distortion, which can help to remove these edges. This is further discussed in section VI-D. Fig.11 illustrates the visual results of the reconstructed $\mathcal{I}_3$ using different methods with similar bitrates. With similar cost in terms of bitrate, the visual results obtained with GBR usually are better than when using DIBR with HEVC (less artifacts on the edges of objects). However, we can notice that the row-wise minimization of GBR may introduce some artifacts in the regions with homogeneous depth, such as the displacement of the poster on the wall in Ballet dataset.

We then evaluate the PSNR-rate performance of the multiview representation with different original input views. We modified the multiview datasets as follows. The reference view $\mathcal{I}_1$ is the same as in the experiment in Fig.10.a. The predicted views $\mathcal{I}_2, \ldots, \mathcal{I}_N$ are replaced by rendered results $\mathcal{I}'_2, \ldots, \mathcal{I}'_N$ obtained by DIBR using $\mathcal{I}_1$ and the original depth of $\mathcal{I}_1$. The graph is constructed using the same parameters as in the experiment in Fig.10.a. The PSNR values of rendered views are computed with $\mathcal{I}'_2, \ldots, \mathcal{I}'_N$ as reference, which is commonly used in view synthesis literatures [26], [27]. Fig.10.b shows the rate-distortion performance. From these curves, we can find that at low bitrate our GBR is better than or comparable with HEVC, while at high bitrate HEVC generally outperforms our GBR. Compared with results in Fig.10.a, results presented in Fig.10.b only differs on the quality evaluation metric.

As we can see from Fig.10, the PSNR-rate performance obtained by the GBR with AEC-based coding is always shown by “vertical” curves (the blue curves). This is because the lossless compression of AEC-based coding. It does not have much compression technique to reduce the bitrate, compared with the advanced and efficient (lossy) compression by HEVC-based coding (the red curves).

C. View synthesis

In some scenarios as FTV, the geometry information can be used to synthesize virtual viewpoints. It is well-known that the depth enables such efficient view synthesis tasks. While GBR’s core purpose is to represent a set of input multiview images, the geometry described by the graph edges might be used to generate virtual views. This is what we study here. At the encoder, the GBR representation is constructed for some input multiple views. However, the viewpoints to be synthesized do not belong to the input multiview set. At the decoder, these virtual viewpoints can still be rendered from the constructed graph, as detailed in section IV-D.

D. Analysis of GBR

1) Simplification of depth: As introduced in section I, GBR simplifies the depth information so that it is sufficient to describe a given multiview set. Fig.13 gives an illustration of how the proposed GBR adapts to the rendering difficulty.
Fig. 12. Rate-distortion performance of virtual view rendering. The PSNR values are computed with rendered results by DIBR (with original depth) as reference.

In this experiment, frame 100 in Tsukuba dataset is considered as the reference view. Three frames 1, 50 and 90 are considered as predicted views, for which the baseline with the reference view decreases. The geometry relation between the reference view and the predicted view becomes simpler. Theoretically, GBR needs to describe less geometry information to render frame 90 than for example rendering frame 1. Fig.13.b-d show the $d(u)$ images of the constructed graphs with different predicted views, frame 1, 50 and 90 respectively. These three $d(u)$ images are obtained by row-wise minimization with the same parameter $\alpha$, i.e., the same target quality. We can see that the $d(u)$ image in Fig.13.b becomes simpler (less graph edges) as long as the predicted view gets close to the reference view due to the proposed rate-distortion graph sparsification. It illustrates how the GBR adapts its amount of geometry depending on the rendering task.

2) Depth correction: As illustrated in the experiments in section VI-B, the proposed GBR can yield higher PSNR than the DIBR with original depth. This is because the depth images are not always accurate (e.g., estimated by block similarity of color images). Thanks to the graph sparsification, the proposed GBR can improve the depth by removing some noisy edges. For instance, Fig.14 gives an illustration of depth correction done by the proposed GBR. Fig.14.a and b are the color and depth of reference view $I_1$. The reconstructed depth of $I_1$ by GBR is shown in Fig.14.d, in which we can find that the depth has been smoothed. Compared with the true original $I_3$ in Fig.14.f, the rendered view by GBR in Fig.14.h is of better visual quality than the rendered view by DIBR (with original depth) in Fig.14.g.

VII. CONCLUSION

In this paper, we have proposed an alternative to depth for multiview geometry representation. Contrary to the original GBR in [14], the proposed GBR can deal with multiview images with complex camera configurations. A rate-distortion model has been proposed to simplify the graph. The proposed GBR representation simplifies the depth of multiview images for reconstructing the given predicted views, i.e., the GBR costs less bitrate when obtaining the same high rendering quality. Future work will focus on the full representation of both color and geometry, in which the connections of the graph
should be used as a support for a better texture representation. The extensions of our GBR to other datasets, such as light fields (2D camera arrays), point cloud and so on, are also interesting challenges in the future.
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