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Abstract—Power control (PC) and discontinuous transmission (DTx) can reduce the power consumption of a base station (BS). When both are used, there is, for each user, a trade-off between service time and transmit power in order to minimize the energy consumption of the base station. In this paper, we analyse this trade-off and we propose a new efficient algorithm for the computation of the optimal service time and transmit power of all users. We show that in most cases, closed-form expressions can be used. For others, we prove that the search for the optimum can be changed into a root-finding problem which can be solved efficiently with the Newton’s method. Numerical results show that, compared to the use of DTx only, the proposed strategy allows to save up to 4% (7W) of the total energy consumption.

I. INTRODUCTION

The reduction of electricity consumption is one of the major challenges of future wireless networks. Base stations (BS) represent 40-50% of the electricity consumed by cellular networks [1]. Therefore, reducing their energy consumption will greatly decrease the operating cost for mobile operators and the carbon footprint of information and communication technologies (ICT).

To reduce its energy consumption, a base station can be turned off for some minutes or hours when there are no users to serve [2]. This technique is especially interesting in dense small cell networks [3]. Another solution is to use discontinuous transmission (cell DTx) [4]. With this solution, the base station switches to sleep mode during a few microseconds. During sleep modes, only some of the elements of the RF chain such as the power amplifier are switched-off when there are no signal to transmit (either reference signal or users data). Cell DTx could be very advantageous in the LTE standard, indeed, in this standard, each 10 ms frame is divided into ten 1 ms subframes and up to six of those subframes can be used for multicast broadcast single frequency network (MBSFN), during which the base station can be switched to sleep mode.

In [5], the authors evaluate the energy saved with MBSFN subframes, and in [6], it is studied how switching the power amplifier on and off can save energy while maintaining the quality of service and cell coverage. However, in these papers, only DTx is used. Moreover, when cell DTx is used with power control (PC), the sleep mode time is adjusted by adapting the users service times (duration of data transmission) and transmit powers. In this case, there is, for each user, an optimal value for the transmit power and service time which minimizes the base station energy consumption. The expression of this minimum was first derived in [7] but the result wasn’t extended to multiple access. In [8], the authors proposed some strategies for reducing the base station energy consumption for packet mode channel access. Furthermore, the problem of minimization of the base station energy consumption in time division multiple access (TDMA) was first raised in [9] with simulation results. In [10], the authors use an interior point method to solve this problem. In these two papers, generic methods are used to solve the problem of energy minimization in TDMA. In [11], the authors show that for base stations with a low power consumption during sleep mode, such as picocells and femtocells, the base station energy consumption is minimized with DTx only. In other words, in this case, it is optimal to serve the users with the maximum RF transmit power during the minimum time. In this article, we show that this result is not true for base stations with a higher power consumption during sleep mode such as macrocells.

In this paper, as in [9], [10], we only consider the downlink communications of a base station. We suppose that each user requires a given quality of service (capacity demand). All users are served during a frame of duration $T$. In each frame, the base station adjusts the transmit power for each user and switches to sleep mode until the end of the frame after having served all users. In this case, the problem of base station energy consumption minimization can be written as a convex constrained optimization problem.

In this paper, we first rewrite the problem of base station energy minimization in TDMA to make it solvable. Then, we use the Karush-Kuhn-Tucker (KKT) conditions to solve it. We show that for microcells and macrocells, it is not always optimal to switch to sleep mode and that in some cases, the energy consumption can be minimized using power control only. When it is optimal to switch to sleep mode, we show that the problem can be solved with closed-form expressions. Furthermore, we propose an efficient algorithm which uses these closed-form expressions to compute the optimal service time and transmit power of each user in TDMA. Finally, we show that, when the use of power control only is optimal (the base station doesn’t switch to sleep mode), the problem can be changed into a root-finding problem which can be solved with the Newton’s method.

The rest of this paper is organized as follows. The system model is introduced in section II and the optimization problem in section III. The algorithm proposed is described in section IV. In section V, some numerical results are presented and section VI concludes this paper.
II. SYSTEM MODEL

In this paper, we suppose that a Base Station (BS) serves \( N_u \) users. The base station knows the throughput demand (capacity constraint denoted \( C_i \)) and the channel gain \( G_i \) of each user. In each frame of duration \( T \), we denote \( t_i \), the service time of user \( i \) which is the time spent to serve him during the frame. We define the proportion of time used to serve user \( i \) as:

\[
\mu_i = \frac{t_i}{T}
\]  

(1)

We denote \( P_{TX}^i \), the transmit power used for this user. The total power consumption of a base station (processing, active cooling and transmit power) can be modeled as [12]:

\[
\begin{align*}
P_{\text{supply}} &= P_0 + mP_{TX} \quad \text{if } 0 < P_{TX} \leq P_{\text{max}} \\
P_{\text{supply}} &= P_s \quad \text{else}
\end{align*}
\]

(2)

Where \( P_0 \) is the static power consumption, \( P_{TX} \) the RF transmit power which is lower than the maximum RF transmit power of the base station denoted \( P_{\text{max}} \). \( m \) is the coefficient of the load dependence and \( P_s \) the power consumption of the base station during sleep mode.

In [12] the authors list some realistic values for \( P_0, P_s, P_{\text{max}} \), and \( m \). Those values are mentioned in table I.

<table>
<thead>
<tr>
<th>BS type</th>
<th>( P_{\text{max}} ) (W)</th>
<th>( P_0 ) (W)</th>
<th>( m )</th>
<th>( P_s ) (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macro</td>
<td>20.0</td>
<td>130.0</td>
<td>4.7</td>
<td>75.0</td>
</tr>
<tr>
<td>Micro</td>
<td>6.3</td>
<td>56.0</td>
<td>2.6</td>
<td>39.0</td>
</tr>
<tr>
<td>Pico</td>
<td>0.13</td>
<td>6.8</td>
<td>4.0</td>
<td>4.3</td>
</tr>
<tr>
<td>Femto</td>
<td>0.05</td>
<td>4.8</td>
<td>8.0</td>
<td>2.9</td>
</tr>
</tbody>
</table>

TABLE I

POWER VALUES FOR DIFFERENT BASE STATIONS TYPES FROM [12]

As illustrated in Fig.1, we suppose that TDMA is used to manage multiple access and that the base station switches to sleep mode until the end of the frame after serving all users. In this case, all users are served over all the available band of bandwidth \( B \).

The transmit power and the proportion of time used for each user are computed by the base station to minimize its energy consumption while satisfying the users’ capacity demands (QoS). The expression of the capacity demand of user \( i \) is:

\[
C_i = B\mu_i \log_2 \left( 1 + \frac{P_{TX}^i G_i}{B} \right) \quad \text{(bits/s)}
\]

(3)

where \( G_i = \frac{|h_i|^2}{N_0} \) is the channel gain (attenuation, antenna gain, thermal noise, noise figure) and the ratio

\[
\rho_i = \frac{P_{TX}^i G_i}{B}
\]

(4)

is the Signal-to-Noise Ratio (SNR) of user \( i \) which depends on the transmit power used for him.

III. PROBLEM FORMULATION

First of all, the energy consumed during a frame is the sum of the energy consumed during sleep mode and when the base station is active. Its expression can be deduced from equation (2):

\[
E = \left( 1 - \sum_{i=1}^{N_u} t_i \right) P_s + \sum_{i=1}^{N_u} t_i \left( P_0 + mP_{TX}^i \right)
\]

(5)

Then, the expression of the transmit power \( P_{TX}^i \) required to meet the capacity constraint \( C_i \) of user \( i \) can be deduced from (3):

\[
P_{TX}^i = \frac{B}{G_i} \left( 2^{\frac{C_i}{G_i}} - 1 \right).
\]

(6)

Besides, the base station energy consumption can be minimized by minimizing the average power consumption. The average power consumption during a frame is the ratio between the energy consumption during the frame and the frame duration. Its expression can be deduced from (5) and (6):

\[
P_m = \left( \sum_{i=1}^{N_u} \mu_i \right) P_0 + \left( 1 - \sum_{i=1}^{N_u} \mu_i \right) P_s
\]

\[
\text{Mean static power consumption } P_m^{\text{stat}}
\]

\[
+ \quad \frac{mB}{N_u} \sum_{i=1}^{N_u} \mu_i \left( 2^{\frac{C_i}{G_i}} - 1 \right).
\]

\[
\text{Mean dynamic power consumption } P_m^{\text{dyn}}
\]

(7)

By analysing separately the two terms of equation (7), we note that the mean static power consumption is minimized by minimizing the users service time, whereas the dynamic power consumption is minimized by minimizing the transmit power, i.e. by maximizing the service time. Thus, minimizing \( P_m \) amounts to find the best trade-off between these two extreme solutions.

Furthermore, the total service time can’t be longer than the frame duration. This condition leads to the following constraint:

\[
\sum_{i=1}^{N_u} \mu_i \leq 1. \quad \text{(8)}
\]

Moreover, the RF transmit power can’t be higher than the maximum RF transmit power denoted \( P_{\text{max}} \). To facilitate the resolution of the problem, we change the constraint on the
maximum transmit power into a constraint on $\mu_i$. We denote $\mu_{i,min}$ as the minimum service time for user $i$. $\mu_{i,min}$ is the time required by the base station to serve user $i$ with the maximum transmit power. $\mu_{i,min}$ is a function of $C_i$ and $G_i$ and can be derived from equation (3):

$$\mu_{i,min} = \min(C_i, G_i) \quad \forall i \in [1; N_u]$$  \hspace{1cm} (9)

Where the function $\min$ is defined as:

$$\min(C, G) = \frac{C}{B \log_2(1 + \frac{P_{max}G}{B})} \quad \forall (C, G) \in \mathbb{R}^+_*.$$  \hspace{1cm} (10)

If $\mu_i < \mu_{i,min}$, then, $P_{TX}^i > P_{max}$ and thus the value of $\mu_i$ will be unusable. Therefore, we conclude that it is possible to serve all users if and only if:

$$\sum_{i=1}^{N_u} \mu_{i,min} \leq 1.$$  \hspace{1cm} (11)

If equation (11) is not met, the base station can either diminish the QoS of users or refuse to serve some of them.

We finally obtain the new formulation for the problem of minimization of the base station energy consumption

$$\text{Minimize} \quad P_m = P_s + \left( \sum_{i=1}^{N_u} \mu_i \right) (P_0 - P_s) + mB \sum_{i=1}^{N_u} \frac{\mu_i}{G_i} \left( \frac{C_i}{G_i} - 1 \right)$$

Subject to:

$$\mu_i \geq \mu_{i,min} \quad \forall i \in [1; N_u]$$  \hspace{1cm} (12)

$$\sum_{i=1}^{N_u} \mu_i \leq 1$$  \hspace{1cm} (13)

$$\sum_{i=1}^{N_u} \mu_i \leq 1$$  \hspace{1cm} (14)

It has been proved in [11] that the function $(\mu_1, \ldots, \mu_{N_u}) \mapsto P_m$ is convex. Thus, the problem studied is a constrained convex optimization problem. In the rest of this paper, we propose an efficient algorithm to solve this problem.

IV. ALGORITHM

According to the Karush-Kuhn-Tucker (KKT) conditions, in a constrained optimization problem with inequality constraints, each constraint can either be considered as an equality or as a strict inequality (the constraint can be binding or non-binding). For the problem studied here, a two-step algorithm can efficiently manage the constraints:

1) In a first step, only consider the constraints of (13) (suppose that the constraint of (14) is met). In this case, the base station can compute the optimum service times using closed-form expressions.

2) Then, verify if the constraint of (14) is met. If not, the base station doesn’t have to be switched to sleep mode to minimize its energy consumption. In that case, the solution of the optimization problem can’t be expressed in a closed-form expression and an iterative algorithm is necessary.

Once the optimal service time for each user was calculated, the transmit power is computed with (6).

A. First step

The goal of this step is to compute the optimal value of the service time for each user. In other words, we solve here the minimization problem given by equations (12) and (13). To do that, we first compute the value of $\mu_i$ which minimizes equation (12). This minimum is denoted $\mu_{i, opt1}$. Then, we verify if equation (13) is met. If not, $\mu_{i, opt1}$ is not feasible and the base station energy consumption is minimized by serving the user during $\mu_{i, min}$. We show in this section that the choice between $\mu_{i, min}$ and $\mu_{i, opt1}$ can be done comparing the users channel gain with a threshold which depends on the characteristics of the base station.

We denote $\mu_{i, opt}$ the optimal service time for the $i^{th}$ user. $\mu_{i, opt}$ can either be equal to $\mu_{i, opt1}$ or to $\mu_{i, min}$. $\mu_{i, opt1}$ is the value of $\mu_i$ which verifies $\frac{d\mu_i}{d\mu_i} = 0$. After some mathematical derivations, we derive the expression of $\mu_{i, opt1}$:

$$\mu_{i, opt1} = \mu_{opt1}(C_i, G_i) \quad \forall i \in [1; N_u]$$  \hspace{1cm} (15)

Where the function $\mu_{opt1}(C, G)$ is defined as:

$$\mu_{opt1}(C, G) = \frac{C}{B} \ln\left(\frac{2}{\mu_{min} C G e^\left(\frac{G}{B} - \frac{1}{\ln(2)}\right)}\right) + 1.$$  \hspace{1cm} (16)

In this expression, $W$ denotes the W-Lambert function [13] which is the reciprocal bijection of $x \mapsto xe^x$.

According to the KKT conditions, if $\mu_{i, opt1}$ is lower than $\mu_{i, min}$, $\mu_{i, opt}$ must be set to $\mu_{i, min}$. To determine if the constraint of equation (13) is met, we need to know if $\mu_{i, opt1} \geq \mu_{i, min}$. For that, we define the function:

$$\rho_M(G) = \frac{P_{max}G}{B} \quad \forall G \in \mathbb{R}^+_*.$$  \hspace{1cm} (17)

Note that, $\rho_M^M = \rho_M(G_i)$ is the SNR that would have user $i$ if he was served with the maximum transmit power. Moreover, we define the ratio $r$ as:

$$r = \frac{P_0 - P_s}{m P_{max}}.$$  \hspace{1cm} (18)

For each base station type, the ratio defined in equation (18) allows to assess the power which can be saved by switching to sleep mode compared to the energy which can be saved by reducing the RF transmit power. The larger is $r$, the more interesting it is to switch to sleep mode.

Notice that the function $\mu_{opt1}$ can be rewritten as a function of $r$, $C$ and $\rho_M$ and that, similarly, $\mu_{min}$ can be written as a function of $C$ and $\rho_M$. In the following, we denote $\rho_{lim}$ the value of $\rho_M$ which verifies:

$$\mu_{opt1}(C, r, \rho_{lim}) = \min(C, \rho_{lim})$$  \hspace{1cm} (19)

Proposition 1. The function $f : r \mapsto \rho_{lim}$ is a bijective and strictly increasing function over $\mathbb{R}^+_*$.

Proof. To prove proposition 1, we first analyse the function $g : \rho_{lim} \mapsto r$. For, $\rho_{lim} \in \mathbb{R}^+_*$, we derive from equation (19):

$$g(\rho_{lim}) = r = \frac{P_0 - P_s}{m P_{max}} = \left[1 + \frac{1}{\rho_{lim}}\right] \ln \left(1 + \rho_{lim}\right) - 1.$$  \hspace{1cm} (20)
The derivative of this expression with respect to \( \rho_{lim}^M \) is:

\[
\frac{dg}{d\rho_{lim}^M} = \frac{1}{\rho_{lim}^M} - \frac{1}{\rho_{lim}^M} \ln \left(1 + \frac{\rho_{lim}^M}{\rho_{lim}^M}\right).
\]

We now use an inequality of concavity of the logarithm:

\[
\ln(1 + x) < x \quad \forall x > 0
\]  

(22)

This inequality proves that the function \( g : \rho_{lim}^M \to r \) is a strictly increasing function over \([0; +\infty[\). Thus, this function is bijective and has a reciprocal bijection. This reciprocal bijection, \( f : r \to \rho_{lim}^M \), is also bijective and strictly increasing. Which ends the proof.

The consequence of proposition 1 is that for each base station type and for each user, the choice between \( \mu_{imin} \) and \( \mu_{i opt} \) can be done by comparing \( \rho_{lim}^M \) and \( \rho_{lim}^M \). Indeed, user \( i \) must be served during \( \mu_{imin} \) if \( \rho_i^M < \rho_{lim}^M \) and during \( \mu_{i opt} \) else. The function \( f : r \to \rho_{lim}^M \) and the values of \( \rho_{lim}^M \) for the BS types of table I are displayed in Fig.2.

![Graph showing \( \rho_{lim}^M \) versus \( r \).](image)

Fig. 2. \( \rho_{lim}^M \) versus \( r \). This graph can be used to evaluate the value of \( \rho_{lim}^M \) for each BS type.

Furthermore, if the bandwidth \( B \) is also known, the choice between \( \mu_{imin} \) and \( \mu_{i opt} \) can be made by comparing \( G_i \) with a threshold denoted \( G_{lim} \). This threshold can be computed a priori and a base station can compute the optimal service time for each user with the following algorithm:

**Algorithm 1**

```plaintext
if \( G_i > G_{lim} \) then
    \( \mu_{i opt} := \mu_{i opt} \) \text{ (computed with (15))}
else
    \( \mu_{i opt} := \mu_{imin} \) \text{ (computed with (9))}
end if
```

Table II lists the values of \( \rho_{lim}^M \) for the base station types introduced in table I and the corresponding values of \( G_{lim} \) for a bandwidth \( B = 10 MHz \). We can see in table II, that for macrocells almost all users should be served during \( \mu_{i opt} \) whereas for picocells and femtocells almost all users have to be served during \( \mu_{imin} \). It has been shown in [11], that for picocells and femtocells, it is optimal to use DTx only and to serve all users during \( \mu_{imin} \).

<table>
<thead>
<tr>
<th>BS type</th>
<th>( r )</th>
<th>( \rho_{lim}^M ) (dB)</th>
<th>( G_{lim} ) for ( B = 10 MHz )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macro</td>
<td>0.58</td>
<td>2.6</td>
<td>( 9 \times 10^5 )</td>
</tr>
<tr>
<td>Micro</td>
<td>1.04</td>
<td>6.2</td>
<td>( 6.7 \times 10^6 )</td>
</tr>
<tr>
<td>Pico</td>
<td>4.80</td>
<td>25.1</td>
<td>( 2.5 \times 10^{10} )</td>
</tr>
<tr>
<td>Femto</td>
<td>4.75</td>
<td>24.9</td>
<td>( 6.1 \times 10^{10} )</td>
</tr>
</tbody>
</table>

This result is not true for macrocells and microcells. Indeed, for these base stations, according to Fig.2 and table II, the ratio between the dynamic power consumption and the difference \( P_0 - P_s \) is lower and most of the users have to be served during a longer time.

**B. Second step**

At the end of the first step, we have to verify if the constraint of (14) is met. If it is the case, the users RF transmit power can be computed with (6) and users can be served in an optimal scheme. Else, the value of \( \mu_{opt} \) can’t be computed with closed-form expressions. The problem of minimization becomes

\[
\text{Minimize } P_m = P_0 + mB \sum_{i=1}^{N_u} \frac{\mu_i}{G_i} \left( \frac{2}{\pi r_i} - 1 \right)
\]  

(23)

Subject to:

\[
\sum_{i=1}^{N_u} \mu_i = 1
\]  

(24)

\[
\mu_i \geq \mu_{imin}
\]  

(25)

In this case, the base station doesn’t switch to sleep mode and only power control is used to minimize the base station energy consumption. In this section, we introduce an algorithm for the computation of the power control strategy which minimizes the base station energy consumption. To do that, we first analyse the set of users which have to be served during \( \mu_{imin} \). Then, we use a root-finding method to compute the service time of other users. Note that this algorithm can also be used for a base station without sleep mode. With the new constraint of (24), the expression of the Lagrangian is:

\[
\mathcal{L} = P_0 + \sum_{i=1}^{N_u} \frac{\mu_i mB}{G_i} \left( \frac{2}{\pi r_i} - 1 \right) + K \left( \sum_{i=1}^{N_u} \mu_i - 1 \right),
\]

(26)

where \( K \) is the Lagrange multiplier. The constraints of (25) are not taken into account in this Lagrangian and will be managed independently thereafter.

To solve this problem, we first calculate the expression of the function \( K \mapsto \mu_{i}(K) \) which minimizes the Lagrangian (26) and then, the value of \( K \) denoted \( K_{opt} \) which verifies (24), i.e. which verifies:

\[
\sum_{i=1}^{N_{imin}} \mu_{imin} + \sum_{i=N_{imin}+1}^{N_u} \mu_{i opt} (K_{opt}) - 1 = 0,
\]

(27)
where \( N_{\text{min}} \) is the number of users served during \( \mu_{i_{\text{min}}} \).

The expression of \( \mu_{i_{\text{opt}}} \) which verifies \( \frac{\partial f}{\partial \mu_{i}} (\mu_{i_{\text{opt}}}) = 0 \) and potentially minimizes the base station energy consumption is:

\[
\mu_{i_{\text{opt}}}(K) = \mu_{\text{opt}2}(K, C_i, G_i) = \frac{C_i \ln(2)}{B} W \left( e^{-1} \left[ \frac{G_i K}{B m} - 1 \right] \right) + 1. \tag{28}
\]

By comparing (28) and (16), \( K_{\text{opt}} \) can be seen as the theoretic value of \( P_0 - P_s \) which reduces sufficiently the service time of users to meet the constraint of (27). Thus, \( K_{\text{opt}} \) is higher than \( P_0 - P_s \), and, because their service time can’t be smaller, the users served during \( \mu_{i_{\text{min}}} \) at the end of the first step keep the same service time. We denote \( N_{N_{\text{m}}} \) the number of users served during \( \mu_{i_{\text{min}}} \) at the end of the first step. To find the set of \( N_{N_{\text{m}}} \) users which have to be served during \( \mu_{i_{\text{min}}} \), we have to analyse the function \( K_m : G \mapsto K_m \) for which:

\[
\mu_{\text{opt}2}(K_m, C, G) = \mu_{\text{min}}(C, G) \quad \tag{29}
\]

After some mathematical derivations, we derive:

\[
K_m(G) = \left[ \frac{mB}{G} + mP_{\text{max}} \right] \ln \left( 1 + \frac{P_{\text{max}} G}{B} \right) - mP_{\text{max}}. \tag{30}
\]

Equation (30) allows to compute, for each user, the value \( K_i = K_m(G_i) \) which is the minimum value of \( K \) for which user \( i \) has to be served during \( \mu_{i_{\text{min}}} \). In other words, all the users for which \( K_i < K_{\text{opt}} \) have to be served during \( \mu_{i_{\text{min}}} \) whereas all users for which \( K_i > K_{\text{opt}} \) have to be served during a longer time to minimize the base station energy consumption. The two following results are used to determine the set of users which have to be served during \( \mu_{i_{\text{min}}} \) at the optimum:

1. \( K_m \) is an increasing function. This can be proved with a proof similar to the one done for proposition 1.
2. The function \( \mu_{\text{opt}2} \) and consequently the total service time are decreasing functions of \( K \).

We can deduce from the first result that, if user \( j \) has to be served during \( \mu_{j_{\text{min}}} \) (\( K_j < K_{\text{opt}} \)), all the users with a lower channel gain must be served during \( \mu_{i_{\text{min}}} \) (\( K_i < K_j < K_{\text{opt}} \)). As a consequence, to find the set of users served during \( \mu_{i_{\text{min}}} \), we have to find the user with the higher channel gain served during \( \mu_{i_{\text{min}}} \) (\( N_{\text{min}} \)th user).

The second result allows to find this user. Indeed, for him, \( K_{N_{\text{min}}} < K_{\text{opt}} \) and consequently \( \sum_{i=1}^{N_{\text{min}}} \mu_{i_{\text{opt}}}(K_{N_{\text{min}}}) > 1 \). For the user with a channel gain directly above \( \sum_{i=1}^{N_{\text{min}}} \mu_{i_{\text{opt}}}(K_{N_{\text{min}} + 1}) < 1 \). As a consequence, to find the set of users served during \( \mu_{i_{\text{min}}} \), we can sort the users in ascending order of \( G_i \). Then, for each user, we compute the value of \( K_i \) and the corresponding service time until we have a service time lower than 1. This algorithm is detailed in algorithm 2.

Once this user has been found, all the users with a lower channel gain must be served during \( \mu_{i_{\text{min}}} \), and those with a higher channel gain during \( \mu_{i_{\text{opt}2}}(K_{\text{opt}}) \). Therefore, according to the bijection theorem, \( f \) has only one root.

**Algorithm 2** Users served during \( \mu_{i_{\text{min}}} \)

1: Sort users in ascending order of \( G_i \)
2: \( K := P_0 - P_s \) and \( p := N_{\text{m}} \)
3: while \( \sum_{i=1}^{N_{\text{m}}} \mu_{i_{\text{opt}}}(K) > 1 \) do
4: \( p := p + 1 \)
5: \( K := K_{p} \) (computed with (30))
6: for \( i \) in 1 to \( N_{\text{m}} \) do
7: \( \mu_{i_{\text{opt}}}(K) = \max\{\mu_{i_{\text{min}}}, \mu_{i_{\text{opt}2}}(K)\} \)
8: end for
9: end while
10: \( N_{\text{min}} := p - 1 \)

We have determined the set of users which must be served during \( \mu_{i_{\text{min}}} \). With the proposed strategy, the search of the optimum is reduced to a one-dimensional problem, and, \( K_{\text{opt}} \) can be found with a root-finding algorithm. Moreover, the algorithm presented above also reduces the size of the interval in which lies \( K_{\text{opt}} \). Indeed, setting \( K_{N_{\text{m}}} = P_0 - P_s \), we have:

\[
K_{\text{opt}} \in [K_{N_{\text{m}}} - K_{N_{\text{m}} + 1}] \quad \tag{31}
\]

Finally, root-finding methods can be used to find \( K_{\text{opt}} \). Root-finding algorithm are sorted in two categories, bracketing methods (bisection, regula falsi or Brent method) and open domain methods (Newton’s method, fixed-point, secant method, etc.) [14]. Bracketing methods are reliable but have a low rate of convergence whereas open domain methods have a high rate of convergence but their convergence is not always guaranteed. Among the cited methods, the Newton’s method is the only one which ensures at least a quadratic rate of convergence.

We denote respectively \( K_{N_{\text{m}}} \) and \( K_{N_{\text{m}} + 1} \) the bounds of the search interval, \( K_0 \) the starting point of the algorithm and \( f \) the function of which we seek the root. The convergence of the Newton’s method can be ensured by the following sufficient conditions:

- \( f \) has only one root and \( f(K_0) > 0 \)
- \( f \in C^2(K_{N_{\text{m}}} : K_{N_{\text{m}} + 1}] \), \( f'(K) \neq 0 \) and \( f''(K) > 0 \)
- \( f(K_{N_{\text{m}}}) f(K_{N_{\text{m}} + 1}) < 0 \)

**Proposition 2.** If \( K_0 = K_{N_{\text{m}}} \) the Newton’s method applied to the function

\[
f : K \mapsto \sum_{i=1}^{N_{\text{m}}} \mu_{i_{\text{min}}} + \sum_{i=N_{\text{m}}+1}^{N_{\text{u}}} \mu_{i_{\text{opt}2}}(K) - 1 \quad \tag{32}
\]

converges to its unique root.

**Proof.** \( f \in C^2(K_{N_{\text{m}}} : K_{N_{\text{m}} + 1}] \), and, with the results previously established, \( f(K_{N_{\text{m}} + 1}) < 0 \) and \( f(K_0) = f(K_{N_{\text{m}}}) > 0 \). Moreover,

\[
\mu_{i_{\text{opt}2}}(K) = e^{-1} \frac{C_i \ln(2) G_i}{B^2 m} \frac{e^{-W(\frac{G_i}{B m} - 1)} - 1}{W(e^{-1} \left[ \frac{G_i K}{B m} - 1 \right]) + 1} < 0 \quad \tag{33}
\]

Thus, \( f' \neq 0 \) as it is the sum of strictly negative functions. Therefore, according to the bijection theorem, \( f \) has only one root.
Finally,
\[
\mu''_{i_{\text{opt}}}(K) = \frac{e^{-2C_i \ln(2) G_i^2}}{B^3 m^2} \left( \frac{e^{-2W(\sqrt{\frac{G_i K}{B}} - 1)}}{W(\sqrt{\frac{G_i K}{B}} - 1) + 1} \right)^5 \times \left( \frac{W(e^{-1} \left[ \frac{G_i K}{B} - 1 \right] + 1)}{W(e^{-1} \left[ \frac{G_i K}{B} - 1 \right]) + 4} \right) > 0 \quad (34)
\]

Thus \( f'' > 0 \) as the sum of strictly positive functions. The three sufficient conditions are verified. We have proved that the proposed algorithm converges.

Note that, the value \( \tilde{K} \) given by this algorithm is lower than the theoretical value of \( K \) and thus \( \sum_{i=1}^{N_u} \mu_{i_{\text{opt}}} (\tilde{K}) > 1 \). As a consequence, \( \tilde{K} \) will be inoperable in practice. This problem can be solved seeking the value of \( \tilde{K} \) which verifies:

\[
\sum_{i=1}^{N_u} \mu_{i_{\text{opt}}} (\tilde{K}) = 1 - \eta \quad (35)
\]

Where \( \eta \) denotes the maximum accepted error. The algorithm should be stopped when \( \sum_{i=1}^{N_u} \mu_{i_{\text{opt}}} (\tilde{K}) < 1 \).

Once the service time is computed for all users, we use equation (6) to compute the transmit power.

V. NUMERICAL RESULTS

In this section, numerical simulations are used to validate our theoretical results. Besides, we evaluate the energy saved by the use of both DTx and power control. Moreover, we analyse the rate of convergence of the second step of the algorithm.

We suppose a macrocell whose characteristics are those of table I. A band of bandwidth \( B = 10MHz \) is used with a central frequency of \( 2GHz \). A Poisson process is used to generate the number of users. The mean number of users in the cell coverage is equal to 10. The users are uniformly distributed and the distance between users and the base station varies between 300 and 1500m. The path loss is computed with the Cost 231 Hata model and a log-normal shadowing with a standard deviation of \( 10dB \). The antenna gain of the base station is \( 10dBi \), and the noise figure is set to \( 9dB \) for all users. We suppose that all users have the same capacity constraint \( C_i = C, \forall i \in [1; N_u] \).

We first compare the mean power consumption of the base station during a frame with three different strategies:

- Only DTx is used, all users are served during \( \mu_{i_{\text{min}}} \) and the transmit power is equal to \( P_{\text{max}} \) for all users.
- Power control is used optimally. In this case, the base station never switches to sleep mode and the second part of the algorithm introduced in section IV-B is used to compute the optimum service time for all users.
- The optimal strategy proposed in this paper is used.

The mean power consumptions are compared for different values of the capacity constraint. The results are displayed in Fig.3. When the capacity constraint is low, most of the energy consumed by the base station is static. When the QoS increases, the proportion of dynamic power consumption (part of the power consumption which depends on the RF transmit power) increases, the proportion of dynamic power consumption represents a larger part of the energy consumed by the base station and the static power consumption is minimum and the dynamic power consumption greatly increases with the capacity constraint. Moreover, with DTx only, the static power consumption is minimum and the dynamic power consumption represents a larger part of the energy consumption.
base station power consumption (up to 34% for a capacity constraint of 2 Mbits/s). On the contrary, the power control strategy minimizes the proportion of dynamic power. With power control only, the proportion of dynamic power doesn't exceed 23%.

Finally, we analyse the proportion of time used by the base station to serve all users. The minimum total service time and the optimum total service time are compared for different values of the capacity demand. The results are shown in Fig. 6.

On average, the optimal service time is between 12 and 18% higher than the minimum service time. This percentage changes slowly with the capacity constraint. Indeed, since the capacity constraint is the same for all users, the ratio between the total service times doesn’t depend directly on the capacity demand and only varies because the sets of users considered (which verifies \[ \sum_{i=1}^{N_u} \mu_{i_{\text{min}}} \leq 1 \]) change with capacity constraint. When the capacity constraint increases, \[ \sum_{i=1}^{N_u} \mu_{i_{\text{opt}}} \] increases and the constraint of (14) is more often a binding constraint and the second part of the algorithm is used more frequently. The constraint of equation (14) is a binding constraint for 0.1% of the realizations for a capacity constraint of 0.5 Mbits/s, 1.5% for 1 Mbits/s and rises to 13.8% for a capacity constraint of 2 Mbits/s.

Finally, for simulation, an error of 0.1% (\( \eta = 0.001 \)) was tolerated and when the second step of the algorithm was necessary, the mean number of iterations was between 2 and 3. This result highlights the efficiency of the proposed algorithm.

VI. CONCLUSION

In this paper, we propose a new efficient algorithm for the computation of the optimal service time and transmit power of a base station in TDMA. The proposed optimal strategy significantly reduces the energy consumption of the base station and allows to save up to 40% of the base station energy consumption compared to the use of power control only and up to 4% compared to the use of DTx only.

In this paper, we study the optimal use of DTx and power control for a TDMA base station. However, in most of the cellular networks, FDMA is used to manage multiple access and the problem of minimization of the base station energy consumption in FDMA in a multipath fading channel will be addressed in future work.
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