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Abstract—This article addresses the adaptation of an acoustic-articulatory inversion model of a reference speaker to the voice of another source speaker, using a limited amount of audio-only data. In this study, the articulatory-acoustic relationship of the reference speaker is modeled by a Gaussian mixture model and inference of articulatory data from acoustic data is made by the associated Gaussian mixture regression (GMR). To address speaker adaptation, we previously proposed a general framework called Cascaded-GMR (C-GMR) which decomposes the adaptation process into two consecutive steps: spectral conversion between source and reference speaker and acoustic-articulatory inversion of converted spectral trajectories. In particular, we proposed the Integrated C-GMR technique (IC-GMR) in which both steps are tied together in the same probabilistic model. In this article, we extend the C-GMR framework with another model called Joint-GMR (J-GMR). Contrary to the IC-GMR, this model aims at exploiting all potential acoustic-articulatory relationships, including those between the source speaker’s acoustics and the reference speaker’s articulations. We present the full derivation of the exact Expectation-Maximization (EM) training algorithm for the J-GMR. It exploits the missing data methodology of machine learning to deal with limited adaptation data. We provide an extensive evaluation of the J-GMR on both synthetic acoustic-articulatory data and on the multi-speaker MOCHA EMA database. We compare the J-GMR performance to other models of the C-GMR framework, notably the IC-GMR, and discuss their respective merits.

Index Terms—Speaker adaptation, Acoustic-articulatory inversion, GMM, Gaussian mixture regression, EM, Missing data.

I. INTRODUCTION

The Gaussian Mixture Regression (GMR) is an efficient regression technique derived from the well-known Gaussian Mixture Model (GMM) [1]. The GMR is widely used in different areas of speech processing, e.g. voice conversion [2], [3], in image processing, e.g. head pose estimation from depth data [4], generation of hand writing [5], and in robotics [6], [7]. In the present paper, we consider the application of GMR to the speech acoustic-articulatory inversion problem, i.e. estimating trajectories of speech articulators (jaws, lips, tongue, palate) from speech acoustic data [8], [9], [10]. Such model can be used in the context of pronunciation training to automatically animate a virtual talking head displaying the internal speech articulators, using only the speaker’s voice. Such acoustic-articulatory GMR is generally trained on a large dataset of input-output joint observations recorded on a single speaker, later on referred to as the reference speaker. Using this reference GMR with the speech signal produced by a new speaker (hereafter referred to as the source speaker) can lead to poorly estimated articulatory trajectories. Indeed, because of the differences in the voice characteristics and in the speech production strategies across speakers, the new input data does not follow the statistical distribution of the reference acoustic data. Therefore, in this paper we address the problem of GMR speaker adaptation: We consider a GMR adaptation process that can be used to easily adapt a virtual talking head to any new speaker. Moreover, the adaptation process must be designed to work with a tiny set of input-only, i.e. acoustic, observations from the source speaker (in practice using a few sentences), in order to guarantee a user-friendly non-invasive system. Indeed, in real-world applications collecting data from a new user comes at high cost, especially for articulatory data.

The general speaker adaptation and normalization problem has been considered in, e.g., [11], [12]. In a recent study [13], the articulatory data from a new source speaker are obtained as a weighted sum of articulatory data from a set of different reference speakers, which is reminiscent of the eigenvoice decomposition of [14]. One limitation of this method is that it necessitates several parallel sets of acoustic-articulatory data from different speakers. The present study avoids this constraint by using acoustic and articulatory data from a single reference speaker. Regarding previous GMR-based approaches,
[15] proposed to adapt the model parameters related to input observations using two state-of-the-art adaptation techniques for GMM, namely: maximum a posteriori (MAP) [16] and maximum likelihood linear regression (MLLR) [17]. Then, we proposed a general framework called cascaded GMR (C-GMR) and derived two implementations [18]. The first one, referred to as Split-C-GMR (SC-GMR), is a simple chaining of two separate GMRs: a first GMR maps the source acoustic feature vector, denoted Z, into a reference acoustic feature vector, denoted X, and then a second GMR maps X into the output articulatory feature vector, denoted Y, lying in the reference speaker articulatory space (see Fig. 1-(b)). The second implementation, referred to as Integrated-C-GMR (IC-GMR) combines the two successive mappings in a single probabilistic model (see Fig. 1-(c)). Indeed, the Z-to-X and X-to-Y mappings are integrated at the mixture component level, sharing the X space. Importantly, the EM algorithm associated to the IC-GMR model [18] uses the general methodology of missing data [19], [20], explicitly taking into account the tiny amount of adaptation data from the source speaker. Specifically, the source data consisted in a small subset of the sentences of the reference training set) the acoustics of the source speaker articulation (Z) and the reference speaker’s source speaker’s acoustics (any benefit of explicitly modeling a direct link between the link and thus estimating and associated to the shared phonetic content. Even if the direct they share the same phonetic content. Therefore, adding the X data (D-GMR, see Fig. 1-(a)).

As seen in Fig. 1-(c), the IC-GMR does not explicitly model any direct statistical dependency between Z and Y (i.e. in the graphical model, there is no arrow between Z and Y). In other words, the cascade is “forced” to pass through X, the reference speaker’s acoustic space. In a general manner, adding such link would enable the output Y to be jointly inferred from Z and X. In the above-mentioned limited parallel dataset strategy [18] (the source data consist in a small subset of the sentences of the reference training set) the acoustics of the source and the reference speaker are not physically linked, but they share the same phonetic content. Therefore, adding the Z-Y link to the IC-GMR model enables to exploit the correlation associated to the shared phonetic content. Even if the direct ZY correlation happened to be weaker than the other cross-correlations (ZX and XY), the impact of exploiting this direct link and thus estimating Y jointly from X and Z, remains to be explored and properly evaluated. The resulting generative probabilistic model is equivalent to a joint multi-variate GMM on {Z, X, Y}, and we can thus refer to this model as Joint GMM (J-GMM), and to the associated regressor as J-GMR.

The research question addressed in this paper is: “Is there any benefit of explicitly modeling a direct link between the source speaker’s acoustics (Z) and the reference speaker’s articulation (Y), with special emphasis on the case of very limited amount of adaptation data?” To this aim:

- We present the J-GMR model and the corresponding exact EM training algorithm with missing data;
- We provide an extensive evaluation of the J-GMR model on both synthetic acoustic-articulatory data and on the multi-speaker MOCHA EMA database, and compare its performance to other models of the C-GMR framework (i.e. SC-GMR, and IC-GMR).

At this point, it must be mentioned that an alike J-GMM-based regressor was proposed in [21], but with different assumptions regarding the nature of the adaptation data. Besides, in [21] the training algorithm for the J-GMM was not fully detailed: Only parameters update rules were given, and importantly, these update rules are different from the ones we derive in the present paper. Also importantly, the inference equation used in [21] is actually the IC-GMR inference equation, and thus it does not correspond to the structure of the J-GMM. In other words, the inference equation in [21] does not exploit the direct link between Z and Y, leading to a potential inconsistency between training and regression stages. Therefore, one additional goal of the present article is to wrap those very recent studies in GMR-based acoustic-articulatory inversion (i.e. [21], [15], [18]) and provide a complete and consistent methodological framework for training and using the J-GMR model.

The remaining of this paper is organized as follows. Section II gives a brief technical presentation of the GMR speaker adaptation problem in the present acoustic-articulatory inversion context, and of the D-GMR, SC-GMR and IC-GMR solutions. Section III presents and discusses the J-GMM and the associated J-GMR inference equation. The complete derivation of the corresponding EM algorithm under the missing data configuration of [18] is presented in Section IV. The theoretical differences with the solution proposed in [21] are further discussed. In Section V, we evaluate the practical performance of the proposed J-GMR under the task of speech acoustic-to-articulatory inversion with two different datasets, one synthetic and one of real data, and compare it to the performance of the D-GMR, SC-GMR, and IC-GMR. We discuss the research question risen above in the light of the experimental results. Section VI concludes the paper.

II. CASCADeD GMR

A. Definitions, notations and working hypothesis

Let us consider a GMM and the associated GMR between realizations of input X and output Y random (column) vectors, of arbitrary finite dimension. In the present speech acoustic-to-articulatory inversion framework, Y is an articulatory feature vector and X is a corresponding acoustic feature vector, both from the reference speaker. Let us define \( V = [X^T, Y^T]^T \) where \( \top \) denotes the transpose operator. Let \( p(X = x; \Theta_X) \) denote the probability density function (PDF) of X.\(^2\) Let \( \mathcal{N}(x; \mu_X, \Sigma_{XX}) \) denote the Gaussian distribution evaluated at x with mean vector \( \mu_X \) and covariance matrix \( \Sigma_{XX} \). Let \( \Sigma_{XY} \) denote the cross-covariance matrix between X and Y and \( \Lambda_{XX} \) the precision matrix of X (similarly for cross-terms). With these notations, the PDF of a GMM on V writes:

\[
p(v; \Theta_V) = \sum_{m=1}^{M} p(m) \mathcal{N}(v; \mu_{V,m}, \Sigma_{VV,m}), \tag{1}
\]

\(^1\)Note that this IC-GMR inference equation was initially proposed in [15], without the overall generative framework.

\(^2\)In the following, for concision we omit X and we may omit \( \Theta_X \), depending on the context.
where $M$ is the number of components, $p(m) = \pi_m \geq 0$ and $\sum_{m=1}^{M} \pi_m = 1$. Let $D_{xy} = \{x_n, y_n\}_{n=1}^{N}$ denote a large training dataset of $N$ i.i.d. vector pairs drawn from the $(X, Y)$ distribution. In practice, these data are feature vectors extracted from synchronized articulatory and acoustic recordings of the reference speaker. The parameters of the above GMM reference model are estimated from $D_{xy}$, using an EM algorithm. Then, inference of $y$ given a new observed value $x$ can be performed by the minimum square error (MMSE) estimator, which is the posterior mean $\hat{y} = E[Y|x]$:

$$\hat{y} = \sum_{m=1}^{M} p(m|x) \left( \mu_{Y,m} + \Sigma_{XY,m} \Sigma_{XX,m}^{-1}(x - \mu_{X,m}) \right),$$

with $p(m|x) = \frac{\pi_m N(x;\mu_{X,m}, \Sigma_{XX,m})}{\sum_{k=1}^{M} \pi_k N(x;\mu_{X,k}, \Sigma_{XX,k})}$. Alternatively, one may consider maximum a posteriori (MAP) inference using $\hat{y} = \arg \max_{y} p(y|x)$.

Let us now consider a new input vector $Z$ following a different statistical distribution than the one of $X$. Here, $Z$ is an acoustic feature vector from the source speaker, to which the reference GMR has to be adapted. We assume that a tiny dataset $D_z$ of new input vectors $z$ is available for the adaptation. As in [18], we assume that $D_z$ can be aligned with a subset of the reference input dataset: This requires that the new speaker pronounces a subset of the sentences contained in $D_x$, and these new recordings are time-aligned with the corresponding recordings of the reference speaker (e.g. using dynamic time warping (DTW) techniques). Since the working hypothesis is that the data tuples are i.i.d., we can reorder the dataset and write without loss of generality $D_z = \{z_n\}_{n=1}^{N_0}$, with $N_0 \ll N$.

**B. D-GMR, SC-GMR and IC-GMR**

In this section, we briefly recall the three approaches for GMR adaptation considered in [18], which will be used here as baseline. Their graphical representation in Fig. 1 has already been discussed.

The first one is a direct $Z$-to-$Y$ GMR (D-GMR). Inference of $y$ given an observed value $z$ is done using (2), replacing $x$ and $X$ with $z$ and $Z$:

$$\hat{y} = \sum_{m=1}^{M} p(m|z) \left( \mu_{Y,m} + \Sigma_{YZ,m} \Sigma_{ZZ,m}^{-1}(z - \mu_{Z,m}) \right),$$

with $p(m|z) = \frac{\pi_m N(z;\mu_{Z,m}, \Sigma_{ZZ,m})}{\sum_{k=1}^{M} \pi_k N(z;\mu_{Z,k}, \Sigma_{ZZ,k})}$. The parameters are trained with $D_{xy}$ and $D_{zy}$.

The second and third models are instances of cascaded GMR. As mentioned in the introduction, the Split-Cascaded GMR (SC-GMR) consists of chaining two distinct GMRs: a $Z$-to-$X$ GMR followed by the reference $X$-to-$Y$ GMR. The inference equation thus consists in chaining $\hat{x} = E[X|z]$ and $\hat{y} = E[Y|x]$, where both expectations follow (2) with their respective parameters. Note that the two GMRs may have a different number of mixture components. Note also that the first GMR is trained with the $N_0$ samples of $D_{zx} = \{z_n, x_n\}_{n=1}^{N_0}$, while the second GMR is the reference GMR trained with the $N$ samples of $D_{xy}$.

The Integrated-Cascaded GMR (IC-GMR) combines the $Z$-to-$X$ mapping and the $X$-to-$Y$ mapping into a single GMR-based mapping. Importantly, this is made at the component level of the GMR, i.e. within the mixture, as opposed to the SC-GMR (see Fig. 1). The corresponding generative mixture model is defined as:

$$p(o) = \sum_{m=1}^{M} p(m)p(y|m)p(x|y, m)p(z|x, m),$$

where all PDFs are Gaussian, and we have defined $O = \{X, Y, Z\}$ for concision. We show in Section III that (4) is a particular case of GMM and we thus refer to this generative model as the IC-GMM. The corresponding inference equation, i.e. the IC-GMR, is given by [18]:

$$\hat{y} = \sum_{m=1}^{M} p(m|z) \left( \mu_{Y,m} + \Sigma_{XY,m} \Sigma_{XX,m}^{-1} \Sigma_{XZ,m} \Sigma_{Zz,m}^{-1}(z - \mu_{Z,m}) \right).$$

The above equation is a particular $Z$-to-$Y$ GMR with a constrained form of the covariance matrix, i.e. $\Sigma_{YZ,m}$ is not a free parameter:

$$\Sigma_{YZ,m} = \Sigma_{XY,m} \Sigma_{XX,m}^{-1} \Sigma_{XZ,m} \Sigma_{Zz,m}.$$  

The IC-GMR is trained with the complete set of available $x$, $y$, and $z$ data, i.e. $D_x \cup D_{xy}$, using the EM algorithm presented in [18].

**III. JOINT GMR**

In this section we present the proposed Joint GMM generative model (J-GMM) and the associated inference equation. We also discuss the relationship with previous works, i.e. [21] and [18]. The Joint GMM on $(X, Y, Z)$ is defined as:

$$p(o) = \sum_{m=1}^{M} p(m)p(o|m; \Theta_m) = \sum_{m=1}^{M} \pi_m N(o; \mu_m, \Sigma_m),$$

where $\Theta_m = \{\mu_m, \Sigma_m\}$ are the parameters of the $m$-th Gaussian component, and thus $\Theta = \{1_{M}^{\text{th}} \{\pi_m, \Theta_m\}\}$. In order to derive the associated inference equation we first compute:

$$p(y|z) = \int_{x} p(y, x|z) dx = \sum_{m=1}^{M} p(m|z)p(y|x, m).$$

Since the conditional and marginal distributions of a Gaussian are Gaussian as well, (8) is a GMM. Therefore, the J-GMR inference equation under the MMSE criterion turns out to be identical to the usual expression for a direct $Z$-to-$Y$ GMR, i.e. (3). At first sight, this may look a bit strange since this gives the impression of by-passing the information contained in $X$. However, this is not the case: although its inference equation is identical, the complete “joint” process for GMR adaptation is not equivalent to a GMR build directly from $(z, y)$ training data, i.e. the D-GMR. Indeed, as shown in the next section, the estimation of the J-GMR parameters with the EM algorithm uses all the available data, i.e. $D_{xy}$ and $D_z$.  

3 Alternately a MAP estimator can be used by taking the argmax of (8).
hence including all x data. In summary, the D-GMR and the J-GMR inference equations are identical but these two models differ by their underlying generative model and associated training procedure, leading to different parameter values (even when using the same adaptation dataset).

As mentioned in the introduction, a J-GMM-based model has already been considered in [21] as the underlying generative model of O in the present speaker adaptation problem. However, [21] performs MAP inference instead of MMSE inference. More importantly, even if the underlying generative model is a J-GMM, the inference equation in [21] corresponds to the IC-GMR. In details, p(α) in (1-2) of [21] corresponds to (7), while p(y|x) in (6) of [21] corresponds to (5). Indeed, this posterior PDF p(y|x) assumes no direct link between Z and Y, which is correct for the IC-GMM but incorrect for the J-GMM. Thus the inference in [21] is not consistent with the J-GMM.

Remarkably, (6) characterizes the IC-GMR developed in [18] as a particular case of the J-GMR. In Appendix A, we show that this is also true at the mixture model level, i.e. the IC-GMM (4) is a particular case of the J-GMM (7) with (6). The matrix product $\Sigma_{XZ,m} \Sigma_{ZZ,m}$ in (5) enables to go from z to x, and then $\Sigma_{XY,m} \Sigma_{XX,m}$ enables to go from x to y, so that the IC-GMR goes from z to y “passing through x”. In contrast, the J-GMR enables to go directly from z to y, though again, it is not equivalent to the Z-Y D-GMR since x data are used at training time, as is shown in the next section.

IV. EM ALGORITHM FOR J-GMM WITH MISSING DATA

This section introduces the exact EM algorithm associated to the J-GMM, explicitly handling an incomplete adaptation dataset using the general methodology of missing data (with the same data configuration as in [18], which was reminded in Section II-A). The EM iteratively maximizes the expected complete-data log-likelihood. At iteration $i+1$, the E-step computes the auxiliary function $Q(\Theta, \Theta^{(i)})$, where $\Theta^{(i)}$ are the parameters computed at iteration $i$. The M-step maximizes $Q$ with respect to $\Theta$, obtaining $\Theta^{(i+1)}$. In the following we first describe the E and M steps, then we detail the initialization process. Finally we comment the link between the EM algorithms of the IC-GMM and J-GMM, and the differences between the proposed EM and the EM for J-GMM given in [21]. The associated source code is available at: https://git.gipsa-lab.grenoble-inp.fr/cgmj.git.

A. E-step

In order to derive the auxiliary function $Q(\Theta, \Theta^{(i)})$, we follow the general methodology given in [20]–(Section 9.4) and [22]. In [18], we have shown that this leads to the general expression (9), where

$$\gamma_{n,m}^{(i+1)} = \frac{p(o_n, m; \Theta^{(i)})}{p(o_n, \Theta^{(i)})}, \ n \in \{1, N_0\},$$

(10)

are the so-called responsibilities (of component m explaining observation $o_n$) [20]. Eq. (9) is valid for any mixture model on i.i.d. vectors (V, Z) with partly missing z data. Here we study the particular case of the J-GMM. For this aim, we denote $\mu_{Z|v,n,m}^{(i)}$ the posterior mean of Z given $v_n$ and given that the data were generated by the m-th Gaussian component with parameters $\Theta_m^{(i)}$:

$$\mu_{Z|v,n,m}^{(i)} = \frac{\mu_{Z|v,n,m}^{(i)} + \Sigma_{ZV}^{(i)} \Sigma_{VV}^{-1}(v_n - \mu_{V|v,n,m}^{(i)})}{p(v_n; \Theta^{(i)})}, \ n \in \{0, N_0\},$$

(11)

Let us define $\alpha_{n,m}^{(i)} = [v_n^T, \mu_{Z|v,n,m}^{(i)}]^T$ if $n \in \{N_0 + 1, N\}$, i.e. $\alpha_{n,m}^{(i)}$ is an “augmented” observation vector in which for $n \in \{N_0 + 1, N\}$ the missing data vector $z_n$ is replaced with (11). Let us arbitrarily extend $\alpha_{n,m}$ with $o_{nm}$ for $n \in \{1, N_0\}$, and let us extend the definition of the responsibilities to the incomplete data vectors $v_n$:

$$\gamma_{n,m}^{(i+1)} = \frac{p(v_n, m; \Theta^{(i)})}{p(v_n; \Theta^{(i)})}, \ n \in \{0, N_0\},$$

(12)

Then, $Q(\Theta, \Theta^{(i)})$ is given by (13). The proof is given in Appendix B. The first double sum in (13) is similar to the one found in the usual EM for GMM (without missing data), except that for $n \in \{N_0 + 1, N\}$ missing z data are replaced with their estimate using the corresponding x and y data and the current parameter values, and responsibilities are calculated using available data only. The second term is a correction term that, as seen below, modifies the estimation of the covariance matrices $\Sigma_m$ in the M-step to take into account the missing data.

B. M-step

Prior: Maximization of $Q(\Theta, \Theta^{(i)})$ with respect to the priors $\pi_m$ is identical to the classical case of GMM without missing data [20]. For $m \in \{1, M\}$, we have:

$$\pi_{m+1} = \frac{1}{N} \sum_{n=1}^{N} \gamma_{n,m}^{(i+1)}.$$

(14)

Mean vectors: For $m \in \{1, M\}$, deriving $Q(\Theta, \Theta^{(i)})$ with respect to $\mu_m$ and setting the result to zero leads to:

$$\mu_{m+1} = \frac{1}{N} \sum_{n=1}^{N} \alpha_{n,m}^{(i+1)}.$$ 

(15)

This expression is the empirical mean, similar to the classical GMM case, except for the specific definition of observation vectors and responsibilities for $n \in \{N_0 + 1, N\}$. Covariance matrices: Let us first express the trace in (13) as a function of $\Sigma_{m}^{-1}$ by completing $(A_{ZZ})^{-1}$ with zeros to obtain the matrix $(A_{ZZ})^{-1}$:

$$(A_{ZZ})^{-1} = \begin{bmatrix} 0 & 0 \\ 0 & (A_{ZZ})^{-1} \end{bmatrix}.$$

(16)
\[ Q(\Theta, \Theta^{(i)}) = \sum_{n=1}^{N} \sum_{m=1}^{M} \gamma_{nm}^{(i+1)} \log p(o_n, m; \Theta) + \sum_{n=N_0+1}^{N} \sum_{m=1}^{M} \frac{1}{p(v_n; \Theta^{(i)\nu})} \int p(o_n, m; \Theta^{(i)}) \log p(o_n, m; \Theta) dzc_n. \]

\[ Q(\Theta, \Theta^{(i)}) = \sum_{n=1}^{N} \sum_{m=1}^{M} \gamma_{nm}^{(i+1)} \left( \log \pi_m - \frac{1}{2} \text{Tr} \left( \frac{1}{\Lambda_{zz,m}} \right) \right) + \frac{1}{2} \sum_{n=N_0+1}^{N} \sum_{m=1}^{M} \frac{1}{\text{Tr} \Lambda_{zz,m}^{-1}}. \]

Thus, \( \text{Tr} \left( \Lambda_{zz,m}(\Lambda_{zz,m}^{-1})^{-1} \right) = \text{Tr} \left( \Lambda_{m}^{-1} \Lambda_{zz,m}^{-1} \right), \) and by canceling the derivative of \( Q(\Theta, \Theta^{(i)}) \) with respect to \( \Sigma_{m}^{-1} \) we get:

\[ \Sigma_{m}^{(i+1)} = \sum_{n=1}^{N} \gamma_{nm}^{(i+1)} \left( (\pi_{nm}^{(i)})^{(i)} - (\mu_{nm}^{(i)})^{(i)} - (\Sigma_{m}^{(i)})^{(i)} \right) + \left( \sum_{n=N_0+1}^{N} \gamma_{nm}^{(i+1)} \right) (\Lambda_{zz,m}^{(i)})^{-1}. \]

The first term is the empirical covariance matrix and is similar to the classical GMM without missing data, except again for the specific definition of observation vectors and responsibilities for \( n \in [N_0 + 1, N] \). The second term can be seen as an additional correction term that deals with the absence of observed \( z \) data vectors for \( n \in [N_0 + 1, N] \). We remark that \( \Sigma_{m}^{(i+1)} \) depends on all the terms of \( \Sigma_{m}^{(i)} \) obtained at previous iteration, since \( \Lambda_{zz,m}^{(i)} = (\Sigma_{m}^{(i)})^{-1} \).

C. EM Initialization

The initialization of the proposed EM algorithm takes a very peculiar aspect. Indeed, as a result of the nature of the adaptation process, the reference X-Y GMM model is used to initialize the marginal parameters in (X, Y). As for the Z parameters, we adopt the two possible following strategies. Strategy 1 is data-driven: The marginal parameters in Z are initialized using the adaptation data \( D_z = \{ z_n \}_{n=1}^{N_0} \). The cross-term parameters in (Z, X) and (Z, Y) are initialized by constructing the sufficient statistics using \( \{ z_n, x_n, y_n \}_{n=1}^{N_0} \). Since the number of adaptation data is limited, and the related statistics may be poorly reliable, we also propose Strategy 2 which is a “blind” strategy: The ZX cross-covariance matrix is set to the identity matrix, the ZY cross-covariance matrix is set to zero and the covariance of Z is set to the covariance of X. As shown in Section V, this simple blind initialization exhibited significantly better performance than the one exploiting the statistics of the adaptation set in our experiments, for small adaptation sets. Finally, remember that, whatever the initialization, all model parameters are jointly updated by alternating the E and M steps, using both reference data \( D_{xy} \) and aligned adaptation data \( D_z \).

D. Link between J-GMM and IC-GMM revisited

We have seen in Section III that the IC-GMM is a particular (constrained) version of the J-GMM. However, the EM for the IC-GMM presented in [18] (which exploits the linear-Gaussian form of the IC-GMM) is not derivable as a particular case of the EM for J-GMM provided in the present section. More precisely, if one attempts to estimate the IC-GMR parameters with the algorithm we introduce in this section, the M-step should be constrained by (6). Naturally, the complexity of the resulting constrained algorithm would be much higher than the complexity of the (unconstrained) EM of [18]. Consequently, even if the IC-GMR and the J-GMR models are closely related, the two learning algorithms are intrinsically different. This difference arises from the fact that the IC-GMM deals with constrained covariance matrices, whereas the J-GMM uses fully free covariance matrices.

E. Analysis of the difference with the EM for J-GMM of [21]

As mentioned before, the data configuration is different than the one used in [21]. The EM of [21] exhibits symmetric terms relative to missing \( z \) data and missing \( y \) data. In the present study, we only considered missing \( z \) data. However it is straightforward to extend the proposed framework to the case of additional missing \( y \) data, and this would also lead to “symmetric terms”. One prominent feature of the current approach is that we consider the availability of a tiny set of fully complete data samples \( (z, x, y) \), which comes at no cost. Indeed, in any case the source speaker is asked to pronounce a given set of sentences and we simply choose this set to be a subset of \( D_{xy} \).

For such mixture models as the J-GMM, the E-step basically boils down to compute the responsibilities, i.e. the posterior weights that represent the contribution of each mixture component to explain the data. In the present paper, as well as in [18], the responsibilities are expressed directly as a function of the observed data only (and of the current estimate of the parameters). This is usual in EM with missing data. Surprisingly, in [21]–(11,12) the responsibilities are expressed as a function of the complete data vectors, where the missing data is replaced with an arbitrary estimate computed from observed data.

In the M-step of Section IV‐B, the update of the parameters of the \( m \)-th component depends only on the missing data estimated using this component. Again this is what one naturally obtains with the principled formulation of EM algorithms with missing data [19], [20] (recall the definition of \( o_{nm}^{(i)} \) after (11)). In contrast, [21] uses the per-component estimates of the missing data (their equations (15) and (16) that are consistent with (11)) to compute estimates of the missing data that are averaged along components (their equations (13) and (14)). Consequently, their final estimates result in a dubious form (responsibilities can be grouped) and do not match the ones in (15) and (17), obtained following the proposed principled derivation.

The same principle was observed in the EM for the IC-GMM in [18].
Fig. 2. Power spectra generated by VLAM for the same articulatory configuration but for two different vocal tract lengths.

Given that the derivation of the EM is not detailed in [21], it is difficult to know where these contradictions arise from. Due to the similarity in terminology and in the formulation, we believe that, at the very least, this discussion is required.

V. EXPERIMENTS

The performance of the J-GMR was evaluated on the speech acoustic-to-articulatory inversion task (i.e. recovering movement of the tongue, lips, jaw and velum from speech acoustics), and compared to the D-GMR, SC-GMR and IC-GMR. Two series of experiments were conducted: the first one on synthetic data, the second one on real data.

A. Synthetic Data – Set Up

Experiments on synthetic data were conducted using a so-called articulatory synthesizer. This allowed us to carry out a first investigation of the J-GMR behavior by controlling finely the structure of the adaptation dataset (as opposed to the real data of Section V-B). A synthetic dataset of vowels was thus generated using the Variable Linear Articulatory Model (VLAM) [23]. VLAM consists of a vocal tract model driven by seven control parameters (lips aperture and protrusion; jaw; tongue body, dorsum and apex; velum). For a given articulatory configuration, VLAM calculates the corresponding area function using 29 tubes of variable length and then deduces the corresponding spectrum using acoustic simulation [24]. Among other articulatory synthesizers, VLAM is of particular interest in our study. Indeed, it integrates a model of the vocal tract growth and enables to generate two different spectra from the same articulatory configuration but different vocal tract length. We used this feature to simulate a parallel acoustic-articulatory dataset for two speakers (reference and source) with different vocal tract length corresponding to speaker age of 25 years and 17 years respectively. The difference in vocal tract length induces a shift of the formants along the frequency axis as illustrated in Fig. 2. Moreover, this shift is non-linear, justifying the use of a non-linear (or locally linear) mapping model such as the GMR.

We generated a dataset of \((x, y, z)\) triplets structured into four clusters simulating the 4 following vowels: /æ/, /a/, /u/, /d/. In these experiments, the spectrum is described by the position and the amplitude of the 4 first formants, which are easily captured on such synthetic data, hence 8-dimensional \(x\) and \(z\) observations. We generated 20,000 triplets (5,000 for each of the 4 vowels). These data are displayed in Fig. 3 (red points) along with a selection of 467 adaptation vectors (green points), in the two first formant frequencies (F1-F2) plane.

B. MOCHA EMA – Set Up

Experiments on real data were conducted using electromagnetic articulatory (EMA) recordings. We used the publicly available Multichannel Articulatory Database (MOCHA) [25] provided by the Center for Speech Technology Research (University of Edinburgh). It includes acoustic-articulatory data of two speakers: fsew0 (female) and msak0 (male). Both speakers uttered 460 sentences extracted from the British TIMIT corpus, representing 20.6 min of speech for fsew0, and 17.4 min of speech for msak0.

Mel-frequency cepstral coefficients (MFCC) were used here to represent the acoustic content of the speech signal. Each audio observation \((x, z)\) was a 26-dimensional vector composed of 13 MFCC coefficients and their first derivatives. These vectors were extracted from the 16-kHz speech waveform every 10 ms, leading to a total of about 123,800 vectors for fsew0 and of about 104,600 vectors for msak0.

Regarding the articulatory data, each observation \(y\) was a 14-dimensional vector gathering the 2D coordinates of 7 electromagnetic actuation coils describing the lips, tongue, jaw and velum positions in the midsagittal plane of the reference speaker’s vocal tract, every 10 ms. These articulatory data were normalized following the procedure described in [26]. This normalization consists in centering and whitening the data (i.e. subtracting the mean value of each feature and dividing by its standard deviation) on a per-file basis. The mean (resp. standard deviation) of each feature was then low-pass filtered to alleviate the DC drift observed in the raw MOCHA database (see Fig. 3.6, p. 71 in [26]). Note that this has become a de-facto standard procedure, see [8] and [9].

We conducted two series of experiments: adaptation of reference speaker fsew0 to source speaker msak0 (denoted msak0→fsew0) and adaptation of reference speaker mask0 to source speaker fsew0 (denoted fsew0→msak0).

C. Experimental Protocol

For the synthetic data, the complete set of \((x, y)\) triplets, are naturally aligned. For the MOCHA data, dynamic time warping (DTW) was used to time-align each of the sentences pronounced by the source speaker with the corresponding
sentence pronounced by the reference speaker. The source speaker’s acoustics was warped onto the reference speaker’s acoustics (and by synchronicity onto the reference speaker’s articulatory data).

For the experiments on the synthetic dataset, the EM algorithm for training the reference X-Y model (and also the Z-X model for the SC-GMR) was initialized using the k-means algorithm, repeated 5 times (only the best initial model was kept for training). For all EMs, the number of iterations was empirically set to 50. All methods were evaluated under a 30-fold cross-validation protocol: The data was divided in 30 subsets of approximate equal size, 29 subsets were used for training and 1 subset for test, considering all permutations. In each of the 30 folds, \( k/30 \) of the size of the training set was used for adaptation, with \( k \in [1, 10] \). For a given value of \( k \), we conducted 10 experiments with a different adaptation dataset. For each experiment, the optimal number of mixture components (within \( M = 2, 4, 8, 12, 16, 20 \)) was determined using cross-validation during the training of the reference X-Y model. In the majority of these experiments, the optimal value of \( M \) was found to be 16. Similarly, the number of components of the Z-X model of the SC-GMR was set by cross-validation within the set \( \{2, 4, 8, 12, 16\} \).

For the experiments with MOCHA, a similar procedure was used, though with different settings to adapt to the difference in dataset size and dimension. Here, all methods were evaluated under a 5-fold cross-validation protocol (four subsets for training and one subset for test, all of approximate equal size). In each of the five folds, \( k/20 \) of the size of the training set was used for adaptation, with \( k \in [1, 10] \). This results in 50 experiments for each of the two aforementioned configurations (msak0 \( \rightarrow \) fsew0 and fsew0 \( \rightarrow \) msak0). As for \( M \), the number of mixture components, cross-validation on the reference model for the MOCHA dataset led to an optimal value \( M = 128 \). However, the results for \( M = 128, 64 \), and 32 were found to be quite close, which is consistent with the results reported in previous literature [8]. Given that the J-GMR and IC-GMR models have more parameters than the reference model, and are thus more prone to overfitting, we chose to set \( M = 32 \). As for \( K \), it was set using the same cross-validation procedure as for the synthetic data case.

For both synthetic and real data experiments, the performance was assessed by calculating the average Root Mean Squared Error (RMSE) between the articulatory trajectories estimated from the source speaker’s acoustics, and the ones generated by the reference speaker (for the real data experiments, the reference speaker’s acoustics and articulatory test data were aligned on the source speaker’s acoustics using DTW). 95% confidence interval of RMSE measures were obtained using paired t-tests. For the synthetic data, the vectors were generated independently (i.e. with no temporal structure), hence each vector provides an independent RMSE measure. As for the MOCHA dataset, independence between samples was assumed by considering the average RMSE on 5 consecutive frames, i.e. 50 ms. Note that the RMSE values for the synthetic data are unitless, since the VLAM articulatory data are arbitrary control parameters.

In order to discuss complexity and accuracy issues for the different models, we define the data-to-parameters ratio (DPR) as the total number of (scalar) data divided by the total number of (scalar) parameters to estimate. This simple measure provides prior information on how much the model is prone to overfit. The lower the DPR is (meaning less training data or more complex models) the more the model is prone to overfitting. Table I presents the DPR values for the synthetic dataset and for MOCHA, for each model, and for the two extreme values of \( N_0 \) in the reported figures (see below). Note that the DPR is not a performance measure per se; it rather provides a potential explanation for the behavior of the models under evaluation. Indeed, in practice we observed that training models with DPR below 20 is risky, since the overfitting phenomenon may be predominant, impairing the generalization capabilities of the trained model. We can see in Table I that all values are significantly larger than 20, except for the D-GMR with small \( N_0 \), as will be discussed later.

### Table I

| Data-to-parameters ratio for the synthetic dataset and for MOCHA (for both speakers), for all models and for the two extreme values of \( N_0 \) reported in Fig. 4 and Fig. 5. |
|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Data                           | Synthetic | fsew0 \( \rightarrow \) msak0 | msak0 \( \rightarrow \) fsew0 |
| \( N_0 \)                      | Low       | High       | Low       | High       | Low       | High       |
| Reference                      | 137       | 137        | 121       | 121        | 144       | 144        |
| D-GMR                          | 3         | 34         | 6         | 61         | 7         | 71         |
| SC-GMR                         | 89        | 100        | 69        | 88         | 81        | 104        |
| IC-GMR                         | 77        | 87         | 56        | 72         | 67        | 86         |
| J-GMR                          | 63        | 70         | 47        | 61         | 56        | 72         |

**D. Synthetic Data – Results**

The RMSE for the J-GMR, as well as for the D-GMR, SC-GMR and IC-GMR are plotted in Fig. 4, as a function of \( N_0 \), the size of the adaptation set. The performance of the
J-GMR, SC-GMR and IC-GMR are relatively close, and are clearly better than without adaptation and than the D-GMR, especially for low values of $N_0$. This latter result comes from the fact that the D-GMR exploits only the limited amount of reference speaker’s articulatory data that can be associated with the source speaker’s audio data, i.e. $D_{xy} = \{z_n, y_n\}_{n=1}^{N_0}$. As illustrated by the DPR values in Table I, this is a quite limited dataset compared to the dataset exploited by the C-GMR family, i.e. $D_x \cup D_{xy} = \{z_n\}_{n=1}^{N_0} \cup \{x_n, y_n\}_{n=1}^{N}$. For low $N_0$ values, this results in poor performance of the D-GMR, with possible severe overfitting. This tends to validate the benefit of exploiting all available $(x, y)$ observations during the adaptation process, as done in the C-GMR framework.

As in [18], the IC-GMR performs better than the SC-GMR, except for the lower $N_0$ value. Importantly, we observe a systematic and statistically significant improvement of the proposed J-GMR over the IC-GMR, for all $N_0$ values. The gain of J-GMR over IC-GMR is within the approximate range 1.5%–2.5% of RMSE depending on $N_0$. Subsequently, the J-GMR also clearly outperforms the SC-GMR, except for the lower $N_0$ for which the difference between J-GMR and SC-GMR is not significant. These results illustrate that the J-GMR is able to better exploit the statistical relations between $z$, $x$ and $y$ data compared to the other C-GMR models. Indeed, while the $Z\cdot X$ and $X\cdot Y$ statistical relationships are exploited by the SC-, IC- and J-GMR, only the latter directly exploits the $Z\cdot Y$ statistical relationship. Therefore, only in the J-GMR the mapping is not forced to pass through $X$, which is shown to be beneficial in this set of experiments.

Regarding the initialization strategy of the J-GMR, we notice that for the lower range of $N_0$ values the blind initialization strategy clearly outperforms the one based on the statistics of the adaptation set (denoted with the suffix “(STAT)” in Fig. 4). This shows that in that case, the amount of adaptation data is not sufficient to calculate reliable statistics to be exploited in model parameter estimation. When the adaptation set grows in size (over approx. 3,000 vectors), the difference in performance between the two initialization strategies becomes not significant, if any. Therefore, in the following, we will favor the blind initialization strategy.

### E. MOCHA EMA – Results

The results of the experiments $fsew0 \rightarrow msa0$ and $msa0 \rightarrow fsew0$ on the MOCHA EMA dataset are shown in Fig. 5 and 6 respectively. Here also, the curves plot the RMSE against the amount of adaptation data. Similarly to [18] and similarly to the synthetic data experiments, for small adaptation sets, the IC-GMR clearly outperforms the D-GMR model. This is observed for the two source speakers $msa0$ and $fsew0$. The same tendency is observed with the proposed J-GMR model since the J-GMR performance is close to the IC-GMR performance (see below). SC-GMR also outperforms D-GMR, but only for the lowest $N_0$ value, since the difference between SC-GMR and IC-GMR is higher than in the synthetic data case. Altogether, these first general results confirm the results obtained on synthetic data and, again, they can be explained by the fact that the D-GMR exploits only the reference speaker’s articulatory data that can be associated with the source speaker’s audio data (see the small corresponding DPR values in Table I). This corroborates the benefit of (i) relying on an intermediate representation space, for instance the reference acoustic space $X$, and (ii) exploiting all available $(x, y)$ observations during the adaptation process. The fact that both J-GMR and IC-GMR clearly outperform SC-GMR everywhere seems to support the interest of a model structure where $X$ is a single common representation space tied to both input $Z$ and output $Y$ at the mixture component level (as already observed for the IC-GMR in [18]).

As for the comparison between J-GMR and IC-GMR, these results also confirm the potential interest of using the J-GMR method over the IC-GMR. Indeed, while the two methods perform closely for tiny amounts of adaptation data, the J-GMR exhibits better results than the IC-GMR for larger amounts of adaptation data. More precisely, we can identify three different zones in the RMSE plots of both source speakers. First the data scarcity zone (below 3 min of adaptation data), where the IC-GMR shows equivalent performance than...
the J-GMR (for fsew0→msak0 conversion) or slightly better performance but not in a statistically significant manner (for the msak0→fsew0).

Second, the data abundance zone (above 7 min and more than 9 min of adaptation data for fsew0→msak0 and msak0→fsew0 respectively), where the D-GMR has enough data to show competitive performance compared to the J-GMR (see the correct DPR values for the D-GMR for high \( N_0 \) in Table I). At the same time, the RMSE of the IC-GMR is here higher than the RMSE of D-GMR and J-GMR in a statistically significant manner. Therefore, it would appear that the constraint associated to the IC-GMR model penalizes its performance when enough adaptation data is available. This would suggest that more data implies more complex underlying links, some of which cannot be captured well by the IC-GMR model. This explanation is reinforced by the results under the so-called “oracle” settings, when all data is used at adaptation time, i.e. \( N_0 = N \), which can be seen as the right limit of the plots. The result of the oracle settings for the four models are represented with dotted lines in Fig. 5 and 6. We can see that the J-GMR is able to better exploit the overall statistical correlations than the IC-GMR. Interestingly, the J-GMR oracle RMSE is below the D-GMR oracle RMSE, whereas the IC-GMR oracle RMSE is above. Hence, even for large adaptation data, it appears to be a good thing to exploit \( x \) at the mixture component level, but it is not such a good thing to do it in a too constrained manner.

This behavior is also observed, in a somewhat less intense manner, in the third zone (between 3 min and 7/9 min of adaptation data). Here the IC-GMR starts exhibiting worse performance than J-GMR (the difference is statistically significant from 5 min and 7 min of adaptation data for fsew0→msak0 and msak0→fsew0 respectively). At the same time, the D-GMR does not have enough data yet to approach the performance of the J-GMR. Our understanding is that, within this range, the complexity of the adaptation data overwhelms the IC-GMR, while not yet containing enough information to optimally exploit the Z-Y link.

Overall, the privileged choice for cross-speaker acoustic-articulatory inversion appears to be the J-GMR. Indeed, if not enough adaptation data is available, the J-GMR has equivalent or close performance to the IC-GMR. In case a large amount of adaptation data is available, the J-GMR and the D-GMR perform closely, with a small advantage for the J-GMR, and this is further confirmed by the oracle results. Finally, the J-GMR has proven to be the most effective model in half-way situations between adaptation data scarcity and abundance.

VI. CONCLUSION

In this paper, we extended the general framework of Cascaded-GMR introduced in [18] with a new model called J-GMR. Similarly to the IC-GMR of [18], the J-GMR relies on a common intermediate \( X \) space tying the input and output spaces on the mixture component level. But in contrast to the IC-GMR, the J-GMR enables a direct link between input and output in addition to the Z-X-Y cascaded path. We provided the exact EM training algorithm for the J-GMR explicitly considering missing input data, and applied this model to the cross-speaker acoustic-articulatory inversion task.

The reported experiments on both synthetic and real data show that the J-GMR outperforms the D-GMR, especially for small adaptation datasets, as was already observed for the IC-GMR in [18]. Moreover, we can provide an answer to the question stated in the introduction: Including an explicit link to the probabilistic model between the reference speaker’s articulatory space and the source speaker’s auditory space is beneficial for the present adaptation task. On the synthetic dataset, the J-GMR outperforms systematically the IC-GMR. On the real data, the J-GMR performs similarly to the IC-GMR for limited adaptation datasets but outperforms the IC-GMR for larger ones. The data-to-parameters ratio of the J-GMR is slightly inferior to the one of the IC-GMR, reflecting a slightly higher complexity of the J-GMR over the IC-GMR. However, in our experimental set-up this difference did not have a negative effect on the performance of the J-GMR.

More generally, this article extends the Cascaded-GMR framework both from the theoretical and experimental perspectives. We believe that all models from this library of cascaded GMR adaptation techniques can be of potential interest for other applications, depending on the amount of adaptation data and their latent structure.

This research line could be enriched in, at least, two directions. First, by investigating the use of other methodological frameworks, such as deep neural networks architectures or robust low-rank techniques [27], [28]. Second, by running extensive experiments in real-world scenarios, beyond laboratory conditions.
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APPENDIX A

LINK BETWEEN THE J-GMM AND IC-GMM

We show here that the IC-GMM (4) more largely presented in [18] is a particular case of the J-GMM (7) with (6). Without loss of generality, the density components of the J-GMM can be rewritten as:

\[
p(o|m) = \pi_mp(y|m)p(x|m)p(z|x,y,m),
\]

where all pdfs are Gaussian. Here the conditional pdf of \( Z \) depends on both \( x \) and \( y \), whereas in the IC-GMM it depends only on \( x \) (see Fig. 1). Setting \( p(z|x,y,m) = p(z|x,m) \) is equivalent to say that \( Z \) and \( Y \) are conditionally independent given \( x \), which can be expressed equivalently as \( p(y,z|x,m) = p(y|x,m)p(z|x,m) \) [20]–Section 8.2. Let us denote \( U = [Y^T,Z^T]^T \). \( p(u|x,m) \) is a Gaussian pdf with covariance matrix \( \Sigma_{U|X,m} = \Sigma_{U|U} - \Sigma_{UX,m}\Sigma_{XX,m}^{-1}\Sigma_{UX,m} \) [20]–Section 2.3. It is easy to show that the block diagonal term of this matrix is \( \Sigma_{YZ,m} - \Sigma_{YX,m}\Sigma_{XX,m}^{-1}\Sigma_{XZ,m} \). Therefore, the conditional independence holds if and only if this block-diagonal term is null, i.e. (6). Alternately, we can write \( p(o|m) \) as a multivariate Gaussian and decompose the argument of the exponential
function: it is then easy to show that \( p(x|y, m) = p(z|x, m) \) for all values of \( x, y \), and \( z \) (and \( m \)), if and only if all entries of \( \Lambda_{ZY,m} = \Lambda_{ZV,m}^{\top} \) are zero, for all \( m \in [1, M] \).

Of course the two conditions are equivalent: Since \( \Lambda_{U|X,m} = \Sigma_{UU|X,m}^{-1} \) [20]–(2.79) and (2.82), \( \Lambda_{U|X,m} \) is block-diagonal if and only if \( \Sigma_{UU|X,m} \) is block-diagonal.

**APPENDIX B**

**CALCULATION OF \( Q \) FOR THE JOINT GMM MODEL**

In [18], we provided the general expression (9) of \( Q \) which is valid for any mixture model of the form \( p(o; \Theta) = \sum_{m=1}^{M} p(m)p(o|m; \Theta_{m}) \) parameterized by \( \Theta \), and applied on a i.i.d. random vector \( O = [V^{\top}, Z^{\top}]^{\top} \) with missing \( z \) data for \( n \in [N_0 + 1, N] \). We now further calculate this expression for the J-GMM model defined in (7). Injecting (7) into (9) leads to:

\[
Q(\Theta, \Theta^{(i)}) = \sum_{n=1}^{N_0} \sum_{m=1}^{M} \gamma_{n,m}^{(i+1)} \left( \log \frac{\pi_m}{||\Sigma_m||^{1/2}} - \frac{1}{2} ||o_n - \mu_m||_{\Sigma_m} \right)
+ \sum_{n=N_0+1}^{N} \sum_{m=1}^{M} \frac{1}{p(V_n; \Theta_{m}^{(i)})} \left( \log \frac{\pi_m}{||\Sigma_m||^{1/2}} \right) p(o_n, m; \Theta_{m}^{(i)})dz_n
- \int \frac{1}{2} ||o_n - \mu_m||_{\Sigma_n} p(o_n, m; \Theta_{m}^{(i)})dz_n,
\]

where \( ||x||_{\Sigma} = x^{\top} \Sigma^{-1} x \) stands for the Mahalanobis distance, \( \gamma_{n,m} \) denotes the \( (i+1) \)-th iteration, and \( \gamma_{n,m} \) are defined in (10).

To further develop (19), we first notice that for Gaussian vectors we have:

\[
\int Z p(o_n, m; \Theta_{m}^{(i)})dz_n = p(v_n, m; \Theta_{m}^{(i)}) = \pi_m N(v; \mu_{m}^{(i)}, \Sigma_{m}^{(i)}). \tag{20}
\]

More importantly, we need to calculate:

\[
f(v_n) = \int Z -\frac{1}{2} ||o_n - \mu_m||_{\Sigma_m} p(o_n, m; \Theta_{m}^{(i)})dz_n
= -\frac{1}{2} \pi_m e^{-\frac{1}{2} ||o_n - \mu_m||_{\Sigma_m}} \sqrt{(2\pi)^D |\Sigma_m|} dz_n. \tag{21}
\]

The literature on matrix calculus provides a formula to integrate a quadratic term multiplied by another exponential quadratic term over the complete vector, but not over a subvector. Therefore, we need to separate the terms in \( v_n \) and the terms in \( z_n \). Using the precision matrix \( \Lambda_m = \Sigma_m^{-1} \), we can first develop the quadratic term as:

\[
||o_n - \mu_m||_{\Sigma_m} = \frac{1}{2} (o_n - \mu_m)^{\top} \Lambda_m (o_n - \mu_m)
- \frac{1}{2} (v_n - \mu_m)^{\top} \Lambda_{VV,m} (v_n - \mu_m)
- \frac{1}{2} (z_n - \mu_m)^{\top} \Lambda_{ZZ,m} (z_n - \mu_m), \tag{22}
\]

then reorganize it into (see [29]–Section 8.1.6):

\[
\left\| o_n - \mu_m \right\|_{\Sigma_m} = -\left\langle o_n - \mu_m, \Lambda_m (o_n - \mu_m) \right\rangle
= -\left\langle z_n - \mu_m, \Lambda_{ZZ,m} (v_n - \mu_m) \right\rangle
+ \left\langle v_n - \mu_m, \Lambda_{VV,m} (v_n - \mu_m) \right\rangle
- \left\langle v_n - \mu_m, \Lambda_{ZV,m} (z_n - \mu_m) \right\rangle.
\]

In the first term on the right hand side, we can recognize the posterior mean vector of \( Z \) given \( v_n \), i.e.:

\[
\mu_{Z|v_n,m} = \mu_m - \Lambda_{ZZ,m}^{-1} \Lambda_{ZV,m} (v_n - \mu_m) \tag{24}
= \mu_m + \Sigma_{VV,m} \Lambda_{VZ,m}^{-1} (v_n - \mu_m). \tag{25}
\]

Besides, the two last terms of (23) can be factorized. We can recognize the inverse covariance matrix of \( V \) for component \( m \), \( \Sigma_{VV,m}^{-1} = \Lambda_{VV,m}^{-1} = \Lambda_{VZ,m} - \Lambda_{ZZ,m} \) [20]–(2.91), and thus we have:

\[
\left\| o_n - \mu_m \right\|_{\Sigma_m} = \left\| z_n - \mu_n \right\|_{\Lambda_{ZZ,m}^{-1}} + \left\| v_n - \mu_m \right\|_{\Sigma_{VV,m}}.
\]

Of course, the same result holds at iteration \( i + 1 \):

\[
\left\| o_n - \mu_m \right\|_{\Sigma_m^{(i+1)}} = \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} + \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}. \tag{27}
\]

Reinjecting (22) and (27) into (21) leads to:

\[
f(v_n) = \int Z (\left\| v_n - \mu_m \right\|_{\Lambda_{VV,m}^{(i)}} - \left\| z_n - \mu_m \right\|_{\Lambda_{ZZ,m}^{(i+1)}} - 2(v_n - \mu_m)^{\top} \Lambda_{ZV,m,z_n - \mu_m})
- \frac{1}{2} \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} - \frac{1}{2} \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}
\times \frac{1}{2} \sqrt{(2\pi)^D |\Sigma_m^{(i)}|} dz_n.
\]

Separating \( v_n \) and \( z_n \), the calculation of \( |\Sigma_m^{(i)}| \) can be done by noting that:

\[
|\Sigma_m^{(i)}| = |\Sigma_{VV,m}^{(i)}||\Sigma_{ZZ,m} - \Sigma_{ZV,m}^{(i)}| |\Sigma_{VV,m}^{(i-1)}| V_{V,m} = \frac{|\Sigma_{VV,m}^{(i)}|}{|\Sigma_{VV,m}^{(i-1)}| V_{V,m}}.
\]

and thus:

\[
\pi_n e^{-\frac{1}{2} \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} - \frac{1}{2} \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}} e^{-\frac{1}{2} \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} - \frac{1}{2} \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}}
\times \frac{1}{2} \sqrt{(2\pi)^D |\Sigma_m^{(i)}|} dz_n.
\]

\[
\pi_m e^{-\frac{1}{2} \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} - \frac{1}{2} \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}} e^{-\frac{1}{2} \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} - \frac{1}{2} \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}}
\times \frac{1}{2} \sqrt{(2\pi)^D |\Sigma_m^{(i)}|} dz_n.
\]

\[
\pi_m e^{-\frac{1}{2} \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} - \frac{1}{2} \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}} e^{-\frac{1}{2} \left\| z_n - \mu_n^{(i)} \right\|_{\Lambda_{ZZ,m}^{(i+1)}^{-1}} - \frac{1}{2} \left\| v_n - \mu_m^{(i)} \right\|_{\Sigma_{VV,m}^{(i)}}}
\times \frac{1}{2} \sqrt{(2\pi)^D |\Sigma_m^{(i)}|} dz_n.
\]
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Therefore, we have:

\[
\begin{align*}
\mathbf{f}(\mathbf{v}_n) &= \mathbb{P}(\mathbf{v}_n, \mathbf{m}; \mathbf{\Theta}(\mathbf{v})) \int_{\mathbb{Z}} \left( -\|\mathbf{v}_n - \mu \mathbf{v}_m \| \Lambda^{-1}_{\mathbf{v},m} \right) \\
&\quad - \|\mathbf{z}_n - \mu \mathbf{z}_m \| \Lambda^{-1}_{\mathbf{z},m} - 2(\mathbf{v}_n - \mu \mathbf{v}_m)^T \Lambda_{\mathbf{v},m}(\mathbf{z}_n - \mu \mathbf{z}_m) \\
&\quad - \frac{1}{2} \mu^T \mathbf{z}_{n,m} - \mu \mathbf{m} \| \Lambda^{-1}_{\mathbf{z},m} - \frac{1}{2} \text{Tr} \left[ \Lambda_{\mathbf{z},m} \Lambda_{\mathbf{z},m}^{-1} \right] \right) \times \\
&\quad \frac{1}{2} \sqrt{2\pi^D \det \Lambda_{\mathbf{z},m}^{-1}} \mathrm{d}\mathbf{z}_n.
\end{align*}
\]

(31)

After [29]–(351) and (357), we obtain:

\[
\begin{align*}
\mathbf{f}(\mathbf{v}_n) &= \mathbb{P}(\mathbf{v}_n, \mathbf{m}; \mathbf{\Theta}(\mathbf{v})) \\
&\quad - \frac{1}{2} \mathbf{v}_n - \mu \mathbf{v}_m \| \Lambda^{-1}_{\mathbf{v},m} \\
&\quad - \left( \mathbf{v}_n - \mu \mathbf{v}_m \right)^T \Lambda_{\mathbf{v},m} \left( \mathbf{z}_{n,m} - \mu \mathbf{z}_m \right) \\
&\quad - \frac{1}{2} \mu^T \mathbf{z}_{n,m} - \mu \mathbf{m} \| \Lambda^{-1}_{\mathbf{z},m} - \frac{1}{2} \text{Tr} \left[ \Lambda_{\mathbf{z},m} \Lambda_{\mathbf{z},m}^{-1} \right] \right) \times \\
&\quad \frac{1}{2} \sqrt{2\pi^D \det \Lambda_{\mathbf{z},m}^{-1}} \mathrm{d}\mathbf{z}_n.
\end{align*}
\]

(32)

which can be reorganized into:

\[
\begin{align*}
\mathbf{f}(\mathbf{v}_n) &= \frac{1}{2} \mathbb{P}(\mathbf{v}_n, \mathbf{m}; \mathbf{\Theta}(\mathbf{v})) \\
&\quad - \left( \mathbf{v}_n - \mu \mathbf{v}_m \right)^T \Lambda_{\mathbf{v},m} \left( \mathbf{z}_{n,m} - \mu \mathbf{z}_m \right) \\
&\quad - \frac{1}{2} \mathbf{z}_{n,m} - \mu \mathbf{m} \| \Lambda^{-1}_{\mathbf{z},m} - \frac{1}{2} \text{Tr} \left[ \Lambda_{\mathbf{z},m} \Lambda_{\mathbf{z},m}^{-1} \right] \right) \times \\
&\quad \frac{1}{2} \sqrt{2\pi^D \det \Lambda_{\mathbf{z},m}^{-1}} \mathrm{d}\mathbf{z}_n.
\end{align*}
\]

(33)

Using (20), (32) and the extended definition of responsibilities for \( n \in [N_0 + 1, N] \), (19) can be rewritten into (13). \( \square \)
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